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Abstract

A method proposed by Wallace for the generation of normal random variates

is examined. His method works by transforming a pool of numbers from

the normal distribution into a new pool of number. This is in contrast to

almost all other known methods that transform one or more variates from the

uniform distribution into one or more variates from the normal distribution.

Unfortunately, a direct implementation of Wallace's method has a serious


aw: if consecutive numbers produced by this method are added, the resulting

variate, which should also be normally distributed, will show a signi�cant

deviation from the expected behavior. Wallace's method is analyzed with

respect to this de�ciency and simple modi�cations are proposed that lead

to variates of better quality. It is argued that more randomness (that is,

more uniform random numbers) is needed in the transformation process to

improve the quality of the numbers generated. However, an implementation

of the modi�ed method has still small deviations from the expected behavior

and its running time is much higher than that of the original.
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1 Introduction

In [8] Wallace introduced a novel method of generating pseudo{random numbers from the

unit{normal and the unit{exponential distribution. His algorithms work by transforming a

pool of numbers from the desired distribution into a new pool of numbers. This is in contrast

to almost all other known methods that transform one or more variates from the uniform

distribution into one or more variates from the target distribution. (For a description of

several of these methods see [3] or [6]). Since Wallace's algorithms work directly on variates

with the desired distribution they are very fast { speci�cally, their speed is comparable to the

speed of random number generators for the uniform distribution.

Wallace also reports on the outcome of empirical tests performed with a speci�c imple-

mentation for the normal distribution [7]. This program passed all of the tests used. However,

all of these tests were for single numbers produced by the generator. If v successive numbers

from the generator for the normal distribution are added, we expect to obtain a normal variate

with variance v. Unfortunately, this is not the case here: in many cases the variance of the

numbers produced is much too small. In this paper we present test results that demonstrate

this de�ciency and analyze its cause. We also propose modi�cations of Wallace's method that

lessen this de�ciency. Unfortunately, there are still small but measurable deviations from the

expected behavior that seem to be di�cult to get rid of. Additionally, the proposed changes

lead to a much reduced speed and lessen one of the big advantages of this method.

One might argue that there is no need to add up several normal variates, since the resulting

sum is a normal variate with a larger variance, which could as well have been obtained from a

single N(0; 1){variate by scaling (N(e; v) stands for the normal distribution with expectation

e and variance v). However, many applications are such that, although random variates are

not added explicitly, sums of variates are implicitly formed in the course of time. In fact, the

de�ciency became apparent to us while checking the result of a molecular dynamics simulation

of a synthetic polymer [5], where such implicit summing occurs in the simulation of a random

walk taken by a gas atom.

This paper is organized as follows: Section 2 describes Wallace's method for the generation

of normal variates and Section 3 presents test results for an implementation of this method

provided by Wallace. Section 4 analyzes Wallace's method with respect to this de�ciency

and proposes modi�cations to lessen the de�ciency. Section 5 brie
y discusses two similar

algorithms and Section 6 draws some conclusions.

2 Wallace's method for the normal distribution

In the following we describe Wallace's method for the generation of N(0; 1){variates [8]. It is

based on the following facts.

Let x

1

; :::; x

k

be k independent N(0; 1){variates and let �
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be real numbers. Then
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since the x

i

's are independent. Thus Exp(yz) = 0 = Exp(y)Exp(z), which means that y and

z are independent, if
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of k independent N(0; 1){distributed variates, multiply it from the left by an orthonormal

matrix B, and obtain thus a vector Y = (y

1

; :::; y

k

) of k independent N(0; 1){distributed

variates. Note that the y

i

's are not independent from the x

i

's since it can be shown that

P

k

i=1

x

2

i

=

P

k

i=1

y

2

i

.

Wallace's method starts by generating a pool of N = kn normal variates using a conven-

tional method like the Box{Muller method (see, e.g., [3] or [6]). The numbers in this pool

are normalized such that the sum of their squares is N . In one pass these N numbers are

transformed into N new numbers. This is done by taking k old numbers at a time, treating

them as a k{vector X and forming k new variates by computing Y

T

= BX

T

where B is an

orthonormal k � k matrix. Each old pool value is used exactly once. It can be shown that

this transformation preserves the sum of squares.

Since the sum of the squares of N N(0; 1){variates is chi{squared distributed with N

degrees of freedom (for short, �

2

N

distributed), preserving the sum of squares would obviously

be a defect of the generator. Thus, for each pass, a variate � from the �

2

N

distribution

is generated and each number generated in the pass is multiplied by (�=N)

0:5

before it is

returned to the user.

To make sure that the numbers in the old pool are mixed, the order in which the elements

are treated is somewhat randomized. Also, the orthonormal matrix used in a pass is chosen

randomly out of a small set of matrices that allow for a fast computation of the new variates.

Thus, in this method, uniform random numbers are used to generate the initial pool

of normal variates, to choose a matrix for each pass and to choose an order in which the

elements are treated. This is in contrast to conventional methods, which use at least one

uniform variate per normal variate, and allows for a very fast implementation.

We next describe the details of the implementation made available by Wallace [7], where

N = 1024, k = 4, and n = 256.

To generate a variate � from the �

2

1024

distribution, the following approximation is used.

Let y be N(0; 1) distributed. Then z = 0:5(C +Ay)

2

is approximately �

2

k

distributed, where

A = (1+ 1=(8k)) and C

2

= 2k�A

2

. The 1,024th element of the new pool is used for y. This

element is not returned to the user, but is used to generate the elements of the next pool.

The procedure is implemented in{place, that is, there is only one array of size 1,024 for

the old and the new pool. Four types of scanning patterns are used to mix the values in

the old pool. In Type 1 the �rst half of the pool is treated as a 4 � 128 matrix stored in

row major order and the second half as a 4 � 128 matrix stored in column major order (a

matrix is stored in row (column) major order if the rows (columns, respectively) are stored

one after the other, starting from the top (left, respectively) of the matrix). Depending on

which matrix is used in a pass, one of the rows of the �rst matrix will be read from right to

left. The columns of these matrices are the vectors that are multiplied by the transformation

matrix B. In each step, one column of the �rst matrix and one column of the second matrix

are used to generate eight new variates. The four variates generated by the column of the

�rst matrix are stored at the positions of the column of the second matrix and vice versa.

The order in which the columns of the second matrix are picked is randomized; before the

pass, a start column and an odd increment are picked at random and determine the order.

The columns of the �rst matrix are used consecutively.

The Type 2 scanning pattern is similar to the Type 1 pattern, except that the �rst

(second) half of the array is now treated in the way the second (�rst, respectively) half of the

array is treated with the Type 1 pattern.
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For the Type 3 and the Type 4 scanning pattern, the array is divided into odd and even

indexed positions. In Type 3 the even (odd) indexed elements play the role the �rst (second,

respectively) half of the array plays in Type 1, and in Type 4 it is the other way round. The

four scanning types are used circularly.

The transformation matrices come in pairs. A transformation matrix B

1

(B

2

) is applied

to the columns of the above mentioned �rst (second, respectively) matrix. For each pass, one

of the following four matrix pairs is selected at random.
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Figure 1: 20 tests for the variance of 50,000 numbers
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3 Some Test Results
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Figure 2: 20 tests for the variance of 50,000 sums of 400 numbers

We have performed a variance test for the numbers generated by this program as well as

for sums of generated numbers. This test inputs m supposedly independent random variates

from a common normal distribution N(0; �

2

) and computes S =

P

m

i=1

X

2

i

=�

2

. The test

outputs the tail probability Pr(T � S), where T is �

2

{distributed with m degrees of freedom.

Since for any continuous random variable X with distribution function F the random variable

F (X) is uniformly distributed in [0; 1], the same applies for the output of our variance test

if the assumption about the input numbers is correct. Figures 1 and 2 show the outcome

of 20 runs of this test for 50,000 variates each; for the �rst test each such variate is one

produced byWallace's generator, and for the second test, it is the sum of 400 variates produced

consecutively by the generator. In both cases, the probabilities are sorted and plotted against

their rank. A comparison with the (ideal) line with slope 1=20 shows that the probabilities

in Figure 2 are much too large, indicating that the sample variances are too small. The test

results in Figure 1 are not signi�cant.

The strength of this e�ect depends on the number of variates summed. It can become

very strong if a few numbers at the beginning are discarded. If, e.g., the �rst 128 generated

numbers are discarded and after this 1,023 consecutive numbers are summed, a �gure would

only show a straight line at 1. (Remember that the 1,024th number of each pool is not

returned to the user.) We performed the variance test for this case 1,000 times for 50,000

(sums of 1,023) variates each and the smallest outcome of the test was larger than 0:999999.

Figure 3 shows the outcome of the variance test for one seed value if the number of discarded

variates ranges from 0 to 1,023. Again, 50,000 times 1,023 numbers were added. This �gure

is typical in that there are always values close to 1 with an o�set of 128 and values close to 0

with an o�set of 640.
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4 The De�ciencies

We have seen above that adding consecutive numbers generated by the algorithm leads to a

variance that is much too low. We will not analyze the algorithm in detail since this seems

to be di�cult to achieve, but we are going to use this example to point out possible causes

of problems in an implementation of Wallace's method. For now we ignore the normalization

which in itself causes some (smaller) problems. This means that we assume that the 1,024th

element is returned to the user and that the proper behavior of the sum of squares is somehow

guaranteed.

The algorithm works by computing B(a; b; c; d)

T

= (a

0

; b

0

; c

0

; d

0

)

T

where B is an orthonor-

mal matrix. Since B is orthonormal, a

0

, b

0

, c

0

, and d

0

will be N(0; 1){distributed and inde-

pendent given that a, b, c, and d are independent N(0; 1) variates. However, the new values

and the old values are not independent.

Suppose that an algorithm adds a

0

, a, b, c, and d. Then S = a

0

+ a+ b+ c+ d should be

N(0; 5){distributed. Let us assume that a, b, c, and d are independent and in fact N(0; 1){

distributed (without this assumption it is di�cult to prove anything). Since a

0

= �

11

a +

�

12

b+�

13

c+�

14

d and Exp(�

ij

) = 1=4

P

4

i=1

�

k

ij

where �

k

ij

is an entry of the kth transformation

matrix, we have

Exp(S) =

1

4

4

X

k=1

(1 + �

k

11

)Exp(a) + (1 + �

k

12

)Exp(b) + (1 + �

k

13

)Exp(c) + (1 + �

k

14

)Exp(d):

Since the old values are N(0; 1){distributed,

Exp(S) = 0:

Let us now examine the variance of S. Since the old values are independent and N(0; 1){

distributed,
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Exp(S
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Since the B's are orthonormal, we arrive at

Exp(S

2

) = 5 +

1

4

4
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: (1)

From this follows that

4

X

i=1

�

i

11

+ �

i

12

+ �

i

13

+ �

i

14

= 0;

since S has to be N(0; 5){distributed. That means that the entries of the �rst rows of all

matrices, summed over all matrices used, must cancel out. The same condition holds for any

row or column of the matrices used if the appropriate values are added. The condition for

the columns follows since B

�1

= B

T

for an orthonormal matrix B and we could, say, add a

and a

0

, b

0

, c

0

, and d

0

.

We can derive even more severe restrictions than this. Assume that we add a and a

0

into

S. Then we get for the variance

Exp(S

2

) =

1

4

4

X
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11
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4
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which means that

4

X

k=1

�

k

11

= 0

must hold. We can argue similarly for all other entries of the transformation matrices.

Let us now see what happens in the case of the tested algorithm. First observe that we

have to treat the B

1

's and B

2

's separately since they are applied in di�erent ways. We can

observe that in the B

2

's, the third rows and the third columns add up to +1, i.e., the entries

corresponding to the new c's and the old c's, respectively, add up to 1. Likewise, in the B

2

's

the rows and columns corresponding to the new and old d's add up to �1 and in the B

1

's the

old and new c's, the new d's and the old b's are a�ected.

If we also take the four scanning types into account, it is easy to devise a test that the

generator will fail. Consider, e.g., scanning type 1. If scanning type 1 is used, the elements

of two pools will be used in the following way. Each pool is stored as an array of length
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1,024. The �rst (second) half of this array is interpreted as a 4 by 128 matrix stored in row

(column, respectively) major order. We divide the entries of the two matrices into four classes

denoted by A, B, C, and D. A (B, C, D) contains all entries in the �rst (second, third, fourth,

respectively) row of one of the matrices. That is, we denote the role an element will play

when the transformation matrices are applied. The letters in the �gure below indicate to

which classes the numbers in the pool belong if the �rst scanning pattern is used. Note that

the old as well as the new pool is used in this way.

128

z }| {

A ::: A

128

z }| {

B ::: B

128

z }| {

C ::: C

128

z }| {

D ::: D

128�4

z }| {

A B C D A B C D :::

The numbers in the �rst half of the new pool are generated by applying the B

2

s. Also,

the entries in the last rows of the B

2

s add up to �1. Thus, it follows from Equation (1) and

the following discussion that we will get a variable with too small a variance if we add the

numbers from the second half of the old pool to the fourth row (of 128 numbers) of the new

pool.

In our variance test, none of the scanning types used in the algorithm directly leads to

summing the problematic values (in fact, a

0

+ b

0

+ c

0

+ d

0

+ a + b + c + d will have the

correct variance). However, the four scanning types together seem to be able to concentrate

numbers that are computed from these problematic values into the �rst 128 elements of the

new matrices (the speci�c, deterministic order in which the scanning types are used does

not seem to play a crucial role; randomizing this order does not help). The choice of the

set of orthonormal matrices together with the simple scanning pattern causes the problem;

the randomization of the order in which the rows of the second matrix are used makes no

di�erence.

Note that the condition that the entries cancel out if summed over all matrices has to

hold for all rows and all columns if such a simple scanning pattern is used: an application

might just use the generated numbers in a way that the di�erence in variance shows up.

Three possible ways to take care of this problem spring to mind. One is to choose matrices

that con�rm to the above stated condition, a second one is to use only variates of every second

pool, and a third one is to totally randomize the order in which the elements of the pools are

treated.

The second method could be thought of as taking care of other dependencies between

the old pool elements and the new pool elements as well. However, it does not work. We

have tested versions where up to three pools of numbers were discarded, but none of them

passed the variance test. Figure 4 shows results from variance tests where one, two, or three

consecutive pools from the generator are skipped. Again, the �rst 128 numbers generated

were discarded and then 1,023 consecutive numbers were added to generate one number with

variance 1,023.

The cheapest method (with respect to the running time) of the three above uses matrices

that have the above required property. We tried this approach with the following pairs of

matrices. The �rst (third) pair of matrices is just the �rst (third, respectively) pair of matrices

suggested by Wallace. The second (fourth) pair was obtained by replacing each entry r in the

�rst (third, respectively) matrix by �r. These matrices ful�ll all conditions derived above to

ensure the correct variances. Additionally, the order in which the scanning patterns are used

was randomized.
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�1 �1 �1 1

1 �1 1 1

3

7

7

7

5

With these matrices, the generator showed an acceptable behavior in the variance test.

Unfortunately, this is not true for the fourth moments of summed variates. This can be

explained as follows.

Consider the �rst scanning pattern and assume we add the second half of the old pool
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and the �rst 128 values of the new pool into S. Assume further that the values in the

old pool are independent and N(0; 1){distributed and that the transformation matrix B

used in this step is �xed. Then S is normally distributed with expectation 0 and variance

128((1+�

11

)

2

+(1+�

12

)

2

+(1+�

13

)

2

+(1+�

14

)

2

). However, if we choose the transformation

matrix randomly from of a set of matrices, S is not normally distributed. To see this, consider,

e.g., the fourth moment of S. Remember that Exp(X

4

) = 3 if X is N(0; 1){distributed. We

get

Exp(S

4

) =

1

4

4

X

k=1

3 � 128

2

�

(1 + �

k

11

)

2

+ (1 + �

k

12

)

2

+ (1 + �

k

13

)

2

+ (1 + �

k

14

)

2

�

2

where �

k

ij

is an entry of the kth matrix. In the case of the matrices used here we get

Exp(S

4

) =

1

2

� 3 � 128

2

(3

2

+ 7

2

) = 3 � 128

2

� 29

instead of the required 3 � 128

2

� 25. Note that the variance of S has the correct value.

As was the case for the variance, we can derive conditions on the transformation matrices

that ensure that the fourth moment will have the correct value in this case. Since the trans-

formation matrices are orthonormal and row entries have to cancel out to ensure the correct

variance we obtain

Exp(S

4

) =

1

4

4

X

i=1

3 � 128

2

�

5 + 2(�

i

11

+ �

i

12

+ �

i

13

+ �

i

14

)

�

2

=

1

4

4

X

i=1

3 � 128

2

�

25 + 20(�

i

11

+ �

i

12

+ �

i

13

+ �

i

14

) + 4

�

�

i

11

+ �

i

12

+ �

i

13

+ �

i

14

�

2

�

= 3 � 128

2

 

25 +

1

4

4

X

i=1

4

�

�

i

11

+ �

i

12

+ �

i

13

+ �

i

14

�

2

!

:

This means we get the condition

1

4

4

X

i=1

�

�

i

11

+ �

i

12

+ �

i

13

+ �

i

14

�

2

= 0

which can only be achieved if

�

i

11

+ �

i

12

+ �

i

13

+ �

i

14

= 0

for every matrix B

i

. We can derive even more severe restrictions than this. Consider again

the �rst scanning pattern and assume that we add the a's of the second half of the old pool

and the a's of the �rst half of the new pool into S. We know already that

P

4

k=1

�

k

11

= 0 has

to hold to ensure the correct variance for S.

On the other hand,

Exp(S

4

) =

1

4

4

X

i=1

3 � 128

2

�

(1 + �

i

11

)

2

+ (�

i

12

)

2

+ (�

i

13

)

2

+ (�

i

14

)

2

�

2
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=

1

4

4

X

i=1

3 � 128

2

�

2 + 2�

i

11

�

2

= 3 � 128

2

 

4 +

1

4

4

X

i=1

4

�

�

i

11

�

2

!

which implies that �

i

11

= 0 has to hold for every matrix B

i

. Since we can derive the same

requirement for each entry of the transformation matrix, we will arrive at the 0 matrix.

Clearly this is not a possible choice.

The above discussion shows that it is not possible to achieve the correct distribution for

arbitrary sums of generated variates if simple scanning types are used and the transformation

matrices are �xed in each pass. Depending on the number of scanning types used, we can

expect deviations in the moments of several per cent. Let us now turn to a version where the

order in which the elements of the old pool and the new pool are treated is totally randomized.

We will see that this helps to lessen the de�ciencies described above; however, they will not

vanish totally. Note that it is not possible to randomize only the order in which the elements

of one pool are treated: if only for one pool the order is randomized, we can add all numbers

from this pool and speci�c numbers from the non{randomized pool and will again obtain a

variate with a fourth moment that is too large.

Let us �rst consider the case in which we add x and x

0

into S where x

0

has been computed

using x from the old pool. If we choose the matrices such that S has the correct variance,

Exp(S

4

) will be too large if not �

i

jj

= 0 for each matrix B

i

and 1 � j � 4. However, it will

not often happen that we add x and x

0

and nothing else: if we, e.g., add one value from a �xed

position in the old pool and one value from a �xed position in the new pool, we will only get

matching values in about 1=n of all cases. Since the deviation for one pair of matching values

is not very large (with the matrices used here it is 25%), we will get a very small deviation

overall (in our case, where n = 256, the deviation will be less than 0:1%).

Let us next assume that we add p = p

1

+ p

2

numbers into S, where p

1

(p

2

) numbers come

from �xed positions of the old (new, respectively) pool. Assume further that the matrix B

used for the transformation is �xed. Unlike the case in which we use a �xed scanning pattern,

S will not be normally distributed: here we have to average over all possible ways the p

2

new

pool values depend on the p

1

old pools values. On the other hand, the deviation from the

expected moments can be quite small since not all of the p

2

new pool values depend on the

old p

1

pool values and since deviations can cancel out. For ease of explanation, consider the

case where S consists of p=2 pairs (x

i

; y

i

) where y

i

has been computed using x

i

and no other

number used or created in that step is present in S. Let �

i

be the matrix entry of B used to

compute y

i

from x

i

. Then the k-th moments of S will contain entries of the form

Exp

0

B

@

0

@

p=2

X

j=1

(1 + �

j

)

2

1

A

k

1

C

A

= Exp

0

B

@

0

@

p=2 +

p=2

X

j=1

2�

j

+ (�

j

)

2

1

A

k

1

C

A

where the expectation is taken over all possible ways to choose the �

j

. This value should be

close to p

k

. If the absolute values of the matrix entries are all identical, as is the case with

the matrices used here, and since the matrices are orthonormal, this leads to
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Exp

0

B

@

0

@

p+

p=2

X

j=1

2�

j

1

A

k

1

C

A

:

If for each entry with value z in B there is an entry with value �z and the �

j

are chosen

at random, they can cancel each other mostly out and the probability that we get a large

deviation from p

k

is small. This also means that for each value p + x there is a value p � x

that occurs with the same probability. Altogether this means that there will be deviations

from the correct moments; however, the deviations will be small.

Thus the transformation matrices used in Wallace's program will produce variates where

the deviation from the expected moments is small if the order in which the pool elements are

treated is totally randomized. The deviation from the expected values is inversely proportional

to the size of the pool used and can thus be further reduced by making the pool larger. The

reason the randomization helps is that we average over all entries of the transformation

matrices. Another modi�cation that might work is to choose a transformation matrix at

random whenever one is needed. In the implementation considered here, this would reduce

the number of random choices by a factor of four.

Finally we consider the normalization procedure. Remember that the 1,024th element of

the pool is not returned to the user but used to normalize all other elements of this pool. Let

z be this element. Then all 1,023 other elements of this pool are multiplied by c

1

(c

2

+ Gz)

where c

1

� 0:0221, c

2

� 45:239, and G is the normalization factor used for the old pass. This

method leads to too high moments for elements of the new pool that are computed using z.

The error produced here is very small; however, to improve the quality, it would be better to

generate a normal variate with a traditional method.
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Figure 5: Test results of 500 runs of a b

2

test for 50,000 generated numbers each

At the end of this section we include some tests that even the randomized version of the

algorithm failed. Figure 5 shows the result of 500 runs of a test for the standardized fourth

moment (b

2

test), each for 50,000 single numbers created by the generator. For these tests
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Figure 6: Test results of 2,000 runs of a b

2

test for 50,000 generated numbers each where

every second pool was skipped

we used the Anscombe and Glynn approximation, see, e.g., [2]. We can see that the curve

produced has an S shape instead of being approximately linear. The values shown in Figure 5

are signi�cant at the 0.5% level if an Anderson Darling test [2] is used.

Figure 6 shows similar results for the case where only the variates from every second pool

were used; here 2,000 runs were used. As we have seen before, omitting whole pools does not

seem to change the behavior of the generator much. Note that we get very similar results for

the original implementation without randomization. Again, the values shown are signi�cant

at the 0.5% level.

We also conducted tests for sums of two generated numbers from di�erent pools. More

precisely, we summed the ith number of a pool and the ith number of the following pool to

obtain normal variates with variance two. Figure 7 shows the result of the b

2

test for this

case. Here we used 10,000,000 numbers for each test run. As we can see, the fourth moment

is too small. The deviation here is about 0:1%. This is the same order as predicted above;

however, the deviation is in the other direction. At the moment it is not clear why this is the

case. Figure 7 also shows results of the b

2

test for sums of four numbers where two numbers

are from one pool and two numbers are from the following pool. As one can see, the fourth

moment is still too small, but the deviation is smaller. As we add more numbers according

to a similar rule, the deviation becomes even smaller.

5 Related algorithms

In this section we brie
y discuss two variants of Wallace's algorithm that have been proposed

recently. Note that we did not implement and test these algorithms but base our comments

on the theory developed in Section 4.

In [1] Brent suggested a modi�cation of Wallace's algorithm and in [4] Fern�andez and

Rivero proposed an algorithm based on similar ideas. Both of these algorithms work by using
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curve (sum2) is for the sum of two numbers and the lower curve (sum4) is for the sum of four

numbers.

2� 2 transformation matrices of the form

 

cos� sin�

� sin� cos�

!

;

and [1] imposes the restriction that �=6 � j�j � �=3 or 2�=3 � j�j � 5�=6.

The details of Brent's modi�cations are as follows. The size of the pool is a power of 2

and at least 512. Let the old pool consist of x

0

; ::; x

n�1

and y

0

; :::; y

n�1

. Then the new pool

consists of pairs (x

0

i

; y

0

i

) where

 

x

0

j

y

0

j

!

= A

j

 

x

�j+
 mod n

y

�j+� mod n

!

;

A

j

is of the form given above, and �, �, 
, and � are chosen randomly in a way to ensure that

each x

i

and each y

i

is used exactly once. The transformation matrices are not �xed during

a pass, but a random � is picked at the beginning of each inner loop (whose length is not

speci�ed) and used to compute the transformation matrix for this loop.

Since the x's and the y's are stored in �xed places in the pools, it is easy to add, say, all

x's from the old pool and all x's from the new pool into a number S. Because of the choice of

the transformation matrices (the expected value of each entry is 0), the expectation and the

variance of S will have the correct value. However, this is not the case for the fourth moment

of S. Assume for the moment that a single transformation matrix is used for one pass. Then

Exp(S

4

) will be about 26% too large (the calculations are similar to those in Section 4). Since

actually the transformation matrix is changed more often, the deviation will be smaller and

can be expected to be about 26=x% where x is the number of transformation matrices used

in one pass.
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The algorithm in [4] was developed independently and the numbers in the pool are treated

di�erently. In one pass, the pool is parsed from start to end. Denote the elements of the pool

by P

1

; :::; P

N

. In the ith step, P

i

plays the role of x. An index j 6= i is picked at random and

P

j

plays the role of y. Then a transformation matrix is applied to x and y, and the two new

values are output and stored as P

i

and P

j

. In each step, the transformation matrix is chosen

randomly from a precomputed set of matrices (the use of 16 di�erent, randomly generated,

matrices is suggested). Thus, in this algorithm two additional uniform variates are used per

two normal variates.

In [4] it is also argued that the deviation from the expected behavior is of the order of

1=N where N is the size of the pool. Thus, for the suggested N =1,024, the deviation would

be about 0:1%. However, the analysis does not seem to cover all cases.

Consider, e.g., the case where only every second number produced is used and where 2N

of these are added up into S. By picking only every second number we make sure that we

only use x's. Also, we can expect that for about half of the numbers, the number that has

been used as x in its production is also present. One of these pairs contributes

(1 + cos�)

2

+ (sin�)

2

= 2+ 2 cos�

to the variance of S, where � is one of, say, r randomly chosen values between 0 and 2�.

Denote these values by �

1

; :::;�

r

. Since Exp(cos

2

�) = � if � is chosen uniformly between 0

and 2�, we have

SD

 

r

X

i=1

cos (�

i

)

!

=

p

�r;

where SD denotes the standard deviation. Thus we can expect a deviation of the variance of

S from the correct value of the order of 1=

p

r. The magnitude and direction of this deviation

depends on the choice of random matrices made initially. Summarizing, many more randomly

chosen matrices have to be used or the matrices have to be chosen more carefully.

6 Conclusions

We have seen that Wallace's method, when used with simple scanning patterns and with a

�xed transformation matrix in a pass, will not produce adequate normal variates and that for

sums of variates the deviation from the expected moments can be quite large. This de�ciencies

can be lessened by randomizing the order in which the pool elements are treated or, perhaps,

by choosing a transformation matrix at random for each tuple of numbers generated. Thus,

to increase the quality of the output, more uniform numbers are needed which increases the

running time of the algorithms considerably. However, there will still be small deviations

for certain sums of variates. These deviations can be made smaller by increasing the size of

the pool which might again reduce the speed of the algorithm. It also seems to be the case

that these de�ciencies cannot be overcome by omitting (a small number of) whole pools of

generated numbers.

In a case where the speed of the proposed method is most important, namely, if many

normal variates are needed in an application, these de�ciencies are most serious. Thus, we

feel that at the moment Wallace's method cannot be recommended for use in applications

where a high quality of normal variates is required.
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Addendum

In the mean time, Wallace has proposed a modi�cation of his algorithm (see ftp.cs.monash.edu.au

in directory pub/csw) that needs only a few additional uniform variates per pass, is only

slightly slower than the original version and seems to have the same quality as the version

where the elements of the pool are treated in a totally randomized order. Thus, this version

avoids the \big" deviations reported above, but smaller deviations from the expected behavior

are still observable.
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