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Abstract

Skolemization is a means to eliminate existential quanti�ers

within predicate logic sentences and that by replacing ex-

istentially quanti�ed variables with Skolem function appli-

cations. The arguments of these Skolem functions are vari-

ables which are quanti�ed outside the sub-formula under

consideration. In this paper a Skolemization technique is

introduced which abstracts from some of the arguments of

the Skolem functions. It shows that the Skolemization result

obtained this way is usually more general than what can be

achieved from standard (classical) Skolemization. This can

be of quite some importance since such generalizations often

lead to a reduction of both search space and proof length.

Keywords

Skolemization, Skolem functions, Optimized Skolemization, First-order logic,

predicate logic theorem proving.

iii



1 Introduction

In automated theorem proving much e�ort is spent on the development of

more and more sophisticated reasoning calculi. Not so much e�ort is spent

on the optimization of certain normal form transformations as they are, for

example, necessary for resolution-based theorem proving.

One part of the usual clause normal form transformation for resolution

is Skolemization (see the historical paper (Skolem 1920)). Its major e�ect

lies in substituting so-called Skolem function applications for existentially

quanti�ed variables. Usually, there are two kinds of Skolemization techniques

mentioned in the standard literature on automated theorem proving (see

e.g. (Loveland 1978, Chang and Lee 1973)) which are called Inner and Outer

Skolemization in this paper. The two di�er mainly in the choice of the

arguments for the Skolem functions (see below).

Anti-prenex transformation turned out to be a fairly useful preparatory

process for Skolemization

1

. Its purpose is to minimize the dependencies of

existentially quanti�ed variables from other, universally quanti�ed variables.

The value of anti-prenexing can be of quite some signi�cance (see, e.g., (Egly

1994, Loveland 1978)) and that regardless of whether we perform Inner or

Outer Skolemization. The Strong Skolemization introduced in this work is

shown to be a generalization of both standard Skolemization methods.

The paper is organized as follows: First the usual notion of Skolemization

is recapitulated. After that the Strong Skolemization technique is introduced

and it is shown that it preserves both satis�ability and unsatis�ability. This

is followed by some application examples and the paper concludes by compar-

ing Strong Skolemization with a related technique, the so-called Optimized

Skolemization.

2 Preliminaries

For simplicity, we assume formulas to be in negation normal form and that

any two di�erent quanti�ers inside a formula bind variables with di�erent

names. This guarantees that the occurrence of a sub-formula 9x� or 8x�

1

A formula is said to be in anti-prenex form if all quanti�ers are moved inwards as far as

possible. There is only one exception, namely, existential quanti�ers are not distributed

over disjunctions. It is even the case that formulas of the form 9x�[x] _ 9y	[y] are

transformed into 9x (�[x] _	[x]) in order to reduce the number of existential quanti�ers.
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in a given formula � is unique.

By � [�] we indicate that � is a sub-formula of � and � [� =	] is a

representation of � with sub-formula � replaced by 	

2

.

We refer to the set of free (i.e. not bound by any quanti�er) variables

in � by V(�). For any variable x occurring in �, the (unique) sub-formula

starting with the quanti�er which binds x is referred to by �

x

. Thus, if

� = � [ 9x�] then �

x

= 9x�.

For readability we abbreviate sequences of the form u

1

; : : : ; u

k

of length

k by u

k

.

A (�rst-order) interpretation M = (D;=; �) consists of a non-empty do-

main of discourse D, a mapping = which associates functions and relations

to function symbols and predicate symbols respectively, and a variable val-

uation � which maps variables to elements of D. Given a valuation � we

mean by �[x=d] the variable valuation which is identical to � except for the

variable x which is to be interpreted as the domain value d. Similarly, by

M[x=d] we understand the triple (D;=; �[x=d]) provided M = (D;=; �).

Finally, whenever we write �fx=tg we mean � with every occurrence of

the variable x replaced by the term t.

Definition 2.1 (inner and outer skolemization)

We obtain the Skolemization of a sentence � by replacing every occurrence of

sub-formulas 9x� in � with a corresponding �fx=f(y

n

)g, where f is an n-

place function symbol which is new to the problem under consideration. We

speak of Outer Skolemization in case the variables y

n

are all the universally

quanti�ed variables such that 9x� is a sub-formula of �

y

i

for each 1 � i � n.

If fy

1

; : : : ; y

n

g = V(9x�), i.e. the variables y

n

are all the free variables in

the sub-formula 9x�, then we speak of an Inner Skolemization.

Skolemization is not an equivalence transformation. It preserves satis�-

ability and unsatis�ability, though. This is stated in the following Lemma

(proofs are omitted, for they can be found in most common textbooks and

survey articles on �rst-order predicate logic theorem proving as, e.g., in

(Chang and Lee 1973, Loveland 1978, Andrews 1981)).

2

This de�nition won't be ambiguous since we are only going to replace sub-formulas

of the form 9x� in the sequel which, under the above assumption, are unique inside the

formulas we consider.
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Lemma 2.2

Let � be some arbitrary sentence with sub-formula 9x� and let f; y

n

as in

De�nition 2.1. Then

� [9x�] is satis�able

i�

� [9x� =�fx=f(y

n

)g] is satis�able

Outer Skolemization generates new Skolem functions which get all the

universally quanti�ed variables as arguments the formula under consideration

depends on. There might be unnecessarily many such variable dependencies,

however, if the formula to be skolemized is not in anti-prenex form. As an

example consider the formula 8x; y [9z P (x; z)_P (x; y)] for which Standard

Skolemization leads to 8x; y [P (x; f(x; y)) _ P (x; y)]. If preceded with an

anti-prenex transformation, however, we would end up with the much simpler

8x [P (x; f(x)) _ 8y P (x; y)] instead.

During Inner Skolemization, Skolem functions are introduced which take

only \necessary" variables as arguments. However, the Skolemization re-

sult depends on the order of the Skolemization of the sub-formulas. As an

example consider the formula 8x [9y (P (x; y) ^ 9z Q(x; y; z))]. If we �rst

skolemize on 9z Q(x; y; z) then we �nally end up with 8x [P (x; f(x)) ^

Q(x; f(x); g(x; f(x)))] whereas starting the Skolemization with the outer ex-

istentially quanti�ed sub-formula yields 8x [P (x; f(x)) ^ Q(x; f(x); g(x))].

Evidently, the latter is to be preferred. Indeed, Inner Skolemization should

always be performed from left to right in order to result in such a preferred

form.

There is, however, a possibility to de�ne Skolemization without such a

Skolemization strategy and which always ends up with the very same result.

The idea is to �gure out the overall dependencies of existentially quanti�ed

variables and to use these dependencies instead of local occurrences of certain

variables.

Definition 2.3

Let x be a variable in the sentence �. Then we de�ne

Dep

�

(x) =

8

>

<

>

:

fxg if x is universally quanti�ed in �

[

y2V(�

x

)

Dep

�

(y) otherwise
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As an example consider the formula � = 8x; u 9y (P (x; y) ^ 9z Q(u; z)).

Then Dep

�

(x) = fxg, Dep

�

(u) = fug, Dep

�

(y) = fx; ug, and Dep

�

(z) =

fug.

Definition 2.4 (standard skolemization)

We obtain the Standard Skolemization of a sentence � by replacing all sub-

formulas 9x� within � with �fx=f(y

n

)g, where f is a new function symbol

and

fy

1

; : : : ; y

n

g =

[

z2V(9x�)

Dep

�

(z)

Lemma 2.5

Standard Skolemization preserves both satis�ability and unsatis�ability.

Proof: The above variable restriction is identical to the one for Inner Skolem-

ization if �

x

lies not within the scope of another existential quanti�er. More-

over, the result achieved by Standard Skolemization is unique { it does not

depend on the order the respective existentially quanti�ed sub-formulas are

visited. Hence, what has been claimed follows immediately from Lemma 2.2

(and Skolemization is performed from left to right). 2

Note that this Skolemization is still not optimal in the sense that the

least possible variable dependencies are found. For instance, consider the

formula 8x; y 9z [P (z) ^ (Q(x; z) _ R(y; z))] which, after Skolemization, be-

comes 8x; y [P (f(x; y)) ^ (Q(x; f(x; y)) _ R(y; f(x; y)))] and that regardless

of which of the above Skolemization possibilities is performed. If we �rst

distributed the ^ over the _, however, we would be able to perform an

anti-prenex step and �nally we were faced with the formula 8x; y [9z (P (z)^

Q(x; z))_9z (P (z)^R(y; z))]. In this case the Skolemization would result in

8x; y [(P (f(x)) ^ Q(x; f(x))) _ (P (g(y)) ^ R(y; g(y)))]. Thus we have fewer

dependencies for the price of having to deal with more Skolem functions.

Whether or not this is still of some advantage varies from case to case; we

shall not discuss this issue in this paper.
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3 The Strong Skolemization Technique

Strong Skolemization applies to sub-formulas of the form 9x

l

(�^	)

3

; in all

other cases it behaves just like Standard Skolemization. Recall that Standard

Skolemization of a formula � replaces each of its sub-formulas of the form

9x (� ^	) by �fx=f(u

k

)g ^	fx=f(u

k

)g, where f is a new function symbol

and

fu

1

; : : : ; u

k

g =

[

z2V(9x (�^	))

Dep

�

(z)

Now, we can split the variables u

k

into two disjoint subsets y

n

and z

m

such

that

fy

1

; : : : ; y

n

g =

[

y2V(�)nfxg

Dep

�

(z)

and

fz

1

; : : : ; z

m

g =

0

@

[

z2V(�)nV(	)

Dep

�

(z)

1

A

n fy

1

; : : : ; y

n

g

With this we can reformulate the Standard Skolemization step as follows: We

replace 9x (� ^ 	) with �fx=f(y

n

; z

m

)g ^ 	fx=f(y

n

; z

m

)g. As it will turn

out, it is allowed to abstract from z

m

in one of the two conjuncts resulting in

fresh universally quanti�ed variables w

m

. This is what Strong Skolemization

is about.

Definition 3.1 (strong skolemization)

Let � be a �rst-order sentence in anti-prenex negation normal form. Strong

Skolemization replaces existentially quanti�ed sub-formulas exactly as Stan-

dard Skolemization does except for sub-formulas of the form 9x

k

(�^	). In

this case let

fy

1

; : : : ; y

n

g =

[

y2V(�)nfx

k

g

Dep

�

(y)

fz

1

; : : : ; z

m

g =

0

@

[

z2V(	)nV(�)

Dep

�

(z)

1

A

n fy

1

; : : : ; y

n

g

Then 9x

k

(�^	) is to be replaced by 8w

m

�fx

i

=f

i

(y

n

; w

m

)g^	fx

i

=f

i

(y

n

; z

m

)g

for all 1 � i � k. Such transformation steps are called Strong Skolemization

steps on the sub-formula �.

3

Without loss of generality we assume that both � and 	 contain the variables x

l

, for

otherwise we could apply an anti-prenex step.

5



The following theorem ensures that Strong Skolemization behaves as de-

sired.

Theorem 3.2

Let y

n

and z

m

be as in De�nition 3.1. Then

� [9x

k

(� ^	)] is satis�able

i�

� [9x

k

(� ^	) = (8w

m

�fx

i

=f

i

(y

n

; w

m

)g ^	fx

i

=f

i

(y

n

; z

m

)g)] is satis�able

Proof: See page 8. 2

Given a sub-formula 9x (�^	), it indeed matters whether we perform a

Strong Skolemization step on � or on 	. For instance, if

[

z2V(	)nfxg

Dep

�

(z) �

[

z2V(�)nfxg

Dep

�

(z)

it turns out that by doing such a step on � the number m becomes 0. In such

a case Strong Skolemization behaves as Standard Skolemization and we have

no gain at all over the classical methods. Quite evidently, the greater this

m, the more general is the Strong Skolemization outcome. Hence, if the one

choice results in a value of m = 0 and the other in a value of m > 0 then the

latter is to be preferred, for it is the one that covers the possibility to gain

something more general than what Standard Skolemization could produce.

But even in case either choice leads to a value of m > 0 it often matters

which of the two takes part. Some such examples can be found in the next

section.

But �rst we have to show that Theorem 3.2 holds. To this end we make use

of the following auxiliary lemma.

Lemma 3.3

Let � be some arbitrary sentence with sub-formula 9x

k

(� ^ 	). Then

4

� [9x

k

(� ^ 	)] is satis�able

implies

� [9x

k

(� ^ 	) = (8w�fx

i

=h

i

(y

n

; w)g ^ 9z	fx

i

=h

i

(y

n

; z)g)] is satis�able

4

In fact, the Lemma holds for both directions. We only need this one in the sequel,

however.
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where h

i

are new function symbols, w and z are fresh variables and

fy

1

; : : : ; y

n

g =

[

u2V(�)nfx

k

g

Dep

�

(u)

Proof: It su�ces to consider the case where �

x

1

lies not within the scope of

another existential quanti�er in �. The other cases then follow by some appli-

cations of Lemma 2.2 (or Lemma 2.5) (Skolemization and de-Skolemization).

Thus we can assume that fy

n

; x

k

g are the free variables of �. Now, for any

interpretation M = (D;=; �) and elements �

n

in D we de�ne

S

�

(�

1

; : : : ; �

n

) = f(�

1

; : : : ; �

k

) 2 D

k

j M[y

i

=�

i

][x

j

=�

j

] j= �g

S

�

is a representation of the set of tuples that make � true under the interpre-

tation M (given suitable values for the universally quanti�ed free variables

in �). Therefore, in case of M j= 9x

k

(� ^ 	) we know that

� S

�

(�(y

1

); : : : ; �(y

n

)) 6= ; and

� there is a (�

1

; : : : ; �

k

) 2 S

�

(�(y

1

); : : : ; �(y

n

)) with M[x

i

=�

i

] j= 	

Now let

b

h:D

n+k

! D

k

be such that

b

h(�

n

; 


k

) =

8

>

<

>

:

(


k

) if (


k

) 2 S

�

(�

n

)

c

1

if (


k

) =2 S

�

(�

n

) and S

�

(�

n

) 6= ;

c

2

otherwise

where c

1

is an arbitrary element of S

�

(�

n

) and c

2

is an arbitrary element

of D

k

respectively. Thus, if S

�

(�

n

) 6= ; for some interpretation M and

appropriate values for the respective �

i

, then

b

h(�

n

; 


k

) serves as a `selector

function' on S

�

(�

n

). I. e.,

b

h(�

n

; 


k

) always provides us with an element of

S

�

(�

n

) and, just as important, all elements of S

�

(�

n

) can be reached by

b

h.

Now let �

i

denote the usual projection functions on tuples of elements from

D such that �

i

(: : : ; �

i

; : : :) = �

i

. Then

S

�

(�(y

1

); : : : ; �(y

n

)) 6= ;

implies

M[x

i

=�

i

(

b

h(�(y

1

); : : : ; �(y

n

); �

k

))] j= � for all (�

k

) 2 D

k

and also

M[x

i

=�

i

] j= 	 for some (�

k

) 2 S

�

(�(y

1

); : : : ; �(y

n

))

implies

M[x

i

=�

i

(

b

h(�(y

1

); : : : ; �(y

n

); �

k

))] j= 	 for some (�

k

) 2 D

k

7



Thus, if M j= 9x

k

(� ^	) then

M

0

j= 8w

k

�fx

i

=h

i

(y

n

; w

k

)g ^ 9z

k

	fx

i

=h

i

(y

n

; z

k

)g

where M

0

is like M except for the interpretation of the function symbols h

i

which is M

0

(h

i

) = �

i

�

b

h, i. e. the ith element of the result of

b

h. 2

Proof of Theorem 3.2:

� [9x

k

(� ^	)] is satis�able

implies � [9x

k

(� ^ 	) = 8w

k

�fx

i

=h

i

(y

n

; w

k

)g ^ 9u

k

	fx

i

=h

i

(y

n

; u

k

)g]

is satis�able (by Lemma 3.3)

implies � [9x

k

(� ^ 	) = 8w

k

�fx

i

=h

i

(y

n

; w

k

)g

^ 	fx

i

=h

i

(y

n

; g

i

(y

n

; z

m

))g]

is satis�able (by Lemma 2.5)

implies � [9x

k

(� ^ 	) = 8w

m

�fx

i

=h

i

(y

n

; g

i

(y

n

; w

m

))g

^ 	fx

i

=h

i

(y

n

; g

i

(y

n

; z

m

))g]

is satis�able (by instantiation)

implies � [9x

k

(� ^ 	) = 8w

m

�fx

i

=f

i

(y

n

; w

m

)g ^ 	fx

i

=f

i

(y

n

; z

m

)g]

is satis�able (let f

i

(�

n

; 


m

) = h

i

(�

n

; g

i

(�

n

; 


m

)))

implies � [9x

k

(� ^ 	) =�fx

i

=f

i

(y

n

; z

m

)g ^	fx

i

=f

i

(y

n

; z

m

)g]

is satis�able (by instantiation)

implies � [9x

k

(� ^ 	)] is satis�able (by Lemma 2.5)

and this implication-cycle completes the proof. 2

4 Examples

As mentioned earlier, there are cases where Strong Skolemization cannot

be distinguished from Standard Skolemization. For instance, if a Strong

Skolemization step is to be performed on a sub-formula 9x�, where � is

not a conjunction, Strong Skolemization in fact degenerates to Standard

Skolemization. Also, even if � is a conjunction, the Strong Skolemization

step might be a mere variant of a corresponding Standard Skolemization

step.

8



In this section we examine some interesting, yet typical, examples which

show the e�ect of Strong Skolemization.

Consider the formula

8x [C(x) _ 8y 9z (A(y; z) ^B(x; z))] (1)

Standard Skolemization and clause normal form transformation leads to

5

C(x) _ A(y; f(x; y))

C(x) _ B(x; f(x; y))

After Strong Skolemization (on A(y; z)), however, we obtain the clauses

C(x) _ A(y; f(w; y))

C(x) _B(x; f(x; y))

Observe the di�erence between the two Skolemization outcomes. The latter

(after Strong Skolemization) is more general than the former, for it has a new

variable w where the former has a variable x which occurs somewhere else in

the clause. Thus the latter should be preferred. This is particularly valuable

in case a :C(t) follows from the problem under consideration, because then

we are able to derive A(y; f(w; y)) which even subsumes the �rst clause from

above, something which would not be possible after Standard Skolemization.

Note that the result of Strong Skolemization (on A(y; z)) is identical to

what we would achieve if we (standard) skolemized the formula

8x; y 9z [(8uC(u) _ A(y; z)) ^ (C(x) _ B(x; z))] (2)

Indeed, the two formulas (1) and (2) are logically equivalent as the reader

might easily check.

But what would happen if we (strongly) skolemized on B(x; z) instead

of A(y; z)? In this case we would end up with the same result as Standard

Skolemization and hence there would be no gain in using Strong Skolemiza-

tion. This shows how the choice on the conjuncts can in
uence the �nal result

and that it is by no means irrelevant on which of the conjunctive elements

the Strong Skolemization is performed.

Formula (1) is an example in which we have no problems in deciding on

which conjunct to perform the Strong Skolemization step. However, if we

slightly change (1) to

8x; y [C(x; y) _ 9z (A(y; z) ^ B(x; z))] (3)

5

Note that � is already in anti-prenex negation normal form.

9



then it is not any more clear whether we should choose the literal A(y; z) or

the literal B(x; z) for the next Strong Skolemization step. In the one case we

produce the clauses

C(x; y) _ A(y; f(w; y))

C(x; y) _ B(x; f(x; y))

in the other case we end up with the clauses

C(x; y) _ A(y; g(x; y))

C(x; y) _ B(x; g(x; w))

Both are more general than the Standard Skolemization result, nonetheless

the two cannot be compared with each other. For example, the former is

more valuable in case we are able to prove 8x 9y C(y; x), the latter is of

particular interest if 8x 9y C(x; y) can be shown.

The above example is not arti�cial. As an interesting instance consider

the so-called \density property" of some binary relation R, i.e.,

8x; y [R(x; y) � 9z (R(x; z) ^R(z; y))] (4)

Here, as in the previous example, Strong Skolemization ends up with either

:R(x; y) _R(x; f(x; w))

:R(x; y) _R(f(x; y); y)

or

:R(x; y) _R(x; g(x; y))

:R(x; y) _R(g(w; y); y)

The former is particularly interesting if R can be proven to be forward serial,

whereas the latter is more important in case backward seriality of R holds.

Note that the results achieved from Strong Skolemization are identical to the

application of Standard Skolemization on

8x; y 9z [8w (R(x; w) � R(x; z)) ^ (R(x; y) � R(z; y))] (5)

and

8x; y 9z [(R(x; y) � R(x; z)) ^ 8w (R(w; y) � R(z; y))] (6)

respectively. I leave it to the reader to verify that (4), (5), and (6) are

pairwise equivalent.

The above examples show that the Strong Skolemization outcome can

depend on the choice of the conjunct. Quite often, however, this choice turns

out to be irrelevant because the possible cases are somewhat symmetric. One

such example can be found in the following formula

8x; y; z [(R(x; y) ^ R(x; z)) � 9u (R(y; u) ^ R(z; u))] (7)
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which expresses something like a \con
uence" property of the relation R.

Standard Skolemization (plus clausi�cation) results in

:R(x; y) _ :R(x; z) _ R(y; f(y; z))

:R(x; y) _ :R(x; z) _ R(z; f(y; z))

whereas Strong Skolemization (on R(y; u)) yields

:R(x; y) _ :R(x; z) _ R(y; f(y; w))

:R(x; y) _ :R(x; z) _ R(z; f(y; z))

Here, a condensing step is possible on the literals :R(x; y) and :R(x; z) with

substitution � = fz=yg and so we end up with

:R(x; y) _ R(y; f(y; w))

:R(x; y) _ :R(x; z) _ R(z; f(y; z))

Similarly, Strong Skolemization (on R(z; u)) leads to (again after condensing)

:R(x; y) _ :R(x; z) _R(y; g(y; z))

:R(x; z) _ R(z; g(w; z))

In contrast to the earlier examples the two outcomes are mere variants of each

other. Nevertheless, both are more general than the Standard Skolemization

result.

The above examples all are of the form 9x (�^	). However, the de�nition

of Strong Skolemization also covers the slightly more general cases in which

there may be more than just one existentially quanti�ed variable. This more

general case cannot be simulated by a sequence of Strong Skolemization steps

of the above kind as the following example shows. Let

� = 8x [C(x) _ 8y 9u; v (A(y; u; v) ^ B(x; u; v))] (8)

If we �rst (strongly) skolemized on the sub-formula �

u

we would obtain

8x [C(x) _ 8y 9v (A(y; f(x; y); v)^ B(x; f(x; y); v))]

and so would �nally end up with

8x [C(x) _ 8y (A(y; f(x; y); g(x; y))^ B(x; f(x; y); g(x; y)))]

11



Hence Strong Skolemization would behave as Standard Skolemization in this

case. However, according to De�nition 3.1, we can treat the two existentially

quanti�ed variables u and v simultaneously and so actually achieve the result

8x [C(x) _ 8y (A(y; f(w; y); g(w; y))^ B(x; f(x; y); g(x; y)))]

which subsumes the Standard Skolemization outcome and (after clause nor-

mal form transformation) allows for clause splitting.

Summarizing: The e�ect of Strong Skolemization compared to Standard

Skolemization is not that the structure after clausi�cation is changed; rather

it lies in the abstraction from some of the arguments of the Skolem functions

(resulting in new universally quanti�ed variables).

5 Related Work

There is a somewhat related technique to Strong Skolemization, the so-called

Optimized Skolemization, that has been developed by Christoph Weidenbach

and Hans J�urgen Ohlbach in (Ohlbach and Weidenbach 1995). Their ap-

proach can brie
y be described as follows:

Let � be a sentence with sub-formula 9x (� ^ 	). Moreover, suppose that

we can prove that � j= 8y

1

; : : : ; y

n

9x� where fy

1

; : : : ; y

n

g = V(9x (� ^	)).

Then

�[9x (� ^	)] is satis�able

i�

�[9x (� ^	) =	fx=f(y

n

)g] ^ 8y

n

�fx=f(y

n

)g is satis�able

where f is a new (Skolem) function symbol.

As an example consider again the density property for R, i.e., 8u; v [R(u; v) �

9w (R(u; w)^R(w; v))]. In case we know (or can easily prove) that the binary

relation R is serial, i.e., 8x9y R(x; y), the Optimized Skolemization of the

density property results in the clauses

R(x; f(x; y))

:R(u; v) _ R(f(u; v); v)

The very same two clauses could be obtained by Standard Skolemization

from

8x; y 9z [R(x; z) ^ (R(x; y) � R(z; y))] (9)

12



We leave it to the reader to verify that indeed formula (9) is logically equiv-

alent to the conjunction of the formulas for seriality and density of R.

Now let us compare this with the method proposed in this paper. Recall

that Strong Skolemization on the literal R(u; w) yields the clauses

:R(u; v) _ R(u; f(u; w))

:R(u; v) _ R(f(u; v); v)

Moreover, suppose that there is a further clause, say R(x; g(x)), which states

the seriality of R. Then a resolution step with the �rst clause from above

yields the unit clause R(u; f(u; w)) which even subsumes its two-literal parent

clause. Thus, we �nally ended up with the same outcome as in the case of

Optimized Skolemization, i.e., Optimized Skolemization has in a sense been

simulated by Strong Skolemization and resolution.

The above shows some similarity between Strong Skolemization and Op-

timized Skolemization. However, the similarities are not always as strong as

the above example might suggest.

Consider again formula (7) and assume that we are able to prove that

8y9uR(y; u), i.e., R is serial. Optimized Skolemization then results in the

clauses

R(y; f(y; z))

:R(x; y) _ :R(x; z) _ R(z; f(y; z))

whereas Strong Skolemization on R(y; u) leads to

:R(x; y) _ R(y; f(y; w))

:R(x; y) _ :R(x; z) _ R(z; f(y; z))

Note that { in contrast to the \density example" { the seriality of R does not

help here to simulate Optimized Skolemization, although, somewhat surpris-

ingly, backward seriality does; and after all, seriality follows from backward

seriality in the example under consideration (although not the other way

round). A major reason for this is, that Optimized Skolemization takes the

whole problem into account and not only the sub-problem in which the sub-

formula to be skolemized occurs. In other words, Optimized Skolemization

works globally on the problem under consideration whereas Strong Skolem-

ization applies only locally to the various sub-problems. This leads us to the

conclusion that, if Optimized Skolemization applies at all, then it produces

a more general result than Strong Skolemization and thus in particular a

more general result than Standard Skolemization. This fact might indicate

13



that Optimized Skolemization should always be performed, however, there

still is the restriction that it requires the provability of a certain intermediate

conjecture (seriality of R in the examples above). Hence, if automated, Op-

timized Skolemization itself involves the application of theorem provers, so

that clause normal form generation can become a signi�cantly complicated

procedure. In fact, such proofs might be arbitrary complicated and since

such desired requirements cannot be decided (they are only semi-decidable,

just as �rst-order theorem proving is in general) some restrictions are to be

imposed on the intermediate prover, be it by time limits or by a bounded

number of inference steps (see (Weidenbach, Gaede and Rock 1996) for a de-

scription of flotter, an implementation of Optimized Skolemization). In

case the desired property cannot be proved { regardless of whether it simply

does not hold or the given restrictions prevent a proof to be found { Opti-

mized Skolemization performs a Standard Skolemization step and thus shows

no advantage at all. These are situations where Strong Skolemization would

nicely come into play, for then its superiority over Standard Skolemization

could show its signi�cance.

Another slight di�erence between Strong and Optimized Skolemization

can be seen in the kind of sub-formulas they are applied to. Recall that

Strong Skolemization applies to sub-formulas of the form 9x

k

(�^	), where

k may be any natural number, whereas Optimized Skolemization requires

sub-formulas of the form 9x (�^	), i.e., it considers only single existentially

quanti�ed variables. As an example consider again formula (8)

8x [C(x) _ 8y 9u; v (A(y; u; v) ^ B(x; u; v))]

In a �rst step Optimized Skolemization would eliminate the variable u, yield-

ing

8x [C(x) _ 8y 9v (A(y; f(x; y); v)^ B(x; f(x; y); v))]

After that there is an attempt to prove 8x; y 9v A(y; f(x; y); v), and, if this

does not succeed, it is tried to show that 8x; y 9v B(x; f(x; y); v). Of course,

it might very well be that neither attempt succeeds, and so we would in fact �-

nally end up with the standard result. But, actually, it would have su�ced to

test the much simpler 8y9u; v A(y; u; v) (or 8x9u; v B(x; u; v) respectively).

Unfortunately, this possibility is not given in the de�nition of Optimized

Skolemization described in (Ohlbach and Weidenbach 1995). Nonetheless it

is absolutely correct and we �x this in the following theorem.
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Theorem 5.1 (improved optimized skolemization)

Let �[9x

k

(� ^ 	)] be a sentence in anti-prenex negation normal form and,

moreover, assume that � j= 8y

n

9x

k

� where fy

1

; : : : ; y

n

g = V(9x

k

(� ^	)).

Then

� is satis�able

i�

8y

n

�fx

i

=f

i

(y

n

)g ^�[9x

k

(� ^ 	)=	fx

i

=f

i

(y

n

)g] is satis�able

where f

1

; : : : ; f

k

are new (Skolem) function symbols.

Proof: The proof presented in (Ohlbach and Weidenbach 1995) for the single

variable case can easily be extended to the k variable case. 2

ALC Experiments

Typical situations where Optimized Skolemization turns out to be of almost

no use at all are ones in which the intermediate proofs that have to be

performed during the overall Skolemization process are numerous and/or

di�cult. In such cases the whole reasoning process might get stuck already

within the clause normal form generation.

In order to compare Strong Skolemization with Standard Skolemization

(and that without ignoring the possibilities of Optimized Skolemization) we

decided to run several rather huge examples where flotter and thus Opti-

mized Skolemization, in its current implementation

6

has almost no chance to

terminate within reasonable time. The problems we considered come from

the area of knowledge representation and are described in the terminological

languageALC (see (Schmidt-Schau� and Smolka 1991)) which is essentially a

multi-modal logic K and thus can be translated into a decidable fragment of

�rst-order predicate logic. I do not want to go into detail what this language

is concerned. What is interesting about it, however, is that, after performing

a so-called relational translation into �rst-order predicate logic, we are faced

with formulas that contain sub-formulas of the kind 9x [R(y; x)^�[x]] where

R is a binary predicate symbol and �[x] is meant to represent a complicated

formula with x as its only free variable. When faced with such sub-formulas,

Optimized Skolemization �rst tries to prove that 8y9xR(y; x) follows from

the problem under consideration, and, if this does not succeed, attempts to

show 9x�[x]. However, it is usually not the case in ALC problems that

6

We ran flotter version 0.42
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8y9xR(y; x) holds and therefore Optimized Skolemization will usually have

to deal with the very complicated problem of showing that 9x�[x]. Evi-

dently, the bigger the sub-formula � the more expensive is such an attempt.

In fact, typical ALC �les contain several hundreds of such sub-formulas and

so Optimized Skolemization, at least in its current implementation, quite

easily gets lost.

Strong Skolemization, however, works nicely on these kinds of problems.

Why this is so, is justi�ed by the following observation.

Let � be a sentence with sub-formula 9x (� ^ 	) such that x is the only

free variable in � and let fy

1

; : : : ; y

n

g =

S

z2V(	)nfxg

Dep

�

(z). Then Strong

Skolemization transforms �[9x (� ^ 	)] into

�[9x (� ^	) = 8w

n

�fx=f(w

n

)g ^	fx=f(y

n

)g]

Note that the sub-formula 8w

n

�fx=f(w

n

)g obtained this way has no free

variables at all, something which is particularly important in case the theorem

prover at hand has a built-in splitting rule.

In order to compare Standard and Strong Skolemization we ran about

100 ALC examples and it showed that in more than 50% there was a sig-

ni�cantly better behavior of Strong Skolemization

7

. In about one fourth of

the examples, Strong Skolemization made it at all possible for the theorem

prover to stop its reasoning process (be it with a proof, or with a saturated

set of clauses) so that we can conclude that Strong Skolemization shows a

signi�cant improvement over Standard Skolemization.

Summarizing: Optimized Skolemization has the advantage that it pro-

duces better results than any other Skolemization technique, provided it can

at all be applied. Its disadvantages are, �rst, that it requires a theorem

prover on its own to perform the Skolemization, and second, that it performs

Standard Skolemization steps whenever the theorem prover is not able to

solve the intermediate goals. Strong Skolemization comes into play when-

ever either the user (or implementer) of automated theorem provers does not

want to spend that much e�ort for the clause normal form generation, or it

is likely that Optimized Skolemization gets stuck because the sub-formulas

to be considered are too complicated (or there are too many of them), or,

otherwise, if none of the intermediate goals is provable from the clause set.

7

Sure, there are specially designed inference mechanisms and translation techniques for

such kind of logics and it would be nonsense to compare such a general framework as the

Strong Skolemization with these special methods. But this is not our purpose anyway.
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Hence the two techniques Optimized Skolemization and Strong Skolemiza-

tion can nicely be combined. I.e., whenever applicable we should perform

an Optimized Skolemization step. In all other cases a Strong Skolemization

step is to be preferred over Standard Skolemization.
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