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Overview { The Institute

Summary

The institute made a major step forward in the last two years and expanded from two to four

resear
h units. Two new dire
tors joined the institute:

� Thomas A. Henzinger started on January 1, 1999. He dire
ts the resear
h unit on Rea
tive

and Hybrid Systems.

� Hans-Peter Seidel starts on June 1, 1999. He dire
ts the resear
h unit on Computer Graphi
s.

The existing groups for Algorithms and Complexity (Kurt Mehlhorn) and Programming Logi
s

(Harald Ganzinger) 
ontinued with their su

essful work.

Resear
h Program

The institute is devoted to basi
 resear
h in 
omputer s
ien
e, and in parti
ular to the study of


omplex 
omputer systems. Complexity in 
omputer systems arises for various reasons:

A problem 
an be 
omplex due to huge masses of data that have to be handled, sometimes

in real time. For this sort of problem eÆ
ient algorithms and data stru
tures as well as parallel

pro
essing are of great importan
e. Kurt Mehlhorn's group addresses this fa
et of 
omplexity.

Complexity 
an mean logi
al 
omplexity as we �nd it in large software systems, with many

layers of abstra
tion, where appli
ations from di�erent problem domains intera
t with ea
h other

in often unpredi
table ways. Here we need to apply methods based on mathemati
al logi
 in order to

stru
ture, reason about, and develop more systemati
ally, su
h large systems. Harald Ganzinger's

group addresses this fa
et of 
omplexity.

Today's 
omputer systems frequently 
onsist of many intera
ting pro
esses, whi
h are often

embedded into a natural environment that is governed by physi
al laws. Here 
omplexity arises due

to 
on
urren
y, real-time behavior, and heterogeneity (mixed hardware-software, mixed syn
hrony-

asyn
hrony, mixed dis
rete-
ontinuous behavior). Methods for understanding and 
ontrolling these

sour
es of 
omplexity rely on a 
ombination of algorithmi
, logi
al, automata-theoreti
, and game-

theoreti
 te
hniques. Thomas Henzinger's group addresses this fa
et of 
omplexity.

Computer systems are more and more used to realize and simulate parts of the real or an

imaginary world. Su
h simulations require to model, to render, and to animate 
omplex obje
ts.

The goal of 
omputer graphi
s is to turn abstra
t information into visual images and to allow the

user to intera
t with 
omplex obje
ts and data in a natural and intuitive way. Hans-Peter Seidel's

group addresses this fa
et of 
omplexity.

Stru
ture

The institute is planned to 
onsist eventually of �ve resear
h groups, to �t this resear
h program.

Currently there are four resear
h units. Potential areas that have been identi�ed for the remain-

ing unit in
lude distributed and fault-tolerant 
omputing, 
omputer networks, roboti
s, 
omputer

vision, and multi-media systems.

The establishment of two new resear
h units has substantially de
reased the \average distan
e"

between the resear
h units. One of the 
hallenges of the next years will be to turn the de
reased

average distan
e into fruitful 
ooperations.

At present 18 resear
h asso
iates, 25 do
torate students and 14 postdo
s are aÆliated with

the institute. The s
ienti�
 sta� is 
omplemented by an administrative unit with 15 members

(in
luding se
retaries), by a 
omputing support unit (5 members of sta�) and by our library (2

3



Overview { The Institute

members of sta�). The 
omputing support unit 
urrently operates a network of approximately 200

workstations.

Grants

The institute is involved in a number of proje
ts related to resear
h grants awarded by the European

Union, by the German S
ien
e Foundation (DFG), by the German Ministry for Edu
ation and

Resear
h (BMBF), and by industry; for the des
riptions of these grants see se
tions III.14 and IV.14.

Funding of these proje
ts in 1997 was about 788 000 DM (649 000 DM in 1998).

Results

In the parts to follow we des
ribe in detail, for the Algorithms and Complexity group (Kurt

Mehlhorn) and the Programming Logi
s Group (Harald Ganzinger), the resear
h programs and

results obtained in the period May 1997 through April 1999. We also brie
y dis
uss the work of

the two new groups. We have 
ontinued to be very su

essful in our resear
h, as do
umented by

our many s
ienti�
 publi
ations, in
luding about 330 arti
les in journals, books or pro
eedings of

major international 
onferen
es.

Many of the institute's results are, in addition, available to the publi
 through 
omputer pro-

grams su
h as the LEDA library of eÆ
ient algorithms, and the SPASS theorem prover for �rst-order

logi
.

Tea
hing a
tivities

The institute makes an e�ort to o�er a variety of 
ourses to 
omputer s
ien
e students of the

Universit�at des Saarlandes. Courses taught by members of the two \old" groups during the period of

this report are listed in Se
tions III.11 and IV.12; Thomas Henzinger tea
hes a 
ourse on Computer-

Aided Veri�
ation in this semester. In the period of this report 8 do
toral dissertations and 5

habilitations have been su

essfully 
ompleted.

Professional a
tivities

Members of the institute have been involved in the organization of 21 workshops and 
onferen
es.

In 20 
ases we have been invited to join the program 
ommittee of major international 
onferen
es,

not 
ounting program 
ommittee memberships for national and international workshops. Finally,

we serve on the editorial board of 12 s
ienti�
 journals.

4
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Overview { The Resear
h Units

1 The Algorithms and Complexity Group

The \Algorithms and Complexity" group

� investigates the inherent 
omplexity of 
omputational problems,

� designs and analyses eÆ
ient algorithms for fundamental 
ombinatorial and geometri
 prob-

lems (both for sequential and parallel ma
hines),

� develops software libraries to bridge the gap between algorithms resear
h and the use of

algorithms, and

� solves algorithmi
 problems in spe
i�
 domains, su
h as 
omputational biology and graph

visualization.

We work theoreti
ally and we develop software. About two-thirds of our resour
es go into the-

oreti
al work and about one-third goes into software development. KM

1

believes that this is a

healthy balan
e. Our theoreti
al resear
h has led to numerous publi
ations in reputed 
onferen
es

(STOC, FOCS, ESA, SODA, CompGeo, RECOMB, Graph Drawing, IPCO, COCOON, ICALP)

and journals (see Se
tion 15) and the pra
ti
al work has resulted in widely used 
ommer
ial-quality

software. In this way the group has a standing in the theory 
ommunity, but also has impa
t far

beyond theoreti
al 
omputer s
ien
e. We are also very a
tive in tea
hing.

The group 
onsists of resear
h asso
iates, postdo
s, and Ph.D. students. Resear
h asso
iates are

typi
ally on �ve year 
ontra
ts (extendible by two years under 
ertain 
ir
umstan
es), and postdo
s

stay for either one or two years (unless they 
ontinue as a resear
h asso
iate). We will see a major


hange in the senior personnel of the group in the next two years. Torben Hagerup left the group

to be
ome Professor of Computer S
ien
e in Frankfurt. Susanne Albers, Petra Mutzel, Jop Sibeyn,

and Rudolf Fleis
her 
ompleted their Habilitation pro
edures and the pro
edures of Hans-Peter

Lenhof and Stefan S
hirra are on-going. Three of them already got o�ers for professorships.

Most of the resear
hers in the group are on two-year postdo
 
ontra
ts or three-year graduate

student s
holarships and hen
e there is 
onsiderable 
u
tuation. We run an intensive seminar and

le
ture program to spur intera
tion within the group. We run six spe
ial interest group seminar

series whi
h typi
ally meet every other week, we have a \noon seminar" for topi
s of general interest,

and we run a 
ourse on sele
ted topi
s in algorithms. There are 
urrently 18 Ph.D. students working

in the group. We expe
t at least six of them to �nish in 99. We have to admit, however, that

only one graduate student (U. Finkler) �nished his Ph.D. work in the last 18 months. We have

an intensive visitor program; more than 57 guests visited our group for stays up to three months,


f. Se
tion 9 for details.

In this report we dis
uss our work under the following headings:

� Data Stru
tures and Graph Algorithms

� On-line and Approximation Algorithms

� Parallel and External Computing

� Computational Geometry

� Computational Mole
ular Biology and Chemistry

1

In this summary KM stands for Kurt Mehlhorn.
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� Graph Drawing

� Software Libraries

We have maintained our a
tivities in 
omputational geometry, parallel algorithms, data stru
-

tures and graph algorithms, and the 
onstru
tion of software libraries. We have further in
reased

our strength in 
ombinatorial optimization (on-line and approximation algorithms and the use of

the bran
h-and-
ut method for the solution of NP-
omplete problems), graph drawing, and 
ompu-

tational biology and 
hemistry. The a
tivity in external memory algorithms is new and our a
tivity

in 
omputational 
omplexity is subsumed in the other a
tivities. We now brie
y survey our results

in ea
h of the areas and highlight some of the results. We 
on
entrate on results obtained by Post-

do
s and Ph.D. students. Most of our resear
h asso
iates are 
ompeting for professorships in the

moment and so KM feels it would be inappropriate to highlight their work in a publi
ly a

essible

do
ument. We also list the resear
hers, postdo
s, and Ph.D.-students that are 
urrently (May 1st,

1999) working in the area and the fra
tion of their time that is devoted to the area. In 
ase of

outside funding this is also indi
ated

2

. We use di�erent organizational s
hemes for the di�erent

areas: tightly 
oordinated groups in all areas that involve signi�
ant amounts of implementation

and loosely 
onne
ted sets of resear
hers in the other areas. In the former 
ase we will also name

the 
oordinator(s) of the area.

Data Stru
tures and Graph Algorithms: This is the smallest of our resear
h areas. We

investigated 
lassi
al data stru
turing problems like the di
tionary problem, 
ow, 
ut and shortest

path problems in graphs, tree de
omposition, and matroid optimization problems.

Our Postdo
 C.R. Subramanian and our Ph.D. student Volker Priebe worked on the average


ase 
omplexity of shortest path problems. C.R. investigated the G(n; p) model in whi
h any edge

in an n-vertex graph is present with probability p and ea
h existing edge has a random weight in

the range f0; : : : ; ng and showed that the all-pairs shortest path problem 
an be solved in time

O(n

2

log n) with high probability. The proof is based on an extension of Jensen's inequality. Volker

obtained the same time bound for a 
ompletely di�erent model. Ea
h edge of the 
omplete graph

has a non-negative random weight (whi
h is not revealed to the algorithm) and ea
h node has a

node potential �xed arbitrarily. The redu
ed weights of the edges with respe
t to the potential are

revealed. In this model edges may have negative weights, but there are no negative 
y
les.

Resear
h Asso
iates: Kurt Mehlhorn (1/10), Rudolf Fleis
her (3/10)

Postdo
s: Zeev Nutov (3/10), Peter Sanders (1/10), Steven Seiden (1/20), Roberto Solis-Oba

(3/10), C.R. Subramanian (1/1)

Ph.D. students: Ernst Althaus (1/3), Andreas Crauser (1/4), Volker Priebe (1/1), Mark Ziegelmann

(3/10, Graduiertenkolleg), Joa
him Ziegler (1/5)

On-line and Approximation Algorithms: Our a
tivity in this area has largely in
reased in

the last two years. We have worked on a wide range of s
heduling problems, graph problems, and

pa
king problems.

Our Postdo
s Klaus Jansen and Roberto Solis-Oba made signi�
ant progress for the job shop

s
heduling problem. The goal is to s
hedule n jobs on m ma
hines. Ea
h job 
onsists of � tasks.

The tasks of ea
h job must be exe
uted in order and for ea
h task the duration and the ma
hine is

2

ALCOM-IT and GALIA are proje
ts �nan
ed by the European Union, DFG stands for Deuts
he Fors
hungsge-

meins
haft (German Resear
h Foundation), BMBF stands for Ministry of Edu
ation and Resear
h, and Graduier-

tenkolleg stands for the spe
ial Ph.D. program �nan
ed by the DFG.
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pres
ribed. Klaus and Roberto obtained a linear time approximation s
heme for the 
ase of �xed

m and �. They divide the set of jobs into large (only a 
onstant number) and small jobs and �nd

for ea
h relative ordering of the large jobs a (fra
tional) s
hedule for the small jobs using linear

programming. The fra
tional s
hedule is rounded and then massaged into a feasible solution.

Our Ph.D. student Jordan Gergov designed approximation algorithms for 
ompile-time memory

allo
ation. Given a set of obje
ts of di�erent sizes and di�erent life-spans, the goal is to allo
ate

the obje
ts to memory su
h that the obje
ts do not interfere and the total amount of memory is

minimized. Jordan designed a 3-approximation algorithm for the problem.

Resear
h Asso
iates: Susanne Albers (1/1), Rudolf Fleis
her (2/5)

Postdo
s: Zeev Nutov (7/10), Lorant Porkolab (4/5), Steven Seiden (19/20), Roberto Solis-Oba

(3/5)

Ph.D. students: Jordan Gergov (1/1), Piotr Krysta (1/1, Graduiertenkolleg)

Parallel and External Computing: Our e�ort in this area has been refo
used. We took up

external memory 
omputing as a new subje
t (more generally, 
omputing that takes the memory

hierar
hy of modern pro
essors into a

ount). The 
onne
tion between parallel and external 
om-

puting is twofold. There is a 
onne
tion on the level of methods: a surprising number of te
hniques

that proved useful in the parallel 
ontext are also useful in the external memory setting. The

se
ond 
onne
tion is on the level of motivation: Problem instan
es requiring external memory 
om-

putation are also natural 
andidates for parallel 
omputation. We developed parallel algorithms

for inter
onne
tion networks and PRAMs (for sorting, list ranking, and graph problems) and we

developed external memory algorithms for data base sear
h, priority queues, and basi
 geometri


problems.

Our Postdo
 Ka Wong Chong designed a time and work optimal EREW-PRAM algorithm for

the minimum spanning tree problem, thus answering a long-standing open problem.

Our Postdo
 Peter Sanders and our Ph.D. student Uli Meyer 
ontributed to parallel algorithms

for the shortest path problem, to external memory priority queues, and to external memory algo-

rithms for randomized in
remental 
onstru
tions. Our Ph.D. student Andreas Crauser developed

a LEDA extension for se
ondary memory 
omputations.

Resear
h Asso
iates: Kurt Mehlhorn (3/10), Jop F. Sibeyn (1/1)

Postdo
s: Peter Sanders (9/10), Roberto Solis-Oba (1/20)

Ph.D. students: Hannah Bast (1/1), Stefan Burkhardt (1/10, Graduiertenkolleg), Andreas Crauser

(1/2), Ulri
h Meyer (1/1, Graduiertenkolleg), Mark Ziegelmann (3/10, Graduiertenkolleg),

Computational Geometry: Our work ranges from the theoreti
al investigation of fundamental

geometri
 problems to the theoreti
al basis for implementations of geometri
 algorithms.

Our Postdo
 Lorant Porkolab showed that semide�nite programming in �xed dimensions 
an

be done in linear time. This extends Megiddo's result for linear programming. He also showed

that it is possible to de
ide whether a semi-algebrai
 set in �xed dimensions 
ontains an integral

point. This extends Lenstra's result for integer linear programming. Both results were obtained

jointly with his former advisor L. Kha
hyan. Lorant's results 
ould alternatively be listed under


omputational 
omplexity.

Our Postdo
 Edgar Ramos obtained improved algorithms for fundamental geometri
 problems

su
h as range reporting and ray shooting and he also derived a new 
urve re
onstru
tion algorithm

(with long-term guest Tamal Dey).

Our Ph.D. students Stefan Funke and Mi
hael Seel mu
h improved the 
oating �lter te
hnology
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required for the exa
t and eÆ
ient implementation of geometri
 algorithms (together with Christoph

Burnikel).

Resear
h Asso
iates: Kurt Mehlhorn (3/10), Christoph Burnikel (1/3), Stefan S
hirra (1/3, GALIA)

Postdo
s: Susan Hert (1/2), Lorant Porkolab (1/5), Edgar Ramos (1/1), Roberto Solis-Oba (1/20)

Ph.D. students: Ernst Althaus (1/3), Stefan Funke (1/2, Graduiertenkolleg), Mi
hael Seel (1/2,

ALCOM-IT), Mark Ziegelmann (3/10, Graduiertenkolleg)

Computational Mole
ular Biology and Chemistry: This e�ort is headed by Hans-Peter

Lenhof. The work in this area is applied in the sense that the problems to be 
onsidered are

de�ned by 
hemists and biologists and are solved in 
lose 
ooperation with them. The 
ooperation

partners are the MPIs for Mole
ular Physiology and Enzymologie of the Protein Folding Pro
ess

and 
hemists at the Universit�at des Saarlandes.

We worked on the sequen
e alignment problem, the protein do
king problem, data base sear
h

algorithms, parallel algorithms for mole
ular dynami
s of syntheti
 mole
ules, and the bio
hemi
al

algorithms library BALL.

Our Ph.D. student Knut Reinert developed algorithms for sequen
e alignment based on the

bran
h-and-
ut paradigm. His algorithms are 
onsiderably better than algorithms based on dy-

nami
 programming.

Our Ph.D. student Peter M�uller developed parallel algorithms for the mole
ular dynami
s sim-

ulation of syntheti
 mole
ules that rea
h almost optimal speed-ups for a medium number (less than

forty) of pro
essors.

Our Ph.D. student Stefan Burkhardt is one of the main 
ontributors to an improved algorithm

for high similarity sear
hes in DNA databases. The algorithm is more than an order of magnitude

faster than algorithms in widespread use.

Resear
h Asso
iates: Hans-Peter Lenhof (1/1), Christine R�ub (1/1)

Ph.D. students: Stefan Burkhardt (9/10, Graduiertenkolleg), Oliver Kohlba
her (1/3, DFG), Peter

M�uller (1/1)

Graph Drawing: This e�ort is headed by Petra Mutzel. Most of the work of the graph drawing

group is driven by the following thesis: Although most of the interesting problems in graph drawing

are NP-
omplete, they 
an be solved to optimality be
ause the problem instan
es arising in pra
ti
e

are fairly small. Optimal solutions look mu
h better than sub-optimal solutions. The te
hni
al

vehi
le to produ
e optimal solutions is the bran
h-and-
ut approa
h to integer programming.

Many planar graph drawing problems are NP-hard in the 
ase that the 
ombinatorial embedding

is not part of the input and 
an be solved in polynomial time if the 
ombinatorial embedding is �xed.

Our PhD-student Ren�e Weiskir
her has given an elegant 
hara
terization for the set of 
ombinatorial

embeddings whi
h gives the possibility of optimization in a variable embedding setting.

Our Ph.D. student Gunnar Klau has developed an algorithm for two-dimensional 
ompa
tion

of drawings. Two-dimensional 
ompa
tion was a dream of the VLSI-
ommunity many years ago.

It is feasible for graph drawing be
ause there is more stru
ture whi
h 
an be exploited.

The graph drawing group has developed AGD, a library for automati
 graph drawing.

Resear
h Asso
iates: Rudolf Fleis
her (1/10), Petra Mutzel (7/8)

Ph.D. students: Gunnar Klau (7/10, BMBF), Ren�e Weiskir
her (1/1, Graduiertenkolleg), Thomas

Ziegler (9/10, Siemens)
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Software Libraries: We are involved in the 
onstru
tion of four software libraries: LEDA,

CGAL, BALL, AGD.

We have 
ontinued our work on the LEDA platform of 
ombinatorial and geometri
 
omputing.

All work on LEDA is joint work with Stefan N�aher's group in Halle and Kurt and Stefan have

�nally �nished their book about the LEDA system. In the 
ourse of writing the book the eÆ
ien
y

of many algorithms has been improved and many program 
he
kers have been developed. The

fun
tionality of the library was extended by extension pa
kages for abstra
t Voronoi diagrams,

Steiner trees, graph iterators and tools for tuning geometri
 
omputations.

The work on CGAL (Computational Geometry Algorithms Library) is dire
ted by Stefan S
hirra

and is part of the EU-proje
t GALIA. CGAL is based on the software paradigm of generi
 pro-

gramming and o�ers unmat
hed 
exibility and fun
tionality for geometri
 
omputing.

BALL (bio
hemi
al algorithms library) is an obje
t-oriented framework for rapid software pro-

totyping in mole
ular modeling and related areas. It is the Ph.D. proje
t of Oliver Kohlba
her. It

has already greatly de
reased our own software development time.

AGD (Automati
 Graph Drawing) is the outgrowth of our work on graph drawing. It o�ers a

large number of graph drawing algorithms. Its distinguishing feature is the ability to solve many

of the NP-
omplete problems arising in graph drawing to optimality (at least for the moderate size

instan
es of interest).

Li
enses for LEDA, CGAL, and AGD are marketed by our spin-o� 
ompany Algorithmi
 Solu-

tions GmbH. Our software is used in more than 1500 a
ademi
 institutions and has been li
ensed

to more than 100 
ompanies.

Resear
h Asso
iates: Kurt Mehlhorn (3/10), Christoph Burnikel (2/3), Rudolf Fleis
her (1/5), Pe-

tra Mutzel (1/8), Stefan S
hirra (2/3, GALIA)

Postdo
s: Susan Hert (1/2)

Ph.D.-students: Ernst Althaus (1/3), Andreas Crauser (1/4), Stefan Funke (1/2, Graduiertenkol-

leg), Gunnar Klau (3/10, BMBF), Oliver Kohlba
her (2/3, DFG), Mi
hael Seel (1/2, ALCOM-IT),

Mark Ziegelmann (1/10), Joa
him Ziegler (4/5), Thomas Ziegler (1/10, Siemens)

The group 
ontributes to the master's program in Computer S
ien
e at the Universit�at des

Saarlandes. We have o�ered more than 25 
ourses, seminars, and proje
t 
lasses in the past two

years, 
f. Se
tion 11 for details.

The group is involved in several national and international resear
h proje
ts. Se
tion 14 gives

details. We �nd it parti
ularly pleasing that several of our resear
h asso
iates have won own

resear
h grants from the DFG or the BMBF.

Our s
ienti�
 work is dis
ussed in more detail in Se
tions 2 through 8. To be easily distinguish-

able, referen
es regarding work done by members of the group (during the period 
onsidered in this

report) are marked with a �.
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2 The Programming Logi
s Group

The resear
h unit \Programming Logi
s" applies methods of mathemati
al logi
 to a variety of

problems in 
omputer s
ien
e. Computation is dedu
tion, a prin
iple that is taken literally in the

area of Logi
 Programming. Formal spe
i�
ations of software and hardware are formulae in logi
al

systems. Program development and veri�
ation is based on proving theorems about spe
i�
ations

and programs. Solving problems in spe
i�
 appli
ation domains su
h as mathemati
al optimization

or program analysis 
an be seen as dedu
tion with respe
t to spe
i�
 
onstraint stru
tures su
h as

the integers, reals or Herbrand terms.

Computation often means to simulate some model of the real world. While in logi
 programming

and in program synthesis and veri�
ation one applies, to a large extent, the 
lassi
al logi
s known

from mathemati
s, simulation of the real world requires logi
s that allow to treat in
omplete and


hanging knowledge and to reason about beliefs, wishes, knowledge, and the like, of their agents.

In that 
ontextnon-
lassi
al logi
s have to be designed, investigated and applied.

Our work is both theoreti
al and pra
ti
al in nature. A large fra
tion of it is essentially 
on-


erned with sear
hing for new and better methods for �nding proofs with the support of a 
omputer.

As the pra
ti
al worth of results in this area 
an often not be judged from the theory alone, we are

engaged in various implementation proje
ts in whi
h we try to obtain experimental eviden
e of the

pra
ti
al potential of our results.

During the last two years, the resear
h unit has 
hanged in its stru
ture. The key members

of the group on higher-order logi
 and logi
al frameworks, Basin, Matthews, and Vigan�o have left

MPI, so that resear
h in this area is presently dis
ontinued. In ex
hange, Andreas Podelski has

started to build up a new group on logi
 methods for program analysis. The group fo
uses on

the investigation of the fundamental logi
al stru
tures that arise from modelling program analysis

frameworks and on the 
onstru
tion and appli
ation of suitable dedu
tive methods.

Automated Theorem Proving for Predi
ate Logi
 (Coordinators: Harald Ganzinger,

Christoph Weidenba
h)

The spass theorem prover, an implementation of superposition with automati
ally inferred

types, has been further developed in a team lead by Christoph Weidenba
h. spass has 
ontinued

to hold its ex
ellent rank among the best ATP systems world-wide. At the last three CADE


ompetitions of ATP systems, spass won 4 �rst pri
es, more than any other of the 
ompeting

systems. We have started to use spass for the analysis of se
urity proto
ols.

On the theoreti
al side, a number of very interesting new results have been obtained. Many of

them are related to the de
ision problem and 
omplexity analysis for 
ertain fragments of �rst-order

logi
. For instan
e, Ganzinger and de Nivelle have shown that the [loosely℄ guarded fragment with

equality 
an be de
ided by a surprisingly simple instan
e of superposition, and that the de
ision

pro
edure is theoreti
ally optimal. Ganzinger, Hustadt, Meyer, and S
hmidt have su

eeded in 
on-

stru
ting a de
ision pro
edure for 
ertain (modal) logi
s with transitive (possibly non-symmetri
)

relations as an instan
e of ordered 
haining. These results are signi�
ant as they allow us to ap-

ply our spass and saturate provers to the satis�ability problem for these logi
s. Ba
hmair and

Ganzinger have also solved a problem that was open for about 10 years regarding the refutational


ompleteness of a 
ertain superposition 
al
ulus proposed by Zhang and Kapur.

We also have 
ontinued our investigation into the 
ombination of algebrai
 and logi
 methods

for theorem proving in 
ommutative algebrai
 theories su
h as Abelian groups, rings, and latti
es.

Waldmann was able to demonstrate the usefulness of his inferen
e systems for torsion-free Abelian

groups by showing that they yield a de
ision pro
edure for the word problem in these theories.
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The main problem in designing new proof 
al
uli is the 
onstru
tion of suitable termination or-

derings upon whi
h proofs of redundan
y for unwanted inferen
es 
an be based. An extension of

the asso
iative path ordering to more general algebrai
 theories found by Stuber turned out to

be very useful in this regard. In this area, Sofronie-Stokkermans has 
onsiderably extended our

methodologi
al repertoire by exploiting representation theorems, in parti
ular, Priestley duality.

Logi
 Methods for Program Analysis (Coordinator: Andreas Podelski)

We are developing mainly two kinds of methods for the analysis of programs with symboli


and numeri
 data, respe
tively. Although the methods have di�erent uses and require substantially

di�erent algorithms, the abstra
t view is the same: express a program property as a spe
i�
 solution

of a 
onstraint over sets of values and 
ompute the solution by inferring a logi
ally equivalent


onstraint in solved form.

Charatonik and Podelski have shown how one 
an express a CTL state property of a while

program over trees as a solution of a set 
onstraint (CTL is the temporal logi
 of Clarke and

Emerson; trees model symboli
 data stru
tures su
h as lists). This 
an be used to infer types that

help to dete
t programming errors wrt. a given temporal property. The results extend from CTL

to the full modal �-
al
ulus thanks to their new results on the Horn �-
al
ulus. Observing a novel


onne
tion with so-
alled pushdown systems that model programs with re
ursive pro
edure 
alls,

Charatonik and Podelski obtain new tests for pushdown systems and interpro
edural data 
ow

analysis through set 
onstraint solving (see also the paragraph on 
onstraint solving below).

Delzanno and Podelski 
all dedu
tive model 
he
king a new method that takes basi
ally the same


ontrol stru
tures (viz. �xpoint iterations) as model 
he
king methods but is based on dedu
tion

(as opposed to exhaustive state spa
e exploration). They employ the terminology and the formal


on
epts of Constraint Logi
 Programming (CLP) in order to show how one 
an perform program

analysis by logi
al equivalen
e transformations on formulas (viz. CLP programs). The logi
al

setup allows them to devise new optimizations (based on �xpoint evaluation strategies and on

abstra
tion). They have implemented the method in a CLP system and use it experimentally

to verify integer-valued proto
ols and parameterized systems and to dete
t array bound errors of

C programs. The implementation shows a 
ompetitive performan
e on ben
hmark-like examples

thanks to the built-in solver of arithmeti
 
onstraints.

Constraint Solving (Coordinators: Alexander Bo
kmayr, Andreas Podelski)

Under this headline we study both numeri
al 
onstraints as they arise in mathemati
al opti-

mization as well as 
onstraints over symboli
 stru
tures (�nite and in�nite trees). Some of these

logi
al formalisms (e.g., fragments and variants of se
ond-order uni�
ation) are of general theoret-

i
al interest. Others, in parti
ular set 
onstraints, have dire
t appli
ations to program analysis.

The group on 
onstraint programming (Alexander Bo
kmayr, Thomas Kasper and Friedri
h

Eisenbrand) has 
ontinued and 
onsiderably extended its work at the interfa
e of �nite domain


onstraint programming and integer linear programming. They have developed a unifying logi
al

framework, bran
h-and-infer, that 
lari�es the relationship between these two approa
hes and shows

how they 
an be integrated. Moreover, they have studied the 
omplexity of Gomory-Chv�atal 
utting

planes. They proved a polynomial upper bound on the Chv�atal rank of 0/1 polytopes and solved

a longstanding open question by showing that the membership problem for the �rst elementary


losure is 
oNP-
omplete.

Ganzinger, Ja
quemard, and Veanes have shown that the symmetry of equality in rigid E-

uni�
ation is 
ru
ial to some of the de
idability and 
omplexity results about this 
onstraint domain.

The non-symmetri
 variant, 
alled rigid rea
hability, was shown to be unde
idable already in the

13
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single-
onstraint 
ase, and, respe
tively, EXPTIME-
omplete in 
ases where simultaneous rigid E-

uni�
ation is only P-
omplete. This has yielded a new unde
idability result for a very restri
ted

form of se
ond-order uni�
ation. Some of this work is dire
tly related to 
ontext uni�
ation, a

restri
ted form of se
ond-order uni�
ation that is relevant, for instan
e, for extensions of Knuth-

Bendix 
ompletion to non-symmetri
 rewriting. The de
idability of 
ontext uni�
ation has been

open for about 10 years. The problem is very diÆ
ult as word uni�
ation appears as a spe
ial 
ase

of 
ontext uni�
ation. Vorobyov has looked at an extended 
ase and shown that the 89

5

-theory of


ontext uni�
ation (the open 
ase is the 9

�

-theory) is unde
idable.

Charatonik and Podelski have 
ontinued to investigate sub
lasses of set 
onstraints that are

natural and useful for spe
ialized program analyses. In parti
ular, they have established the 
om-

plexity for 
omputing least, greatest and arbitrary �xpoint solutions; an extension of set 
onstraints

with �-
al
ulus operators leads to sophisti
ated forms of program analyses. They have found that

there is an important gap: in many interesting 
ases, adding expressiveness to a sub
lass means

pushing the time 
omplexity from 
ubi
 immediately to EXPTIME. This tells us the drasti
 pri
e

of in
reasing pre
ision in a 
orresponding program analysis.

Extended Modal Logi
 and Automated Theorem Proving (Coordinators: Harald

Ganzinger, Andreas Nonnengart)

Resear
h in this area has pro
eeded mainly along two lines. We have 
ontinued to study semanti


embeddings of modal logi
s into �rst-order logi
 so as to be able to apply spe
i�
 instan
es of

standard theorem proving methods. S
hmidt has investigated the so-
alled optimized fun
tional

translation method and has, in parti
ular, shown how to use E-uni�
ation and E-resolution as

de
ision pro
edures on the resulting �rst-order path logi
s. Nonnengart has found a method for

simplifying modal frame axioms using auxiliary modalities.

Se
ond, we have 
ontinued our investigations into more general logi
al formalisms (the guarded

fragment of �rst-order logi
, hybrid logi
s, labelled dedu
tion systems) that are relevant as abstra
-

tions of modal logi
s and variants. The guarded fragment was proposed as a fragment of �rst-order

logi
 with the aim to better 
apture than two-variable logi
 some of the ni
e properties of proposi-

tional modal logi
. Ganzinger, Meyer, and Veanes, however, have shown that the guarded fragment

is very sensitive to adding transitivity axioms for binary relations. De
idability is lost even in the

two-variable 
ase, but 
an be re
aptured if transitive relations may only appear in guards. Basin,

Matthews, and Vigan�o have presented a systemati
 investigation of the basi
 proof theoreti
 prop-

erties of labelled dedu
tion systems, starting from propositional modal logi
s and progressively

extending our framework to deal with quanti�
ation and generalized non-
lassi
al modalities su
h

as relevant impli
ation and negation. Tzakova has identi�ed tra
table tableau-based proof systems

for various hybrid logi
s. Hybrid logi
s are extensions of modal logi
s by 
on
epts of names for

possible worlds.

Logi
 and Un
ertainty (Coordinators: Manfred Jaeger, Emil Weydert)

In this area, our work has 
entered on three topi
s: deonti
 logi
 as a basis for qualitative

de
ision theory, probabilisti
 foundations for default reasoning, and formal systems for quantitative

probabilisti
 reasoning.

Van der Torre has investigated new preferen
e-based and labelled logi
s for obligations and

desires, where he has tried in parti
ular to 
ombine the qualitative, goal-oriented with the quanti-

tative, de
ision-theoreti
 perspe
tive.

Weydert has proposed and investigated a pro
edure that 
onstru
ts for a given default knowl-

edge base a 
anoni
al, intuitively most plausible, ranked model. The 
onstru
tion pro
ess 
an be

14



Overview { The Resear
h Units

interpreted as semi-qualitative entropy maximization, and thereby establishes a new interesting

link between purely qualitative default reasoning and quantitative probabilisti
 reasoning.

Jaeger has been able to extend the standard 
on
ept of Bayesian networks by a notion of

random relations over arbitrary domains, thereby 
onsiderably extending the expressiveness of that

formalism, and 
reating a new formal framework for the study of random relational stru
tures.
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3 The Rea
tive and Hybrid Systems Group

A rea
tive system is a digital pro
ess (software, hardware, or a 
ombination thereof) whi
h 
ar-

ries out an ongoing intera
tion with its environment. For example, ea
h individual pro
ess of a

distributed program is rea
tive; the environment is formed by the remaining pro
esses of the pro-

gram. Perhaps the key 
hara
teristi
 feature of rea
tive systems is 
on
urren
y : the system and

the environment pro
eed 
on
urrently. A hybrid system is a rea
tive system whose environment

in
ludes analog pro
esses. For example, a digital 
ontroller with analog sensors and a
tuators is

hybrid. Perhaps the key 
hara
teristi
 feature of hybrid systems is real time: the dis
rete system

intera
ts with the 
ontinuous environment in real time.

As digital devi
es permeate our daily lives, rea
tive and hybrid systems be
ome ubiquitous and

are in
reasingly deployed also in safety-
riti
al appli
ations. Typi
al examples in
lude the avioni
s

systems whi
h provide ele
troni
 support for 
ying an air
raft, and the air traÆ
 
ontrol systems

whi
h 
oordinate the 
ight of multiple air
raft.

With respe
t to 
omplexity management, 
urrent 
omputer-aided design and integration tools

for rea
tive and hybrid systems lag behind 
urrent te
hnologi
al 
apabilities in hardware manu-

fa
turing and software produ
tion. With design and integration methodologies la
king, testing is

often the last and only resort for ensuring produ
t quality. An overrelian
e on testing, however,

exposes two major problems. First, testing is very expensive, be
ause errors are found late in the

system development and integration pro
ess, whi
h, as a result, 
an be thrown ba
k to the ini-

tial design phase. Se
ond, testing is notoriously unreliable for 
on
urrent and real-time pro
esses,

whose errors often depend on multiple irreprodu
ible 
ontingen
ies. Some devastating examples of

failures that were not un
overed despite extensive testing in
lude the hardware bug of the Pentium


oating-point unit and the software bug that 
aused the Ariane 5 explosion.

Our goal is to develop methods and tools for the design and analysis of rea
tive and hybrid

systems whi
h 
an help to prevent and dete
t errors during the design phase. Our methods and

tools are to be systemati
 |i.e., based on a formal s
ienti�
 foundation| and s
alable |i.e.,

appli
able to systems of industrial 
omplexity. The main fo
al points of our resear
h 
orrespond

to the �rst three stages in the design of rea
tive and hybrid systems: modeling, validation, and

implementation.

Rea
tive and hybrid modeling Formal models for rea
tive and hybrid systems permit the

system designer to spe
ify with mathemati
al pre
ision both system prototypes and system re-

quirements. Formal modeling is ne
essary for determining design 
aws as early as possible. Our

e�orts are 
on
entrated on the development and investigation of two formal models, one for rea
-

tive 
omputation whi
h is parti
ularly suitable for highly heterogeneous designs, and the other for

hybrid 
omputation.

Rea
tive Modules [1℄ is a new formalism for the spe
i�
ation of rea
tive systems, with spe
ial

emphasis on modular and hierar
hi
al spe
i�
ation. Modularity permits the formal integration of

heterogeneous system 
omponents, su
h as software and hardware 
omponents, real-time and speed-

independent 
omponents, and syn
hronously and asyn
hronously intera
ting pro
esses. Hierar
hy

permits abstra
t views of a system at various levels of spatial and temporal granularity. For exam-

ple, a pro
essor 
an be naturally viewed at the gate/
y
le level or at the register-transfer/instru
tion

level. Rea
tive Modules are supported by a 
omputer-aided design, simulation, and veri�
ation

toolkit 
alled Mo
ha [3℄. The toolkit is 
urrently being extended to exploit design stru
ture in

veri�
ation (see below).
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Hybrid Automata [5℄ is one of the original formalisms for the spe
i�
ation of mixed dis
rete-


ontinuous systems. The analysis of Hybrid Automata is supported by a toolkit 
alled HyTe
h [6℄.

This toolkit in
ludes the �rst automati
 veri�
ation tool for hybrid systems, whi
h is based on sym-

boli
 model 
he
king for 
ertain 
lasses of Hybrid Automata. As the main emphasis of HyTe
h


on
erns the modeling and analysis of hybrid behavior, the formalism of Hybrid Automata does

not support orthogonal issues su
h as spatial and temporal stru
turing me
hanisms. We are 
ur-

rently making use of our experien
es with Rea
tive Modules and Hybrid Automata by developing

a 
ombined formalism of Hybrid Modules, whi
h permits the modular and hierar
hi
al spe
i�
a-

tion and veri�
ation of hybrid systems. We are also extending HyTe
h to a new tool, 
alled

HyPerTe
h [7℄, whi
h employs interval numeri
al methods for the analysis of hybrid systems

with 
ontinuous dynami
s that are 
onsiderably more general than what 
an be solved by purely

symboli
 methods.

Model 
he
king and synthesis Model 
he
king is an algorithmi
 te
hnology for automati
ally


he
king if a formal model of a design meets a formal requirement spe
i�
ation. Model 
he
king

is su

essfully used in hardware design, but the appli
ation of model 
he
king to heterogeneous,

hierar
hi
al systems with several hardware and software layers is still in its infan
y. In large

part, this is due to fa
t that the standard model-
he
king algorithms work on 
at, unstru
tured

state-transition models of designs. To remedy this situation, we 
on
entrate on exploiting design

stru
ture in model 
he
king. Design stru
ture arises both in 
omponent-based and in hierar
hi
al

design. We are developing a model-
he
king methodology that makes use of both kinds of design

stru
ture.

Compositional model 
he
king applies a divide-and-
onquer approa
h to the veri�
ation prob-

lem. In order to de
ompose a veri�
ation task for a 
ompound system into subtasks for the


omponents, it is usually ne
essary to 
onsider ea
h individual 
omponent not in isolation but

relative to 
ertain assumptions about the 
ontext. This approa
h is often 
alled assume-guarantee

de
omposition. Hierar
hi
al model 
he
king applies multiple levels and fa
ets of design abstra
tion

in order de
rease the distan
e between a design and its requirements and in order to orthogonal-

ize di�erent aspe
ts of the veri�
ation, su
h as fun
tionality and timing. We hope to a
hieve a

qualitative breakthrough in the appli
ability of model 
he
king by integrating 
ompositional and

hierar
hi
al te
hniques. For example, using assume-guarantee de
omposition while preserving mul-

tiple time lines we have dete
ted fully automati
ally several subtle design errors in a 100-pro
essor

video-graphi
s-image 
hip, whi
h is far beyond the s
ope of 
urrent model-
he
king tools [8℄.

The 
omponents of a system and its environment 
an be viewed as players in a game whose

obje
tive is to either satisfy (in the 
ase of the system) or violate (in the 
ase of the environment) the

desired system requirements. The study of su
h games leads not only to 
ompositional te
hniques

in model 
he
king, but often enables the automati
 derivation of winning or spoiling strategies as

well. This approa
h, 
alled model synthesis, is parti
ularly promising in 
ontrol, where it allows

the automati
 derivation of digital 
ontrollers for rea
tive and hybrid systems. In pra
ti
e, model

synthesis has been applied only in game settings where the individual players pursue simple safety

obje
tives by applying deterministi
 strategies. Our work is fo
used on the eÆ
ient and also the

probabilisti
 solution of more general game obje
tives, and on the development of spe
i�
ation

formalisms for game requirements. For example, the temporal-logi
 based spe
i�
ation formalism

Atl permits the eÆ
ient synthesis of both deterministi
 and randomized models (
ontrollers) [2, 4℄.

Rea
tive programming and real-time implementation On
e an embedded design is val-

idated, it needs to be partitioned into hardware and software and realized on a given resour
e
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platform. Resour
e restri
tions may involve diverse measures su
h as 
ost or power 
onsumption,

and they may mandate the use of o�-the-shelf 
omponents su
h as a parti
ular pie
e of hardware,

a parti
ular s
heduling algorithm, or a parti
ular real-time operating system. In the short term,

we will develop and implement a syn
hronous programming language on top of hybrid modules.

This will enable us to simulate and prototype embedded designs under resour
e restri
tions. In the

medium term, we plan to fully equip an embedded systems lab. This will enable us to 
arry out


on
rete experiments in all phases of the design pro
ess, from modeling to implementation.

Current proje
ts

Mo
ha a design and veri�
ation platform that exploits modularity and hierar
hy in model 
he
k-

ing [3℄

HyPerTe
h a toolkit for modeling, simulating, and validating hybrid systems using interval nu-

meri
al methods [7℄

Atl a framework for spe
ifying, analyzing, and synthesizing both 
ollaborative and adversarial

behavior in 
omponent-based designs [2℄
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4 The Computer Graphi
s Group

During the last de
ades 
omputer graphi
s has established itself as a 
ore te
hnique within 
omputer

s
ien
e and information te
hnology. Computer systems are more and more used to realize and

simulate parts of the real or an imaginary world. Su
h simulations require to model, to render, and

to animate 
omplex obje
ts. The goal of 
omputer graphi
s is to turn abstra
t information into

visual images and to allow the user to intera
t with 
omplex obje
ts and data in a natural and

intuitive way.

In order to a
hieve these goals, 
omputer graphi
s requires te
hniques for turning abstra
t data

into a suitable 
omputer model (modeling) and for 
onverting 
omputer models into images (ren-

dering). Both te
hniques are also fundamental for the intera
tive exploration of 
omplex stru
tures

in appli
ations su
h as engineering or medi
al imaging (visualization, virtual reality).

The newly established 
omputer graphi
s group at the Max-Plan
k-Institut f�ur Informatik 
on-

tinues resear
h previously 
arried out at the University of Erlangen and 
ondu
ts basi
 resear
h in

the above mentioned areas. Current resear
h fo
uses on the following topi
s:

� Freeform Curves and Surfa
es

� EÆ
ient Polygonal Meshes

� Simulation of Global Illumination in Complex Environments

� Image Based and Hardware A

elerated Photorealisti
 Rendering

� Visualization of Complex Medi
al and Engineering Data

Our work is both theoreti
al and pra
ti
al with a fo
us on the development of novel algorithms,

the integration of new algorithms into a system, and the evaluation of the system in pra
ti
al

appli
ations.

We brie
y survey some of the highlights in our main resear
h areas:

Surfa
e Re
onstru
tion We have been working on the development of algorithms and on a

system infrastru
ture for surfa
e re
onstru
tion from dis
rete data. Besides approximating the

given data within a spe
i�ed toleran
e the system should generate smooth surfa
es in a CAD-


ompatible format. Moreover, the system should be able to pro
ess 
omplex shapes and handle

large data sets.

We have developed algorithms for deriving good parametrizations of the data points, and for

semi-automati
 pat
h-layouting. The parametrization is obtained by interpreting the triangulated

data as a mass-spring model. Pat
h layouting is based on a segmentation using dis
rete 
urvature


omputations, followed by the appli
ation of morphologi
al operators.

On
e the pat
h layout has been determined, a
tual surfa
e re
onstru
tion 
an be done by


ombining hierar
hi
al re�nement with variational or dis
rete fairing.

Mesh Redu
tion In many areas of 
omputer graphi
s and 
omputer aided geometri
 design,

triangle meshes have be
ome the standard for representing surfa
e geometry. Triangle meshes arise

naturally as output of laser range s
anners, in medi
al imaging, or as output of mathemati
al

simulations. Another sour
e of very large triangle meshes is through the 
onversion of freeform

surfa
es.
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The main drawba
k of triangle meshes is the large amount of data needed to represent a smooth

nonplanar surfa
e. This has inspired a lot of work in the �eld of mesh simpli�
ation, i.e., the

redu
tion of the 
omplexity of a triangle mesh, while maintaining a 
lose approximation to the

original model.

We have developed an algorithm for mesh de
imation that is based on a suitable distan
e

measure (one sided Hausdor� distan
e), a simple topologi
al operator (half edge 
ollapse), and

a fairness predi
ate. The algorithm is fast and is guaranteed to produ
e an approximation to

the original mesh within a user spe
i�ed error toleran
e. The 
hoi
e of guidan
e predi
ate o�ers

additional 
ontrol over the quality of the resulting surfa
e. The algorithm 
an be used eÆ
iently for

in
remental mesh de
imation and allows to 
onvert an arbitrary triangle mesh into a progressive

mesh representation. The algorithm also allows to handle attributes su
h as 
olor.

Intera
tive Multiresolution Modeling on Arbitrary Triangle Meshes We have gener-

alized powerful multiresolution te
hniques from subdivision surfa
es to arbitrary triangle meshes

without requiring subdivision 
onne
tivity. Our major observation is that the hierar
hy of nested

spa
es whi
h is the stru
tural 
ore element of most multiresolution algorithms 
an be repla
ed by

the sequen
e of intermediate meshes emerging from the appli
ation of in
remental mesh de
ima-

tion. Performing su
h s
hemes with lo
al frame 
oding of the detail 
oeÆ
ients already provides

e�e
tive and eÆ
ient algorithms to extra
t multiresolution information from unstru
tured meshes.

In 
ombination with dis
rete fairing te
hniques, i.e., the 
onstrained minimization of dis
rete

energy fun
tionals, we have obtain fast mesh smoothing algorithms whi
h are able to redu
e noise

from a geometri
ally spe
i�ed frequen
y band in a multiresolution de
omposition. Putting mesh

hierar
hies, lo
al frame 
oding and multi-level smoothing together has allowed us to propose a


exible and intuitive paradigm for intera
tive detail-preserving mesh modi�
ation.

Global Illumination Computations Hierar
hi
al Radiosity (HR) and its extensions towards


lustering have established themselves as the standard �nite-element method for global illumination


omputations in di�use environments. Nevertheless, for 
omplex s
enes HR is often not appli
able

be
ause of its enormous memory requirements. The major memory 
onsumption arises from the

storage of the intera
tion 
oeÆ
ients - or links - between the intera
ting obje
ts in the s
ene. This

storage is ne
essary due to the gathering s
heme that is usually used in the 
ontext of HR.

Applying another iterative method, namely Southwell Relaxation (in the 
ontext of radiosity

often referred to as shooting) this storage of links 
an be avoided with a tolerable in
rease in


omputation time and solution error.

Measurements for some example s
enes show that the error behavior is slightly worse than

for gathering, but visually no di�eren
e 
an be seen between the two solutions. Finally, a link


a
hing s
heme was examined, where links whi
h are deemed most probable to be reused in the

next iteration, are 
a
hed and thus do not have to be re
omputed later on. This allows to de�ne a


ertain memory budget to be spent on link storage. With the mentioned improvements our system

is able to handle s
enes 
onsisting of over half a million pat
hes.

Other improvements in
lude uniform handling of 
urved surfa
es and extensions of the algorithm

to non-di�use environments.

Adaptive Lumigraph A
quisition from Syntheti
 S
enes and Canned Light Sour
es

Light �elds and Lumigraphs are 
apable of rendering s
enes of arbitrary geometri
al or illumination


omplexity in real time. They are thus interesting ways of intera
ting with both re
orded real-world

and high-quality syntheti
 s
enes.
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Unfortunately, both light �elds and Lumigraph rely on a dense sampling of the illumination to

provide a good rendering quality. This indu
es high 
osts both in terms of storage requirements

and 
omputational resour
es for the image a
quisition. Te
hniques for a
quiring adaptive light �eld

and Lumigraph representations are thus mandatory for pra
ti
al appli
ations.

We have developed an algorithm for the adaptive a
quisition of images for Lumigraphs from

syntheti
 s
enes. Using image warping to predi
t the potential improvement in image quality when

adding a 
ertain view, we de
ide whi
h new views of the s
ene should be rendered and added to

the light �eld. This a-priori error estimator a

ounts for both visibility problems and illumination

e�e
ts su
h as spe
ular highlights.

Another appli
ation of light �elds is the in
lusion of realisti
 light sour
es in image synthesis.

For a given lamp geometry and luminary, the outgoing light�eld is 
omputed using standard global

illumination methods, and stored away in a Lumigraph data stru
ture. Later the light�eld 
an be

used to illuminate a given s
ene while abstra
ting from the original lamp geometry. We 
all a light

sour
e stored and used in this fashion a Canned Lightsour
e.

Realisti
, Hardware-a

elerated Shading and Lighting With fast 3D graphi
s be
oming

more and more available on low end platforms, the fo
us in hardware-a

elerated rendering is

beginning to shift towards higher quality rendering and additional fun
tionality instead of simply

higher performan
e implementations based on the traditional graphi
s pipeline.

We have developed novel algorithms and te
hniques for realisti
 shading and lighting using


omputer graphi
s hardware. In parti
ular, we have developed an algorithm for high-quality lo
al

illumination using physi
ally plausible lighting models (as, e.g. Torran
e Sparrow). The approa
h

is based on an analyti
 fa
torization of the respe
tive model into bivariate terms that 
an be

represented as texture maps.

We have also developed methods for visualizing non-di�use global illumination solutions based

on environment maps. We introdu
e both a Fresnel term for simulating re
e
tions in non-metalli


obje
ts, as well as a pre-�ltering method for environment maps. We have also developed an alterna-

tive parametrization for environment maps that allows us to use one map for all viewing positions

and dire
tions. These te
hniques 
an �nally be 
ombined with normal mapping to in
rease the

visual 
omplexity of the s
ene.

Real-Time Exploration of Regular Volume Data by Adaptive Re
onstru
tion of Iso-

Surfa
es Re
ent advan
es in the te
hnology of 3D sensors and in the performan
e of numeri
al

simulations result in the generation of volume data of ever growing size. In order to allow real-

time exploration of even the highest resolution data sets, adaptive te
hniques bene�ting from the

hierar
hi
al nature of multiresolution representations have gained spe
ial attention.

We have developed an adaptive approa
h to the fast re
onstru
tion of iso-surfa
es from regular

volume data at arbitrary levels of detail. The algorithm has been designed to enable real-time navi-

gation through 
omplex stru
tures while providing user-adjustable resolution levels. Sin
e adaptive

on-the-
y re
onstru
tion and rendering is performed from a hierar
hi
al o
tree representation of

the volume data, the method does not depend on pre-pro
essing with respe
t to a spe
i�
 iso-value,

thus allowing the user to intera
tively browse through the pen
il of iso-surfa
es. Spe
ial attention

has been paid to the �xing of 
ra
ks in the surfa
e where the adaptive re
onstru
tion level 
hanges

and to the eÆ
ient estimation of the iso-surfa
e's 
urvature.
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2 Data Stru
tures and Graph Algorithms

Combinatorial algorithms 
ontinue to be an a
tive area of resear
h in our group spanning a wide

range of topi
s. Over the past two years we have 
on
entrated on the following:

� elementary data stru
tures

� graph and network algorithms

� implementation of algorithms.

Our work is still mainly of a theoreti
al nature, but with a growing awareness of the impor-

tan
e of really implementing algorithms and studying their behavior experimentally rather than by

mathemati
al analysis alone.

Within Elementary Data Stru
tures (Se
tion 2.1), we have studied several problems 
on
ern-

ing the eÆ
ient storage and retrieval of data in various models of 
omputation. For 
omparator

networks, we showed how to build heaps with networks of optimal size and depth. In the pointer

ma
hine model, we presented the �rst �nger sear
h tree whi
h allows insertion of new elements in

worst 
ase 
onstant time (deletions take time O(log

�

n)). For the word RAM model, we improved

previous upper and lower bounds for maintaining stati
 di
tionaries.

Another line of resear
h fo
used on the eÆ
ient implementation of 
ertain operations in data

stru
tures for database systems with 
on
urrent a

esses. We proposed a new group update s
heme

for relaxed height-balan
ed sear
h trees. And we showed how to eÆ
iently maintain a full-text index

in 
onstantly 
hanging environments (su
h as WWW pages) where failures are not un
ommon.

Within Graph and Network Algorithms (Se
tion 2.2), our resear
h 
entered around 
omputing

maximum 
ows, minimum 
uts, and shortest paths. We gave a simpler proof, based on a potential

fun
tion, for the O(n

2

p

m) running time of Goldberg and Tarjan's pre
ow-push maximum 
ow

algorithm with highest-level sele
tion rule. We also proposed several variants of Goldberg and

Rao's binary blo
king 
ow algorithm, whi
h seem to be superior to the original algorithm, at

least in our experiments (however, they 
an still not 
ompete with pre
ow-push algorithms). For

k-terminal networks, we 
ontinued our study of mimi
king networks; in parti
ular, we improved

the upper bound on the minimum size of mimi
king networks for networks of bounded treewidth

from exponential to linear in k. We extended the Stoer-Wagner min-
ut algorithm in weighted

undire
ted graphs su
h that it also 
omputes in linear time a maximum 
ow. And we showed how

to represent minimum and sub-minimum 
uts with O(n) spa
e using a spe
ial type of 
a
tus-trees.

Besides investigating 
ow problems, we 
ontinued to study the average-
ase 
omplexity of the

all-pairs shortest-path problem on dire
ted graphs. In the G(n; p) model and in the vertex poten-

tial model, our algorithms have running time O(n

2

logn) with high probability. The same bound

holds for graphs with random integer weights. We also started to work on the k-resour
e 
on-

strained shortest-path problem for whi
h we developed methods that sometimes solve a relaxed LP

formulation.

In another dire
tion of resear
h, we showed a tight bound of 3k � 1 for the width of a tree

de
omposition of graphs with treewidth k if the diameter of the trees is restri
ted to O(log n). For

random k-
olorable graphs we gave a simple BFS-based algorithm for k-
oloring, whi
h is eÆ
ient

with high probability. Matroid theory provides a general framework for network optimization

problems; we studied the robustness of matroid optimization problems with respe
t to perturbations

of the inputs.
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Within Implementing Algorithms (Se
tion 2.3), we dis
ussed the question of whether a
tually

implementing algorithms is bene�
ial for theoreti
al 
omputer s
ientists. We did some extensive

experiments with dynami
 algorithms for dire
ted graphs, and | on a smaller s
ale | with max-


ow algorithms and algorithms for 
onstrained shortest-path problems. We 
ontinued to implement

algorithms in our library of online algorithms and started a new proje
t aimed at animating ele-

mentary data stru
tures and basi
 algorithms (as they 
an be found in LEDA, for example).

2.1 Elementary Data Stru
tures

Comparator Networks for Binary Heap Constru
tion

Investigator: Gerth St�lting Brodal

The heap data stru
ture, introdu
ed in 1964 by Williams [6℄, has been extensively investigated

in the literature due to its many appli
ations and intriguing partial order. Algorithms for heap

management|insertion, minimum deletion, and 
onstru
tion|have been dis
ussed in several mod-

els of 
omputation. Floyd [4℄ has given a sequential algorithm for building a heap in a bottom-up

fashion in linear time, whi
h is 
learly optimal. On the EREW PRAM Olariu and Wen [5℄ 
an build

a heap of size n in time O(log n). For the CREW PRAM model a heap 
onstru
tion algorithm was

given by Raman and Dietz [3℄ that takes O(log logn) time. The same time performan
e holds for

the parallel 
omparison tree model [2℄. Finally Dietz showed that O(�(n)), where �(n) is the inverse

of A
kerman's fun
tion, is the expe
ted time required to build a heap in the randomized parallel


omparison tree model [2℄. All the above parallel algorithms a
hieve optimal work O(n), and the

time optimality of the deterministi
 algorithms 
an be argued by redu
tion from the sele
tion of

the minimum element in a set.

In [1℄, we 
onsidered the heap 
onstru
tion problem for the simplest parallel model of 
omputa-

tion, namely 
omparator networks. We showed that heap 
onstru
tion 
an be done by 
omparator

networks of size O(n log log n) and depth O(logn), and that our networks rea
h optimal size by

redu
ing the problem of sele
ting the smallest logn elements to heap 
onstru
tion. Sin
e �nding

the minimum requires at least a network of size n � 1 and depth dlog ne our heap 
onstru
tion

networks have optimal depth.
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Finger Sear
h Trees with Constant Update Time

Investigator: Gerth St�lting Brodal

A �nger sear
h tree is a data stru
ture that stores a sorted list of elements in su
h a way that

sear
hes are fast in the vi
inity of a �nger, where a �nger is a pointer to an arbitrary element of

the list.

Brown and Tarjan [2℄ observed that by level-linking (2; 4){trees, �nger sear
hes 
an be done in

worst 
ase O(log Æ) time, where Æ is the di�eren
e between the ranks of the �nger and the sear
h

element in the list. In the following, we denote a data stru
ture having O(log Æ) sear
h time a �nger

sear
h tree. Huddleston and Mehlhorn [7℄ showed that (2; 4){trees support insertions and deletions

in amortized 
onstant time, assuming that the position of the element to be inserted or deleted is

known.

The question we 
onsidered in [1℄ is, whether it is possible to remove the amortization from the

result of Huddleston and Mehlhorn [7℄, i.e., if �nger sear
h trees exist that support insertions and

deletions in worst 
ase 
onstant time.

By assuming a unit-
ost RAM, Dietz and Raman [3℄ presented a �nger sear
h tree implementa-

tion supporting insertions and deletions in worst 
ase 
onstant time. Their data stru
ture is based

on the standard RAM te
hnique of pa
king small problem sizes into a 
onstant number of ma
hine

words. For the weaker pointer ma
hine model no similar result is known. For the pointer ma
hine,

�nger sear
h trees that obtain worst 
ase O(log

�

n) insertion and deletion time have been given by

Harel and Lueker [5, 6℄, where n is the length of the list. Sear
h trees with 
onstant insertion and

deletion time on the pointer ma
hine have been presented by Lev
opoulos and Overmars [8℄ and

Fleis
her [4℄, but neither of them supports �nger sear
hes.

In [1℄, we presented the �rst �nger sear
h tree implementation for the pointer ma
hine that

supports �nger sear
hes and whi
h supports insertions in worst 
ase 
onstant time. The data

stru
ture supports deletions in worst 
ase O(log

�

n) time, whi
h mat
hes the previous best bounds

of Harel and Lueker [5, 6℄. The spa
e requirement for the data stru
ture is O(n).
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Algorithms and Data Stru
tures for the Word RAM

Investigator: Torben Hagerup

A word RAM is a unit-
ost random-a

ess ma
hine with a word length of w bits, for some positive

integer w, and with an instru
tion repertoire similar to that found in present-day 
omputers. In

the previous progress report we des
ribed an algorithm that sorts n numbers (integers in the range

f0; : : : ; 2

w

� 1g) in O(n log log n) time. That result was part of the beginning of an intensive

study by us and by others of the 
apabilities of the word RAM, one high point of whi
h was

the demonstration by Thorup [5℄ that the single-sour
e shortest-paths problem 
an be solved in

linear time for undire
ted networks (again, all edge weights are assumed to be integers in the range

f0; : : : ; 2

w

�1g). Although algorithms and data stru
tures for the word RAM are still a very a
tive

resear
h area that may hold many surprises in store, some parts of that area appear to have 
ome

of age, and in [4℄ we gave a 
areful survey of what is known about sorting and sear
hing on the word

RAM. Putting together all the known fa
ts in a systemati
 way yielded some additional bene�ts in

the form of new results. For example, we showed for the �rst time that if w is very large relative

to n, deterministi
 sorting in linear time and spa
e is possible on the word RAM.

In [3℄ we 
onsidered a spe
i�
 data-stru
turing problem for the word RAM, namely that of

providing a stati
 di
tionary for n w-bit keys with asso
iated satellite information. A stati
 di
-

tionary for a set of keys is a data stru
ture that admits only one kind of operation, namely lookup

queries: Given a key x, is it one of the keys stored in the data stru
ture? If so, what is its asso
i-

ated satellite information? Parameters of interest for a given stati
 di
tionary are the query time

and the spa
e needed to store n keys. In a 
elebrated result, Fredman et al. [2℄ showed that one


an a
hieve all that one 
ould have hoped for, 
onstant query time together with a linear spa
e

bound. The data stru
ture of Fredman et al. depends intimately on the availability of unit-time

multipli
ation, an assumption that is eyed with suspi
ion by some be
ause multipli
ation does not

belong to the 
omplexity 
lass AC

0

, i.e., 
annot be realized in 
onstant time by 
ir
uits of poly-

nomial size (polynomial in the word length w, that is). For this reason, Andersson et al. asked in

[1℄ what 
an be done if only AC

0

instru
tions are allowed and provided upper and lower bounds

for the a
hievable query time under the assumption that only O(n) spa
e is available for the data

stru
ture. In parti
ular, a 
onstant query time is not possible for all 
ombinations of n and w, in


ontrast with what is the 
ase if unit-time multipli
ation is available. Building strongly on the work

of Andersson et al., we gave a 
leaner presentation of the 
ore ideas and provided strengthened

upper and lower bounds. In parti
ular, if w=log n = (log logn)

O(1)

, i.e., if w is larger than logn (as

it must be for the problem to make sense), but not mu
h larger, then query time O(log log log n) is

possible|Andersson et al. a
hieved query time O(log logn) for this 
ase.
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Group Updates for Relaxed Height-Balan
ed Trees

Investigator: Eljas Soisalon-Soininen

A group update of a sear
h tree means that a set of insertions or deletions are 
olle
ted into a

group in sorted order, and this group is brought into the tree as a single transa
tion (see [6℄, e.g.).

In [3℄, we presented an eÆ
ient group-update algorithm for height-balan
ed binary sear
h trees.

The algorithm is based on relaxed balan
ing [2, 5, 4℄ and it has two steps: First, the operations

in the underlying group are performed without any balan
ing ex
ept for subgroups between two


onse
utive keys in the original tree. In this way the updates are made available as soon as possible

without sa
ri�
ing the logarithmi
 sear
h time. In the se
ond step the tree is balan
ed, i.e.,

transformed into a tree satisfying the (lo
al) balan
e 
riteria of height-balan
ed trees. Balan
ing is

designed as a ba
kground pro
ess allowing the 
on
urrent use of the stru
ture. The balan
ing time

is 
omparable to earlier results [1℄ in 
ases when balan
ing is stri
tly 
onne
ted with individual

updates.
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Con
urren
y and Re
overy in Full-Text Indexing

Investigator: Eljas Soisalon-Soininen

An important feature of a do
ument database system is that the do
uments 
an be retrieved by

sear
hing for words from their 
ontents. In a full-text index [1, 2, 3℄, ea
h word of the stored

do
uments 
an be used as a sear
h key. Inserting a new do
ument into the database automati
ally

triggers a transa
tion that inserts the words together with their o

urren
e information into the

index. In [8℄, we gave solutions to problems that arise when full-text indexing is applied for 
on-

stantly 
hanging do
ument data, su
h as WWW pages. In parti
ular, we presented an algorithm for
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full-text indexing with the following properties: Con
urrent sear
hes are possible and eÆ
ient, and

the algorithm 
an be designed su
h that several indexing pro
esses 
an be performed 
on
urrently.

Moreover, the algorithm allows eÆ
ient re
overy of the index after failures that 
an o

ur while

the index is modi�ed. This is important for large indi
es, be
ause when not prepared for failures,

the index may need to be re
onstru
ted from original do
uments.

The re
overy method of [8℄ is based on path 
opying reminis
ent to shadow paging [4, 6℄. Other

index re
overy methods, based on logging, have been presented in [7, 5℄.
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2.2 Graph and Network Algorithms

The Max-Flow Problem

Investigators: Torben Hagerup, Kurt Mehlhorn, and Peter Sanders

Despite intensive resear
h for more than three de
ades, problems related to 
ows in networks

still motivate 
utting-edge algorithmi
 resear
h. Goldberg and Tarjan [4℄ introdu
ed the pre
ow-

push method for solving this problem. When this method is implemented with the highest-level

sele
tion rule, then both the running time and the number of pushes are known to be O(n

2

p

m),

where n is the number of nodes and m is the number of edges. In [1℄, we gave a new proof based

on a potential fun
tion argument. Potential fun
tion arguments may be preferable for analyzing

pre
ow-push algorithms, sin
e they are simple and generi
.

Re
ently, Goldberg and Rao [3℄ proposed the binary blo
king 
ow (BBF) algorithm for 
omput-

ing a maximum 
ow in a 
ow network with n nodes and m edges with integer 
apa
ities bounded

by U in time O(m� log(n

2

=m) logU), where � = minfm

1=2

; n

2=3

g. This is signi�
antly smaller

than the long-standing bound of O(n

3

= log n). It is therefore a natural question whether the new

algorithm might have a similar impa
t on the performan
e of a
tual implementations as the devel-

opment of pre
ow push algorithms had [2℄.

In order to investigate this question, we designed and analyzed a more general family of BBF

algorithms that have the same worst 
ase behavior as the original algorithm and 
ontain it as a
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spe
ial 
ase [5℄. In addition, some variants promise better performan
e in pra
ti
e. In parti
ular,

the algorithm by Goldberg and Rao builds a
y
li
 networks by 
ontra
ting strongly 
onne
ted


omponents of the network into single nodes, whi
h are guaranteed to be able to 
arry a 
ertain


ow �. It then 
omputes a blo
king 
ow on the resulting a
y
li
 network. In order to be able

to transfer this blo
king 
ow into an augmenting 
ow in the original network, all 
ow beyond

� is returned to the sour
e. In 
ontrast, our te
hnique repla
es strongly 
onne
ted 
omponents

by a
y
li
 networks with the property that any blo
king 
ow 
omputed on them 
an easily be

transferred into an augmenting 
ow for the original network.

We implemented several variants of this approa
h in C++ using the LEDA library and employed

the test instan
es and algorithms used in a previous study [2℄ to assess the performan
e of our

approa
h [5℄. It seems to be faster than the original BBF algorithm. This advantage 
an be fur-

ther ampli�ed using heuristi
s to in
rease the 
apa
ity of the a
y
li
 networks generated by the

algorithm. However, so far the BBF algorithm 
an only 
ompete with highly developed imple-

mentations of the pre
ow push te
hnique for rather few 
lasses of inputs. From the experiments

performed so far, it is hard to predi
t whether the BBF algorithm will eventually emerge as the

fastest algorithm for pra
ti
al inputs. There are too many untried potentially useful heuristi
s

and experien
e with pre
ow push algorithms suggests that heuristi
s 
an have a large impa
t on

pra
ti
al performan
e.
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Mimi
king Networks

Investigators: Shiva Chaudhuri and Christos Zaroliagis

One of the 
entral (and 
lassi
al) problems in network 
ows is the 
hara
terization of the 
ow

behavior of multi-terminal networks, i.e., networks with k > 2 terminals, �rst motivated and

solved by Gomory and Hu and later improved and simpli�ed by many others. The Gomory-Hu

approa
h, as well as its subsequent improvements and simpli�
ations, deals mainly with the 
ase

where every vertex of the network is a potential 
andidate for being a terminal. However, there

may be 
ases where the number of terminals is mu
h smaller than the number of verti
es in the

network.

Under this perspe
tive, there is a re
ent, renewed interest on the problem of 
hara
terizing

the 
ow behavior of networks with a small (usually 
onstant) number of terminals [1, 3℄. More

pre
isely, Hagerup et al. showed [3℄ that for any k-terminal network G there exists a network

M(G), 
alled a mimi
king network, with 2

2

k

verti
es | k of whi
h are terminals | that has the
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same feasible external 
ows as G. If, in addition, the input network is outerplanar, then Arikati et

al. showed [1℄ that there exists a better mimi
king network of size k

2

2

k+2

, whi
h is also outerplanar.

Mimi
king networks 
onstituted the main building blo
k in the development of optimal algorithms

for 
omputing a maximum s-t 
ow [3℄ and all-pairs min-
ut [1℄ in a bounded treewidth network

as well as of improved algorithms for 
omputing an s-t min-
ut and all-pairs min-
ut in planar

networks [1℄.

A natural question is whether there are more eÆ
ient 
onstru
tions of mimi
king networks,

i.e., 
onstru
tions su
h that jM(G)j does not depend single- or double-exponentially on k. We

have re
ently made a step forward in answering this question [2℄. Let S(k) denote the minimum

size of a mimi
king network for a k-terminal network. We have proved the following results (the

values in bra
kets are the previously best known results): S(4) = 5 [2

16

℄, S(5) = 6 [2

32

℄. For

bounded treewidth networks we showed S(k) = O(k) [2

2

k

℄, and for outerplanar networks we showed

S(k) � 10k � 6 [k

2

2

k+2

℄.
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The Min-Cut Problem

Investigator: Kurt Mehlhorn

The Stoer-Wagner algorithm [2℄ 
omputes a minimum 
ut in a weighted undire
ted graph G. The

algorithm works in n � 1 phases, where n is the number of nodes of G. Ea
h phase takes time

O(m+ n logn), where m is the number of edges of G, and 
omputes a pair of verti
es s and t and

a minimum 
ut separating s and t. In [1℄, we showed how to extend the algorithm su
h that ea
h

phase also 
omputes a maximum 
ow from s to t. The 
ow is 
omputed in O(m) additional time

and 
erti�es the 
ut 
omputed in that phase.
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Subminimum Edge Cuts of a Weighted Graph

Investigator: Zeev Nutov

Let � denote the minimum weight of an edge 
ut of a graph G = (V;E). The known 
a
tus-tree

model [2℄ represents the minimum weight 
uts of G in O(jV j) spa
e. It is used in related studies.

Several extensions were suggested for near minimum 
uts. For arbitrary nonnegative weights,
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Ben
zur [1℄ gave an O(jV j

2

)-spa
e geometri
 representation of the 
uts of weight less than

6

5

�.

For integral weights, Dinitz and Nutov [3℄ suggested two O(jV j)-spa
e stru
tures that represent

minimum and minimum+1 
uts: one for � odd, and the other for � even.

Let us 
all a 
ut of a weighted graph subminimum if its weight is the se
ond minimum. In

[4℄, we suggested an O(jV j)-spa
e representation for minimum and subminimum 
uts, provided the

weight of a subminimum 
ut is less than

4

3

�. This stru
ture generalizes and uni�es the ones for

minimum and minimum+1 
uts of an integrally weighted graph. The 
onstru
tion is based on a

new 
hara
terization of near-minimum edge 
ut families that are modeled by a spe
ial type of a


a
tus-tree.
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Average-Case Complexity of Shortest-Paths Problems

Investigators: Kurt Mehlhorn, Volker Priebe, and C. R. Subramanian

We studied the average-
ase 
omplexity of shortest-paths problems on di�erent 
lasses of random

n-vertex graphs, in
luding graphs that are generated a

ording to the usual G(n; p) model (with

unit and non-negative integer edge weights) and 
omplete graphs with arbitrary real edge weights.

In the G(n; p) model, ea
h possible edge of an n-vertex graph is 
hosen to exist with probability

p, independent of all the other edges. In [7℄, we showed that for any p, the all-pairs shortest-paths

problem 
an be solved in O(n

2

log n) time with high probability (that is, with failure probability

O(n

�


) for an arbitrary 
onstant 
). The algorithm uses as a subroutine an O(n

2

log n)-time

algorithm for �nding witnesses when two Boolean matri
es (one or both of whi
h are random)

are multiplied. We obtained the following stru
tural result about random graphs in the G(n; p)

model: For p � 18(log n)=n, between every pair of verti
es, there exists with high probability a

path 
onsisting of exa
tly d(log n)=(log log n)e edges. This bounds the diameter. This proof is

based on Janson inequalities [3℄.

In [8℄, we extended the work of [7℄ to the 
ase of integer weights. We assume that the input graph

is generated a

ording to the G(n; p) model and that ea
h existing edge is assigned a weight that is

drawn uniformly from f0; : : : ; n� 1g. For su
h a graph, we showed how to solve both the all-pairs

shortest-paths problem and the all-pairs bottlene
k-paths problem in O(n

2

log n) time with high

probability. In the bottlene
k-path problem, the weight of a path is the maximum weight of any edge

in it. In the pro
ess of analyzing these algorithms, we derive a stru
tural result on the existen
e of

paths with a spe
i�ed number of edges and bounded weight in su
h graphs. The analysis requires

a new probabilisti
 tool, namely a weighted analogue (WJI) of the Janson inequalities. The proof

of WJI is based on the FKG inequalities. WJI is useful in analyzing \mostly independent" random
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events. Even though one 
an apply the 
lassi
al se
ond-moment method, the failure probabilities

guaranteed by this method are not as low as those guaranteed by WJI.

Work is being 
arried out on eÆ
iently �nding shortest paths in semi-random graphs. Semi-

random graphs are a generalization of random graphs and this notion was introdu
ed as a way of

striking a balan
e between random graphs and worst-
ase adversaries.

We also 
ontinued our investigation of the average-
ase 
omplexity of shortest-paths problems

on graphs with arbitrary real edge weights. In [1℄, we studied the vertex-potential model , whi
h is a

family of probability distributions on 
omplete dire
ted graphs with arbitrary real edge weights but

without negative 
y
les. In the vertex-potential model, there is a (non-negative) random variable

r

i;j

for ea
h edge (i; j), i; j 2 [n℄, and a (real) potential �

i

for ea
h vertex i 2 [n℄. Note that we

allow the potentials to be arbitrarily 
hosen; this is a 
onsiderable generalization of the model we

studied earlier. The weight 


i;j

of ea
h edge (i; j) is de�ned by 


i;j

= r

i;j

� �

i

+ �

j

. Of 
ourse, only

the 


i;j

's are revealed to our algorithms and the r

i;j

's and �

i

's are hidden parameters of the model.

We des
ribed two algorithms that are tailored to inputs generated a

ording to the vertex-

potential model. They solve the single-sour
e shortest-paths problem in O(n

2

) expe
ted time and

the all-pairs shortest-paths problem in O(n

2

logn) expe
ted time, respe
tively. In both 
ases our

algorithms are reliable, that is, �nish their 
omputations within the respe
tive time bounds with

high probability.

Another, quite di�erent, probability distribution on graphs with arbitrary real edge weights

has been proposed by Kolliopoulos and Stein in [4℄. They give a reliable algorithm for the single-

sour
e shortest-paths problem with expe
ted running time O(n

2

logn). Their probabilisti
 analysis

is based on ours in [5℄. Our results on lower bounds (in the average 
ase) for the single-sour
e

shortest-paths problem from [5℄ have been extended by Galli [2℄.

A 
omplete overview of our results is given in [6℄ (to be submitted shortly).
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Resour
e Constrained Shortest Paths

Investigators: Kurt Mehlhorn and Mark Ziegelmann

The resour
e 
onstrained shortest path problem (RCSP) is the problem of �nding the shortest path

between two nodes in a graph whenever the traversal of an edge 
onsumes 
ertain resour
es and the

resour
es 
onsumed along the path must lie within given limits. The problem may be illustrated

as that of a traveler with a budget (a ve
tor of resour
es) who has to rea
h a given destination as

qui
kly as possible within the 
onstraints imposed by its budget. RCSP has numerous appli
ations

in operations resear
h and mission planning. Regarding the 
omplexity, it 
an be shown that RCSP

is NP-hard; however, there is an FPTAS for the problem [4℄.

Early work dealing with the exa
t solution of RCSP was done by Joks
h [5℄ who gave a dynami


programming formulation. Other possibilities are to solve the 
orresponding ILP formulation or to

simply adopt a path ranking pro
edure [2℄. However, for large problem instan
es these approa
hes

are often not eÆ
ient. Handler and Zang [3℄ presented an algorithm for the single resour
e 
ase

based upon Lagrangean relaxation and subsequent path ranking to �nd the original optimum.

Beasley and Christo�des [1℄ solved the multiple resour
es problem with a subgradient pro
edure

and a subsequent tree sear
h pro
edure also using problem redu
tions.

In [6℄, we 
onsidered RCSP for k resour
es and developed a method that, under 
ertain 
on-

ditions, eÆ
iently solves a relaxed LP formulation. We asso
iate ea
h path with a point in k + 1-

dimensional spa
e and try to �nd the fa
et of the lower hull that interse
ts the feasible region at

the bottommost point. This mat
hes the result in [3℄ for the single resour
e 
ase and often results

in better upper and lower bounds than [1℄ for multiple resour
es and thus provides a basis to solve

multiple resour
e RCSP more eÆ
iently.

We are 
urrently implementing the di�erent approa
hes to get an experimental 
omparison of

the methods.
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Tree De
omposition

Investigator: Torben Hagerup

The previous progress report des
ribed work of ours 
on
erning the parallel 
onstru
tion of tree

de
ompositions of graphs of bounded treewidth and the solution of dynami
 problems on su
h

graphs. Tree de
ompositions will not be de�ned here; for the following dis
ussion it suÆ
es to

know that a tree de
omposition of a graph is a tree 
hara
terized by two parameters, its width and

its diameter, with the treewidth of a graph G being the smallest width of any tree de
omposition
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of G. In a traditional sequential setting, having a tree de
omposition of small width is 
ru
ial,

sin
e the 
omplexity of almost anything that one may want to do with the tree de
omposition is

exponential in the width. In 
ontrast, the diameter of the tree de
omposition is of no importan
e. In

parallel and dynami
 settings, the width of a tree de
omposition is as important as in the sequential


ase, but the diameter of the de
omposition also a
quires importan
e, be
ause the exe
ution time

(in a parallel setting) or the query and update times (in a dynami
 setting) are proportional to the

diameter.

It was known before the resear
h reported here that every n-vertex graph of treewidth k has a

tree de
omposition of diameter O(log n) and width at most 3k+ 2 [1℄. By allowing a width slightly

larger than the minimum width, we 
an thus redu
e the diameter to a very low value. However,

enlarging the width ever so slightly is highly undesirable be
ause of the exponential dependen
e of

running time on width mentioned above. It is therefore natural to ask whether it is really ne
essary

to go from width k to width 3k + 2 in order to ensure a logarithmi
 diameter. In [2℄ we answered

this question 
ompletely. The answer turns out to be, \Almost, but not quite". More pre
isely, we

show that a logarithmi
 diameter 
an be preserved while the width is redu
ed to 3k�1, whereas it is

impossible in general to a
hieve a logarithmi
 diameter and a width of 3k�2 simultaneously. More

generally, we investigate the 
omplete tradeo� between width and diameter of tree de
ompositions.

For all integers n, k and K with 1 � k � K, let D(n; k;K) be the maximum, over all n-vertex

graphs G of treewidth k, of the minimum diameter of a tree de
omposition of G of width at most K.

We determine D(n; k;K), up to a 
onstant fa
tor, for all 
ombinations of n, k and K. When K is

bounded by a 
onstant (the 
ase of greatest pra
ti
al relevan
e), D(n; k;K) is �(n) for K � 2k�1,

�(

p

n) for 2k � K � 3k � 2, and �(log n) for K � 3k � 1.
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Average-Case Analysis of NP-hard Graph Problems

Investigator: C. R. Subramanian

Several graph problems (like k-
oloring, or �nding a Hamilton 
y
le) are NP-hard but are solvable

in polynomial time over suitable random instan
es. Even though random graphs tend to possess

stru
tural properties not ne
essarily present in a general graph, an algorithmi
 study of random

graphs 
ould lead to insights into how diÆ
ult the problem is. While the best known approximation

algorithms 
an only give a guarantee of

e

O(n

0:25

) 
olors on 3-
olorable graphs with n verti
es, it

is long known that random k-
olorable graphs 
an be k-
olored almost surely in polynomial time.

For some distributions, this 
an also be done in polynomial average time (p.av.t.) [3, 6℄.

Consider random graphs drawn by 
hoosing ea
h allowed edge independently with probability

p after initially partitioning the vertex set into k 
olor 
lasses of "roughly equal" (i.e. 
(n)) sizes.

We obtained a simple BFS-tree based approa
h [7℄ to separate the largest or smallest 
olor 
lass.

Repeating this pro
edure k � 1 times, one obtains a k-
oloring of G with high probability, if p �

n

�1+�

, � � X=

p

log n for some suÆ
iently large 
onstant X. Our algorithms have very small failure

probabilities. They are also mu
h simpler than previous algorithms based on spe
tral te
hniques
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[1℄ or semi-de�nite programming [4℄. An additional strength is that our algorithms 
an be further

modi�ed so as to have mu
h lower failure probabilities at the 
ost of running time. This helped us in

obtaining p.av.t. algorithms for the same range of p improving the previous results on p.av.t.
oloring

[6℄ where � is required to be above 1=4.

The BFS approa
h outlined before seems appli
able to other partitioning problems also. Using

this approa
h, we were able to show how to obtain a minimum bise
tion in random graphs [8℄.

Consider a random graph on 2n verti
es generated as follows. Partition the verti
es into A and

B of size n ea
h and in
lude every edge joining A and B with probability q and every other edge

with probability p � q. For q suÆ
iently smaller than p, A : B will be the unique optimal bise
tion

almost surely. Given su
h a graph, we prove that a simple algorithm based on growing BFS trees

outputs A : B almost surely, provided p is in the same range mentioned before. In simpli
ity, it is


omparable to the Metropolis algorithm of [5℄; still it works for a 
lass of distributions (determined

by p and p � q) almost 
omparable to those required by the more sophisti
ated algorithms based

on ellipsoid method [2℄ and semi-de�nite programming [4℄. In parti
ular, for p =

~


(n

�0:5

), the

algorithm su

eeds even if p � q be
omes as small as n

�0:5+Æ

for any small 
onstant Æ. As p � q

approa
hes n

�0:5

, A : B 
eases to be the unique optimal bise
tion.
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Robustness Analysis

Investigator: Roberto Solis-Oba

A fundamental problem in the study of dynami
 systems is that of measuring how sensitive a prob-

lem is to perturbations in its input. In some situations it is ne
essary to determine the maximum

e�e
t that bounded 
hanges in the whole input of a problem 
an have over the value of its solution,

so that sensitivity analysis does not suÆ
e. In [1, 2℄, we 
onsidered the important 
lass of matroid

optimization problems, and presented eÆ
ient algorithms to 
ompute the e�e
t that this type of


hange has over their solutions. The perturbability fun
tion of a matroid measures the maximum

in
rease in the weight of its minimum weight bases that 
an be produ
ed by in
reases of a given

total 
ost on the weights of its elements.
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Matroid theory provides an elegant stru
ture that 
aptures the essen
e of a large and important


lass of problems [3℄. There are matroid optimization problems in 
omputational biology, graph

theory, and ele
tri
al networks [4℄ for whi
h only estimates of the input values are available, or for

whi
h 
hanges in the input values are expe
ted. The perturbability fun
tions for these problems


an be used to assess the quality of their solutions. In [2℄, we presented a general algorithm for


omputing the perturbability fun
tion for any matroid. Our algorithm 
omputes the perturbability

fun
tion of a weighted matroid in O(m

5

n

2

+m

4

n

4

�) time, where m is the number of elements in the

matroid, n is its rank, and � is the time needed to test independen
e for a set of at most n elements.

As we show, the perturbability fun
tion is pie
ewise linear and it has at most mn breakpoints. Our

algorithm 
an 
ompute all the breakpoints of the fun
tion within the time bound stated above. For

the 
ase of transversal matroids, we gave an algorithm that 
omputes the perturbability fun
tion

in O(mn(m+ n

2

)jEj log(m

2

=jEj+ 2)) time, where E is the set of edges in the bipartite graph that

de�nes the transversal matroid.
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2.3 Implementing Algorithms

Fun with implementing algorithms

Investigator: Rudolf Fleis
her

Inventing new algorithms only makes sense if they are also put to use, i.e., if they are implemented

and used to solve some real problems. For many years, theoreti
al 
omputer s
ientists have not

bothered to take this side of the trade seriously. This has only re
ently 
hanged to some extent

[2℄. In [1℄, we argued that implementing algorithms is more than fun: it sharpens the view on the

�ne points of an algorithm or the problem itself; it 
an help to avoid publishing embarrassingly

erroneous results; and well animated algorithms 
an be used in tea
hing algorithms to supplement

the otherwise dry theoreti
al explanations.
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An Experimental Study of Dynami
 Algorithms for Dire
ted Graphs

Investigator: Christos Zaroliagis

Dynami
 graph algorithms have been an a
tive and blossoming resear
h �eld over the last years.

Many important theoreti
al results have been obtained for both fully and partially dynami
 mainte-

nan
e of several properties on undire
ted graphs. Re
ently, an equally important e�ort has started

to implement these te
hniques and show their pra
ti
al merits. For dire
ted graphs (digraphs), the

development of fully dynami
 algorithms turned out to be a very hard problem and most of the

resear
h so far has 
on
entrated on the design of partially dynami
 algorithms. However, despite

the number of interesting theoreti
al results a
hieved, very little has been done so far w.r.t. imple-

mentations even for the most fundamental problems.

In [3℄, we have made a step forward in bridging the gap between theoreti
al results for dire
ted

graphs and their implementation by 
ondu
ting an experimental study of several dynami
 algo-

rithms for transitive 
losure on digraphs (
onstituting the bulk of our work) as well as for depth

�rst sear
h (DFS) and topologi
al sorting on dire
ted a
y
li
 graphs (DAGs). For transitive 
lo-

sure, we have implemented the algorithms proposed in [1, 4, 5, 6, 8℄, plus several variants of them,

and several simple-minded algorithms that were easy to implement and likely to be fast in pra
ti
e.

We also developed a new algorithm, whi
h is a variant of Italiano's algorithms [5, 6℄ and whose

de
remental part applies to any digraph, not only to DAGs. For DFS and topologi
al sorting we

have implemented the in
remental algorithms for DAGs in [2, 7℄, and developed and implemented

a new simple de
remental algorithm for maintaining a DFS tree in a DAG. Our experiments have

been performed on several kinds of random inputs, non-random inputs that are worst-
ase inputs

for the dynami
 algorithms, and a real world graph (fragment of the Internet network).

For transitive 
losure and in the 
ase of random inputs, a �ne-tuned version of Italiano's algo-

rithms [5, 6℄ as well as our new variant of these algorithms were almost always the fastest in the

in
remental 
ase as well as in the de
remental 
ase for DAGs. In the de
remental 
ase for general

digraphs, the simple-minded algorithms were always signi�
antly faster than the de
remental al-

gorithm of [4℄ or our new variant of Italiano's algorithms. A similar behavior was observed in the

fully dynami
 
ase for general digraphs; a (perhaps not) surprising fa
t was that the theoreti
ally

fastest fully dynami
 algorithm of [4℄ was the slowest in pra
ti
e, even for a very small sequen
e of

operations (e.g., 10). In the fully-dynami
 
ase for DAGs, again the �ne-tuned version or our new

variant of Italiano's algorithms was the fastest when the initial graph was not sparse; in the sparse


ase, the simple-minded algorithms be
ame 
ompetitive. Our experiments with the internet graph

gave similar 
on
lusions to those obtained with the random inputs. In the 
ase of non-random

inputs, the simple-minded algorithms were signi�
antly faster than any of the dynami
 algorithms.

In the 
ase of topologi
al sorting and DFS,, our experiments showed that the dynami
 algorithms


onsidered were always faster than re
omputing from s
rat
h, espe
ially for sparse graphs.
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Animated Algorithms

Investigator: Rudolf Fleis
her

We 
ontinued our e�ort to build a library of animated online algorithms, the OnVis system (Online

Visualization system). We 
ompletely redesigned the 
entral server to make it more user-friendly

than the old prototype OnVis 1.0. A �rst version of OnVis 2.0 is now available [1℄. We also

implemented more online algorithms like, for example, algorithms for list update, bin pa
king,

graph exploration, lo
alization in trees, et
.

Re
ently, we also started another proje
t where we would like to animate all elementary data

stru
tures and algorithms of the LEDA library. This 
an serve as an animated LEDA manual over

the web, and will also quite likely be
ome a helpful tea
hing tool to supplement the otherwise quite

dry theoreti
al des
riptions of algorithms.
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3 Approximation and Online Algorithms

The a
tivity of our group in the area of approximation and online algorithms has 
onsiderably

in
reased during the last two years. Our resear
h in this �eld fo
uses mainly on theoreti
al issues;

however, some of the results have already been 
oupled with experimental work.

For a wide variety of important optimization problems, �nding an optimal solution is 
ompu-

tationally hard. In fa
t, for many of these problems, there is strong (mathemati
al) eviden
e that

shows that { ex
ept for instan
es of small size { there does not exist an eÆ
ient algorithm to �nd

optimal solutions. A 
ommon way of dealing with su
h problems is to design eÆ
ient algorithms

that 
ompute provably \good" approximate solutions, i.e., feasible solutions that approximate the

optimum within a small relative a

ura
y. This trading of optimality for tra
tability is the main

paradigm of approximation algorithms.

The members of our group have approa
hed a great variety of optimization problems from the

point of view of approximation. We 
onsidered network 
ow problems and provided new 
ombinato-

rial polynomial-time algorithms for 
omputing approximate multi
ommodity and unsplittable 
ows.

We also studied integrated prefet
hing and 
a
hing, and gave a polynomial-time D-approximation

algorithm for the stall time minimization problem with D parallel disks. For the general 
a
hing

problem, where the requested pages 
an be of di�erent sizes and 
osts, we proved that 
onstant

approximation 
an be a
hieved in polynomial time when it is allowed to use a limited amount of

additional memory. For dynami
 storage allo
ation, we developed a fast 3-approximation algo-

rithm. Di�erent optimization problems on graphs were also examined by members of our group. In

parti
ular, 
onstant approximation algorithms were presented for �nding spanning trees in graphs

with a maximum number of leaves and 
omputing the a
hromati
 number of trees. There was ex-

tensive work by group members on s
heduling. This in
ludes linear-time approximation s
hemes for

various preemptive and non-preemptive makespan minimization problems with any �xed number

of ma
hines in
luding s
heduling on unrelated parallel ma
hines and job shop, as well as malleable

and non-malleable multipro
essor task s
heduling. We have also obtained interesting results on

binpa
king, wavelength assignment in opti
al networks, and node-
onne
tivity problems.

Online 
omputation is de
ision-making with in
omplete information. Typi
ally, an online algo-

rithm re
eives a sequen
e of requests and must rea
t immediately to ea
h of these requests without

knowing future requests. An online algorithm A is 
alled 
-
ompetitive if, for every request se-

quen
e, the solution 
omputed by A is at most a fa
tor of 
 away from an optimal solution for that

sequen
e. During the last two years we have investigated a large variety of online problems.

A fundamental problem that we have examined is delay in online algorithms. In a delay model,

at any time-step, an online algorithm does not have up-to-date information for that time-step and/or

a de
ision taken at that time-step does not have an immediate e�e
t. We have studied several basi


online problems with respe
t to delay and gave tight or nearly tight analyses. We have introdu
ed

the Bahn
ard problem whi
h is a generalization of the well-known ski rental problem. The Bahn
ard

is a railway pass of the German railway 
ompany that entitles the holder to a 50% pri
e redu
tion

on ti
kets. We have devised optimal and nearly optimal deterministi
 and randomized strategies for

buying a Bahn
ard. Another line of resear
h 
on
entrates on online s
heduling. We 
onsider a basi


problem where jobs have to be s
heduled on m identi
al ma
hines so as to minimize the makespan.

For small ma
hine numbers m (m = 2; 3), we have developed barely random algorithms that use

only a 
onstant number of random bits regardless of the length of the input sequen
e. Additionally,

we presented improved bounds for the problem variant where jobs may be reje
ted. Other online

problems that we have addressed in
lude robot exploration, page repli
ation, bin pa
king and 
all

admission.
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3.1 Approximation Algorithms

S
heduling Unrelated Parallel Ma
hines

Investigators: Klaus Jansen and Lorant Porkolab

A fundamental problem in s
heduling theory is that of s
heduling n independent jobs onm unrelated

parallel ma
hines. Ea
h job has to be pro
essed by exa
tly one ma
hine, and pro
essing job j on

ma
hine i requires p

ij

time units. The obje
tive is to minimize the makespan, i.e. the maximum

job 
ompletion time.

This problem is known to be NP-hard even when there are only 2 ma
hines. Lenstra, Shmoys

and Tardos [3℄ gave a polynomial-time 2-approximation algorithm for the problem, and this is still

the 
urrently best approximation ratio a
hieved in polynomial time. They also proved that for

any � < 1=2, no polynomial-time (1 + �)-approximation algorithm exists, unless P=NP. When the

number of ma
hines m is �xed, the problem be
omes easier. Horowitz and Sahni [1℄ proved that for

any � > 0, an (1 + �)-approximate solution 
an be 
omputed in O(nm(nm=�)

m�1

) time. Lenstra et

al.g [3℄ also gave an approximation s
heme for the problem with a running time whi
h is bounded

by a produ
t of (n+ 1)

m=�

and a polynomial of the input size.

In [2℄ we present a new approximation s
heme for the problem whose running time is n(m=�)

O(m)

.

If there are only a 
onstant number of ma
hines, it gives a fully polynomial-time approximation

s
heme whi
h 
omputes for any �xed � > 0 an (1 + �)-approximate solution in O(n) time. This

linear 
omplexity bound is a substantial improvement in terms of n 
ompared to the above men-

tioned results. For the preemptive version of the general problem we propose a fully polynomial

approximation s
heme whose running time depends also only linearly on n.

Re
ently a variant of the above problem was 
onsidered, where pro
essing job j on ma
hine

i in
urs a 
ost of 


ij

. In this problem the obje
tive is to �nd a s
hedule of bounded makespan

and 
ost. Shmoys and Tardos [4℄ designed a polynomial-time algorithm that, given values C and

T , �nds a s
hedule with 
ost at most C and makespan at most 2T , if a s
hedule of 
ost C and

makespan at most T exists. We designed an approximation s
heme [2℄ that, given values T and C,


omputes in n(m=�)

O(m)

time for any � > 0 a s
hedule of length at most (1 + �)T and 
ost at most

(1 + �)C, if there exists a s
hedule of makespan T and 
ost C. When m is 
onstant, this algorithm

is a fully polynomial-time approximation s
heme that runs in O(n) time for any �xed � > 0.
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Job Shop S
heduling

Investigators: Klaus Jansen and Roberto Solis-Oba

In the job shop s
heduling problem, there is a set J = fJ

1

; : : : ; J

n

g of n jobs that must be pro
essed

on a group M = f1; : : : ;mg of m ma
hines. Ea
h job J

j


onsists of a sequen
e of operations

O

1j

; O

2j

; : : : ; O

�j

, where Operation O

ij

must be pro
essed without interruption on ma
hine m

ij

2

f1; : : : ;mg during p

ij

time units. The operations O

1j

; O

2j

; : : : ; O

�j

must be pro
essed one after

another in the given order and ea
h ma
hine 
an pro
ess at most one operation at a time.

The job shop s
heduling problem is 
onsidered to be one of the most diÆ
ult problems in


ombinatorial optimization. Even very 
onstrained versions of the problem are strongly NP-hard.

Two other widely studied shop s
heduling problems are the 
ow shop and the open shop problems.

Williamson et al.g [6℄ proved that for any � < 5=4, the existen
e of a �-approximation algorithm

for any of the above shop s
heduling problems would imply that P=NP.

For the 
ase that the number m of ma
hines is �xed, Hall [1℄ has developed a polynomial time

approximation s
heme for 
ow shops, while Sevastianov and Woeginger [5℄ designed an O(n logn)

time approximation s
heme for open shops. For the 
ase of job shops with �xed m and �, we have

designed a linear time approximation s
heme [3, 2℄.

The idea behind our algorithm is to divide the set of jobs J into two groups L and S formed by

jobs with \large" and \small" total pro
essing time, respe
tively. We �x a relative ordering for the

long jobs and �nd a s
hedule for the small jobs using a linear program. Then we round the solution

for the linear program so that only a 
onstant number of small jobs are preempted. These jobs are

s
heduled sequentially at the end of the solution. The linear program indu
es a partition on the set

of small jobs, and the rounded solution might be infeasible in ea
h group of this partition. We use

Sevastianov's [4℄ algorithm independently on ea
h group to �nd a feasible s
hedule for the whole

set of jobs.

We show that the approximation s
heme 
an be generalized also to the preemptive version of

the job shop s
heduling problem and to the job shop problem with release and delivery times. We


an also handle more general problems, like the 
exible job shop problem, in whi
h there is a group

of ma
hines that 
an pro
ess any job, and the dag job shop problem, in whi
h only a partial order

is spe
i�ed for the exe
ution order of the operations of a job.
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S
heduling Malleable Parallel Tasks

Investigators: Klaus Jansen and Lorant Porkolab

The problem of s
heduling malleable parallel tasks is de�ned as follows. Let T = fT

0

; : : : ; T

n�1

g

be a set of tasks, let m identi
al pro
essors be given, and let M = f1; : : : ;mg. Ea
h task T

j

has an asso
iated fun
tion t

j

: M ! Q

+

that gives the exe
ution time t

j

(`) of task T

j

in terms

of the number of pro
essors ` that are assigned to T

j

. If �

j

pro
essors are alloted to task T

j

,

all these pro
essors are required to exe
ute task T

j

in union and without preemption. A feasible

non-preemptive s
hedule 
onsists of a pro
essor allotment and a starting time �

j

� 0 for ea
h task

T

j

su
h that at ea
h time � , the number of a
tive pro
essors does not ex
eed the total number of

pro
essors. The obje
tive is to �nd a feasible non-preemptive s
hedule that minimizes the overall

makespan.

This problem has been studied in several re
ent papers, see e.g. [1, 3℄. The problem of s
hedul-

ing non-malleable parallel tasks is a restri
tion of the above problem in whi
h the pro
essor allot-

ments are known a priori. Closely related problems are re
tangle pa
king and resour
e 
onstrained

s
heduling. The problems of s
heduling malleable and non-malleable parallel tasks are strongly NP-

hard even when the number of pro
essors is 
onstant [1℄, but their optimum 
an be approximated

within a fa
tor of 2 [3℄.

In [2℄ we studied the problem under the assumption that there are only a 
onstant number of

pro
essors. We designed linear time approximation s
hemes for both malleable and non-malleable

parallel task s
heduling. The algorithm �rst 
omputes d

j

= min

`=1;::: ;m

t

j

(`) for ea
h task T

j

and

sele
ts a 
onstant number k = k(m; �) of tasks T

j

1

; : : : ; T

j

k

with the largest d

j

values. Next, it


onstru
ts all relative s
hedules for the set L = fT

j

1

; : : : ; T

j

k

g. For ea
h relative s
hedule, we


onsider an integer program for s
heduling all tasks in T su
h that the relative s
hedule of L is

respe
ted. The linear programming relaxation of this integer program 
an be de
omposed into

two parts: a fra
tional pa
king problem and a linear program with a 
onstant number of variables

and 
onstraints. By using this de
omposition and an approximation s
heme for fra
tional pa
king

problems, the algorithm solves the linear programming relaxation approximately. We show that

the makespan of the s
hedule produ
ed by this pro
edure is at most (1 + �) times the optimum.
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Mutual Ex
lusion S
heduling

Investigator: Klaus Jansen

The following problem arises in s
heduling theory: there are n jobs that must be 
ompleted on

m pro
essors in minimum time t. A pro
essor 
an exe
ute only one job at a time, and ea
h

job requires one time unit for 
ompletion. The s
heduling is 
ompli
ated by additional resour
e

requirements(e.g. I-O devi
es, 
ommuni
ation links). A job 
an only be s
heduled on a pro
essor

in a given time unit after it has an ex
lusive lo
k on all required resour
es. One appli
ation arises in
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load balan
ing the parallel solution of partial di�erential equations (pde's) by domain de
omposition

[1℄. The domain for the pde's is de
omposed into regions where ea
h region 
orresponds to a

sub
omputation. The sub
omputations are s
heduled on m pro
essors so that sub
omputations


orresponding to regions that tou
h at even one point are not performed simultaneously.

These s
heduling problems 
an be solved by 
reating an undire
ted graph G = (V;E) with a

vertex for ea
h of the n jobs, and an edge between every pair of 
on
i
ting jobs. In ea
h time

step, we 
an exe
ute any subset U � V of jobs for whi
h jU j � m and U is an independent set

in G. A minimum length s
hedule 
orresponds to a partition of V into a minimum number t of

su
h independent sets. Baker and Co�man 
alled this graph-theoreti
al problem Mutual Ex
lusion

S
heduling.

In [2℄ we proved the following result: For ea
h 
onstant m � 6, the Mutual Ex
lusion problem is

NP-
omplete for permutation and also for 
omparability graphs. Finding the 
omplexity for smaller


onstants (m = 3; 4; 5) 
ould be a step to the solution of the famous open m-ma
hine s
heduling

problem with unit times.
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Network Flow Problems

Investigators: Naveen Garg and Jo
hen K�onemann

In [2℄ we 
onsider the problem of designing fast, 
ombinatorial approximation algorithms for mul-

ti
ommodity 
ows and other fra
tional pa
king problems. We provide a new approa
h to these

problems, whi
h yields faster and mu
h simpler algorithms. In parti
ular, we provide the �rst

polynomial-time, 
ombinatorial approximation algorithm for the fra
tional pa
king problem whose

running time is strongly polynomial. Our approa
h also allows us to substitute shortest path 
om-

putations for min-
ost 
ow 
omputations in 
omputing maximum 
on
urrent 
ow and min-
ost

multi
ommodity 
ow; this yields mu
h faster algorithms when the number of 
ommodities is large.

In [1℄ we studied another network 
ow problem. Let G = (V;E) be a 
apa
itated dire
ted graph

with a sour
e s and k terminals t

i

with demands d

i

, 1 � i � k. We would like to 
on
urrently

route every demand on a single path from s to the 
orresponding terminal without violating the


apa
ities. There are several interesting and important variations of this unsplittable 
ow problem.

If the ne
essary 
ut 
ondition is satis�ed, we show how to 
ompute an unsplittable 
ow satisfying

the demands su
h that the total 
ow through any edge ex
eeds its 
apa
ity by at most the maximum

demand. For graphs in whi
h all 
apa
ities are at least the maximum demand, we therefore obtain

an unsplittable 
ow with 
ongestion at most 2, and this result is the best possible. Furthermore, we

show that all demands 
an be routed unsplittably in 5 rounds, i.e., all demands 
an be 
olle
tively

satis�ed by the union of 5 unsplittable 
ows. Finally, we show that 22.6% of the total demand 
an

be satis�ed unsplittably.

These results are extended to the 
ase when the 
ut 
ondition is not ne
essarily satis�ed. We

derive a 2-approximation algorithm for 
ongestion, a 5-approximation algorithm for the number of

rounds, and a 4:43 = 1=0:226-approximation algorithm for the maximum routable demand.
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Integrated Prefet
hing and Ca
hing

Investigators: Susanne Albers, Naveen Garg, and Stefano Leonardi

Prefet
hing and 
a
hing are powerful tools for in
reasing the performan
e of �le and database

systems. Both tools have separately been the subje
ts of extensive theoreti
al and experimental

studies. However, only re
ently have resear
hers started looking at these te
hniques in an integrated

manner. In a seminal work Cao et al.g [2℄ introdu
ed a model that allows an algorithmi
 study of

the problem. We are given a request sequen
e � and a 
a
he of size k. Ea
h request in � spe
i�es a

memory blo
k stored on disk. We emphasize that we study the o�ine problem in whi
h the entire

request sequen
e is given in advan
e. Serving a request takes one time-unit. Fet
hing a blo
k not

in 
a
he takes F time-units. If we initiate a prefet
h to the blo
k some i requests before the a
tual

referen
e, then the pro
essor has to stall for F � i time-units. When loading a blo
k into 
a
he

we also have to evi
t a blo
k from 
a
he. The goal is to minimize the total pro
essor stall time

in
urred in serving the request sequen
e.

For single disk systems, Cao et al.g [2℄ gave a minf2; 1 +

F

k

g-approximation algorithm. This

algorithm approximates the elapsed time, whi
h is the sum of the pro
essor stall time and the

length of the request sequen
e. For systems with D parallel disks, Kimbrel and Karlin [3℄ gave a

(1 +D

F

k

)-approximation for the elapsed time.

In [1℄ we present a new approa
h to the problem of minimizing stall time in single and parallel

disk systems. We formulate the problems as integer programs and solve linear relaxations of these

programs. We �rst prove that for single disk systems, an optimum prefet
hing and 
a
hing s
hedule


an be 
omuputed in polynomial time. In parti
ular, we show that any optimum fra
tional solution

of our linear program 
an be written as a 
onvex 
ombination of (polynomially many) integral

solutions. This is equivalent to saying that there is an optimum solution to the linear program that

is integral. For parallel disk systems, we 
onsider the problem of minimizing the total stall time

instead of the total elapsed time. While minimizing these two measures is equivalent, approximating

total stall time is harder than approximating elapsed time, sin
e the length of the sequen
e is not

part of our obje
tive fun
tion. We give a D-approximation algorithm for minimal total stall time.

The solution 
onstru
ted uses at most D�1 additional memory lo
ations in 
a
he. This is a
tually

very small | D is typi
ally 4 or 5 | when 
ompared with the size of the 
a
he. Note that for

D = 1, we obtain our optimum algorithm for the single disk 
ase. Another pleasing feature of our

algorithm is that, if a sequen
e 
an be served with zero stall time, we obtain a s
hedule that has

no stall either and uses at most D � 1 extra memory lo
ations in 
a
he.
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General Ca
hing Problems

Investigator: Susanne Albers

Ca
hing (paging) is a well studied problem in online algorithms, usually studied under the assump-

tion that all pages have a uniform size and a uniform fault 
ost (uniform 
a
hing). However, re
ent

appli
ations related to the World Wide Web involve situations in whi
h pages 
an be of di�erent

sizes and 
osts. This general 
a
hing problem seems more intri
ate than the uniform version. In

parti
ular, the o�ine 
ase itself is NP-hard. Only a few results exist for the general 
a
hing prob-

lem. Irani [2℄ gave o�ine approximation algorithms for the Bit and the Fault Models. In the Bit

Model, the 
ost of loading a page into 
a
he is equal to the size of the page. In the Fault Model, the

loading 
ost is 1, independent of the size of the page. The approximation ratios a
hieved by Irani

are O(log k), where k is the ratio of the 
a
he size to the size of the smallest page ever requested.

In [1℄ we develop improved o�ine page repla
ement poli
ies for the general 
a
hing problem.

Our �rst main result is that by using only a small amount of additional memory, say O(1) times

the largest page size, we 
an obtain an O(1)-approximation to the general 
a
hing problem. Note

that the largest page size, whi
h we denote by S, is typi
ally a very small fra
tion of the total


a
he size, say 1%. In the Bit Model we a
hieve a 1-approximation, i.e. a solution with optimum

loading 
ost, using an extra spa
e of S. In the Fault Model, we obtain a 2-approximation using

2S extra spa
e. We also 
onsider the General Cost Model where the loading 
ost of a page 
an be

arbitrary. We a
hieve a 10-approximation using 4S extra spa
e. More generally, we 
an develop

trade-o�s between the approximation ratios and the extra spa
e used. In the Fault Model, the

best approximation ratio we obtain is 1 + �, for any � > 0. In the General Model, the best ratio

is 4 + �. Our se
ond result in [1℄ is that when no additional memory is allowed, one 
an obtain

an O(log(M +C))-approximation where M and C denote the 
a
he size and the largest page fault


ost, respe
tively. Our results use a new rounding te
hnique for linear programs, whi
h may be

of independent interest. We also present a randomized online algorithm for the Bit Model whi
h

a
hieves a 
ompetitive ratio of O(ln(1 + 1=
)) while using M(1 + 
) memory.
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Algorithms for Compile-Time Memory Optimization

Investigator: Jordan Gergov

Given a program in a stru
tured programming language, the 
ompiler 
an use 
ontrol-
ow analysis

te
hniques to determine pairs of sour
e-
ode obje
ts (e.g. arrays or stru
tures) su
h that the obje
ts

in ea
h pair 
annot \interfere" with ea
h other at run-time and, hen
e, 
an share memory. The

Compile-Time Memory Allo
ation problem (CMA) is to 
onstru
t a memory allo
ation for all

obje
ts su
h that the memory usage is minimized and memory regions of obje
ts that do not

\interfere" at run-time are allowed to overlap [1℄.
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In [3℄, we propose the �rst polynomial-time algorithm for CMA with a performan
e guarantee.

Our approa
h is based on a novel algorithm for o�-line Dynami
 Storage Allo
ation (DSA). DSA


an be viewed as a spe
ial 
ase of CMA and has a number of independent appli
ations, for instan
e,

in 
hannel routing, logisti
s, and 
ommuni
ation proto
ols. In geometri
 terms, the input of DSA


onsists of n re
tangles that are des
ribed by n triples of numbers f(s

1

; r

1

; 


1

); : : : ; (s

n

; r

n

; 


n

)g.

Ea
h triple (s

i

; r

i

; 


i

) 
orresponds to an axis-parallel re
tangle with a proje
tion (r

i

; 


i

) on the x-

axis and a proje
tion of length s

i

on the y-axis. We are only allowed to slide the re
tangles along

the y-axis while the x-proje
tions of all re
tangles stay �xed as in the input. The obje
tive is to

pa
k all re
tangles in a horizontal strip of minimum height. We give a new and simple O(n log n)

time 3-approximation for DSA [3℄. This result improves the best previous approximation ratio

of 5 [2℄. The key idea behind our 3-approximation is an in
remental 
onstru
tion of a 2-allo
ation.

The 
on
ept of 2-allo
ation was introdu
ed in [2℄ in order to show that the lower bound on the

performan
e of on-line 
oloring-based DSA approximations 
an be improved.
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Spanning Trees with Maximum Number of Leaves

Investigator: Roberto Solis-Oba

The problem of �nding a spanning tree with the maximum number of leaves has appli
ations in

the design of 
ommuni
ation networks, 
ir
uit layouts, and in distributed systems. Galbiati et al.g

[1℄ have proven that the problem is MAXSNP-
omplete. In [5℄ we presented a 2-approximation

algorithm for the problem, improving on the previous best performan
e ratio of 3 a
hieved by an

algorithm of Ravi and Lu [4℄.

This problem is, from the point of view of optimization, equivalent to the problem of �nding

a minimum 
onne
ted dominating set. But the problems are very di�erent when 
onsidering how

well their solutions 
an be approximated. Khuller and Guha [2℄ show that the minimum 
onne
ted

dominating set problem 
annot be approximated within ratio (1�o(1)) ln n. However, the solution

to the problem of �nding a spanning tree with the maximum number of leaves is approximable

within a 
onstant of the optimum value [4℄. There are several papers that deal with the question

of determining the largest value `

k

su
h that every 
onne
ted graph with minimum degree k has a

spanning tree with at least `

k

leaves [3℄.

Ravi and Lu [4℄ introdu
ed the 
on
ept of a leafy forest that allowed them to design an eÆ
ient

3-approximation algorithm for the problem. We improve on the algorithm by Ravi and Lu by

providing a linear time algorithm that �nds a spanning tree with at least half of the number of

leaves in any spanning tree of a given undire
ted graph. Our algorithm uses expansion rules, similar

to those in [3℄. However, we assign priorities to the rules and use them to build a forest instead of

a tree as in [3℄.

Informally, expansion rules of low priority in
rease by a small amount the number of leaves in

the forest, while rules of high priority in
rease this number by a large amount. We show that ea
h

rule of low priority adds to the forest at least one vertex that must be internal in any optimal
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tree T

�

. Moreover, we show that this set of internal verti
es is di�erent from the internal verti
es

required to inter
onne
t the subtrees indu
ed in T

�

by the verti
es spanned by F . By 
areful

implementation, the algorithm 
an be made to run in linear time.

We also 
onsider the variant of the problem in whi
h a given set of verti
es S must be leaves

and a spanning tree T

S

with maximum number of leaves subje
t to this 
onstraint is sought. By

using the above algorithm, we redu
e this problem to a variant of the set 
overing problem in

whi
h instead of minimizing the size of a 
over, we want to maximize the number of sets that

do not belong to the 
over. We present a simple heuristi
 for this latter problem, whi
h yields a

(5=2)-approximation algorithm for �nding the spanning tree T

S

.
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Rooted Spanning Trees with Small Weight and Average Length

Investigator: Roberto Solis-Oba

Let G = (V;E) be an undire
ted graph with non-negative weights on the edges. Let T be a spanning

tree of G with root r. We denote by w(T ) the sum of the weights of the edges in T . For a vertex

v 2 V , let T

v

be the path in T from r to v. The weight of path T

v

is the sum of the weights of

its edges. The total length of T , denoted as d(T ), is the sum of the weights of the paths T

v

for all

verti
es v 2 V .

In [1℄ we studied the problem of �nding a spanning tree of G that minimizes the fun
tion

f

�

(T ) = �w(T )+(1��)d(T ) for a given value of the parameter �, 0 � � � 1. Possible appli
ations

for this problem in
lude multi
asting routing in trees and VLSI design.

Given a rooted spanning tree T , the multipli
ity m(e) of an edge e 2 T is the number of paths

from the root to verti
es in the tree that use edge e. The total length of T 
an be written as

d(T ) =

P

e2T

m(e)w(e). Hen
e f

�

(T ) =

P

e2T

[� + (1 � �)m(e)℄w(e). This form shows expli
itly

the 
ontribution of every edge to the total value of the fun
tion.

There might be situations in whi
h the 
ost of using edge e is not proportional to its multipli
ity.

Suppose for example that it is desired to build a tree in whi
h the failure of any link a�e
ts only

a small set of verti
es. In su
h a tree the multipli
ities of the edges should be kept small. To �nd

this tree we 
an use an obje
tive fun
tion that assigns to ea
h edge a 
ost that is super-linear in

its multipli
ity.

In [1℄ we show that the problem of �nding a rooted spanning tree T that minimizes the fun
tion

f

�

(T ) = �w(T ) + (1 � �)d(T ) is NP-hard for all values 0 < � < 1. Note that when � = 1,

the problem redu
es to that of �nding a minimum spanning tree, and when � = 0, the problem

51



The Algorithms and Complexity Group

is equivalent to �nding a shortest path tree. Interestingly, the problem is NP-hard for all other

values of � in the interval [0; 1℄. We present an approximation algorithm that, for any value of the

parameter �, �nds a spanning tree T of value no more than 1 +

p

2 times larger than the value of

the optimal tree.

We present an interpretation of the multipli
ities of the edges in a spanning tree in terms of


ows. This interpretation allows us to derive a lower bound for the optimal value of the fun
tion

f

g

(T ) =

P

e2T

g(m(e)). For the 
ase when g is a 
onvex fun
tion, we 
an use te
hniques from


onvex minimum 
ost 
ows to 
ompute an integer 
ow F of value equal to the lower bound. By


arefully re-routing fra
tions of the 
ow F , we 
an 
onstru
t a spanning tree T for whi
h we are

able to bound its value f

g

(T ) in terms of the lower bound.
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Approximating the A
hromati
 Number

Investigator: Piotr Krysta

The a
hromati
 number problem on a graph G is: 
ompute the maximum size k of a vertex 
oloring

of G, where every pair of the k 
olors is assigned to some pair of adja
ent verti
es and adja
ent

verti
es are 
olored with di�erent 
olors (su
h k is 
alled the a
hromati
 number of G). Yannakakis

and Gavril [6℄ showed that the a
hromati
 number problem is NP-
omplete. It is NP-
omplete also

for bipartite graphs [4℄. Cairnie and Edwards [1℄ showed that the problem is NP-
omplete even

for trees. Cairnie and Edwards [2℄ have proved that the problem for trees with 
onstant maximum

degree 
an be solved in polynomial time. The running time of their algorithm is 
(m

126

), where

m is the number of edges of the tree.

In [5℄ we study 
ombinatorial methods for approximating the a
hromati
 number problem. Our

�rst result is a 2-approximation algorithm for trees, whi
h improves the 7-approximation algorithm

of Chaudhary and Vishwanathan [3℄. Let d(n) be some (possibly in
reasing) fun
tion and T be a

tree with n verti
es. For the 
ase that the maximum degree of T is bounded by d(n), we developed

an alternative to the previous, 
ombinatorial approa
h to the problem. This let us redu
e the

approximation ratio of 2 to 1:582. An additional result is a 1:155-approximation algorithm for

binary trees, i.e. for trees with maximum degree 3. The ratios 1:582 and 1:155 are proved to

hold asymptoti
ally as the a
hromati
 number grows. For example, the �rst algorithm produ
es an

a
hromati
 
oloring with at least

1

1:582

	(T )�O(d(n)) 
olors, where 	(T ) is the a
hromati
 number

of T . We show that the algorithms for bounded degree trees 
an be implemented in linear time in

the unit 
ost RAM model. Although our algorithms for bounded degree trees are approximate and

the algorithm of [2℄ for 
onstant degree trees is an exa
t one, our algorithms have linear running

time and they also work on trees with larger maximum degree (e.g.,d(n) = O(log(n)) or even for

d(n) = (n � 1)

1=4

). Our next result is an O(n

3=8

)-approximation algorithm for graphs with n

verti
es and with girth (i.e. length of the shortest 
y
le) at least six. This algorithm improves the

O(n

1=2

)-approximation in [3℄. We also improve a result of Farber et al.g [4℄ giving a better lower

bound for the a
hromati
 number of binary trees.
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Bounded Fa
ility Lo
ation

Investigators: Piotr Krysta and Roberto Solis-Oba

The bounded k-median problem is to sele
t, in an undire
ted graph G = (V;E), a set S of k verti
es

(
alled 
enters) su
h that the maximum distan
e from a vertex v 2 V n S to S is at most a given

bound d and the average distan
e from verti
es in V n S to S is minimized. Let G = (V;E) be

a graph with a minimum dominating set of size k. When all edge lengths are 1, and d = 1, the

bounded k-median problem is equivalent to the minimum dominating set problem. The bounded

k-median problem is also a generalization of the k-
enter problem. In the bounded un
apa
itated

fa
ility lo
ation problem, given a graph G = (V;E), there is a set F � V of possible lo
ations

for fa
ilities. Ea
h vertex i 2 F has asso
iated a 
ost f

i

for opening a fa
ility there. The 
ost

of servi
ing a vertex v 2 V n F is the distan
e from v to the nearest fa
ility. The goal is to �nd

lo
ations for the fa
ilities so that the total 
ost of servi
ing the verti
es v 2 V n F plus the total


ost for opening fa
ilities is minimized, and the maximum servi
ing 
ost is at most a given bound

d.

In [5℄ we study bounded fa
ility lo
ation problems. Let the servi
e 
ost of a vertex be the

distan
e from the vertex to its 
losest 
enter. We prove that the bounded k-median problem is

Max SNP -hard even when all edge lengths are 1, and d = 2. Moreover, by extending ideas of [2℄,

we prove that the solution of the problem 
annot be approximated in polynomial time within a

fa
tor smaller than 1:367 unless NP � DTIME(n

O(log log n)

).

We present a te
hnique for designing randomized approximation algorithms for several versions

of the bounded k-median problem when all edge lengths are 1 (in these algorithms the stated perfor-

man
e ratio and number of 
enters are expe
ted values): (i) a 1:4212-approximation algorithm for

the bounded k-median problem that, with high probability, uses at most 2k 
enters and has maxi-

mum servi
e 
ost 2d, (ii) a 1:7768-approximation algorithm for the bounded k-median problem that

uses at most k 
enters, and has maximum servi
e 
ost 3d, (iii) a 1:9321-approximation algorithm

for the bounded k-median problem with maximum servi
e 
ost 3d when the verti
es have weights

f1;+1g. For the bounded k-median problem we also give a deterministi
 1:5-approximation algo-

rithm that uses at most 2k 
enters and has servi
e 
ost at most 2d. We give also approximation

algorithms for a fault tolerant bounded k-median problem: the bounded p-neighbor k-median prob-

lem. These algorithms improve, on average, the approximation ratios of the algorithms [3, 4℄ for
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the unbounded k-
enter and p-neighbor k-
enter problems in the 
ase of unit edge lengths. For

arbitrary edge lengths, we extend algorithms of [2, 1, 7, 6℄ for the k-median problem, and for

the 
apa
itated and un
apa
itated fa
ility lo
ation problems. These algorithms have the same

performan
e guarantees as the original ones, and they bound the maximum servi
e 
ost of every

vertex.
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Rooted Node-Conne
tivity Problems

Investigator: Zeev Nutov

Conne
tivity problems have important appli
ations in areas su
h as network design and reliability

analysis. A fundamental problem in this area is the survivable network design problem: Given

an undire
ted graph with nonnegative 
osts on the edges, �nd the 
heapest subgraph su
h that

for every pair of nodes fi; jg, there are k

ij

internally vertex disjoint i $ j-paths. Most of these

problems are NP-hard, and so approximation algorithms are of interest. No eÆ
ient approximation

algorithm for this problem is known, ex
ept a 3-approximation algorithm of Ravi and Williamson

[5℄ for the 
ase k

ij

� 2. A parti
ularly important 
ase of the survivable network design problem

is the problem of �nding the 
heapest k-
onne
ted spanning subgraph, that is the 
ase of uniform

requirements k

ij

= k for every fi; jg. A few approximation algorithms are known for this problem.

For an arbitrary k, [5℄ gives a 2H(k)-approximation algorithm, where H(k) = 1 +

1

2

+ : : :+

1

k

.

We 
onsider a problem that is \sandwi
hed" between the two problems des
ribed above. The

multiroot k-out
onne
ted subgraph problem is: Given an undire
ted graph G with nonnegative 
osts

on the edges, a ve
tor of q root nodes

~

R = (r

1

; : : : ; r

q

), and a ve
tor

~

K = (k

1

; : : : ; k

q

) of 
onne
tivity

requirements, �nd a minimum-
ost spanning subgraph su
h that for every i = 1; : : : ; q there are

k

i

internally vertex disjoint paths from r

i

to any other node. Let k = max

i

k

i

be the maximum


onne
tivity requirement. The best known algorithm for this problem has approximation ratio 2q,

where q 
an be as large as k � 1. For no value of k � 2 was a better approximation algorithm

known.
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In [2℄, we give approximation algorithms for parti
ular instan
es: (i) a 4-approximation al-

gorithm for metri
 
osts, and (ii) a minf2;

k+2q�1

k

g-approximation algorithm for uniform 
osts.

The algorithms are based on new stru
tural results in graph 
onne
tivity. The improvements are

obtained by fo
using on single root k-out
onne
ted graphs and proving: (i) an extension of a the-

orem by Biensto
k et al.g [1℄ on splitting o� edges while preserving node 
onne
tivity, and (ii) an

extension of Mader's \
riti
al 
y
le" theorem [3℄ for k-node 
onne
ted graphs.

In [4℄, we 
onsider the 
ase k

i

2 f1; 2; 3g, whi
h may arise in pra
ti
al networks, where 
on-

ne
tivity requirements are usually rather small. For this 
ase we give a (10=3)-approximation

algorithm, improving the best previously known 4-approximation. Our algorithm also implies a

slight improvement for arbitrary k. In the 
ase we have an initial graph whi
h is 2-
onne
ted, the

algorithm a
hieves approximation ratio 2.
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Bin Pa
king with Con
i
ts

Investigator: Klaus Jansen

We have studied the following bin pa
king problem with 
on
i
ts. The input I of the problem


onsists of an undire
ted graph G = (V;E) with a set of items V = f1; : : : ; ng and sizes s

1

; : : : ; s

n

that are asso
iated with the items. We assume that ea
h item size is a rational number in the

interval (0; 1℄. The edges represent 
on
i
ts between the items. The problem is to partition the set

V of items into a minimum number of independent sets or bins U

1

; : : : ; U

m

su
h that no 
on
i
ting

items belong to the same bin and

P

i2U

j

s

i

� 1 for ea
h 1 � j � m. In other words, we want to

�nd a 
on
i
t-free pa
king with a minimum number m of bins. One appli
ation of this problem is

the assignment of pro
esses to pro
essors. In this 
ase, we have a set of pro
esses (e.g., multimedia

streams) where some of the pro
esses are not allowed to exe
ute on the same pro
essor.

In [4℄, we have proposed several approximation algorithms A with 
onstant absolute worst 
ase

bound A(I) � � �OPT (I) for the bin pa
king problem with 
on
i
ts for graphs that 
an be 
olored

with a minimum number of 
olors in polynomial time. Here OPT (I) denotes the optimal solution

for I. Using a 
omposed algorithm (an optimum 
oloring algorithm and a bin pa
king heuristi
 for

ea
h 
olor set), we have obtained an approximation algorithm with worst 
ase bound � between

2:691 and 2:7. Furthermore, using a pre
oloring method that works for, e.g., interval graphs,

split graphs and 
ographs, we have obtained an algorithm with bound 2:5. Based on a separation

method, we have developed an algorithm with worst 
ase ratio 2 + � for 
ographs and graphs with


onstant treewidth.

55



The Algorithms and Complexity Group

A d-indu
tive graph [2℄ has the property that the verti
es 
an be assigned distin
t numbers

1; : : : ; n in su
h a way that ea
h vertex is adja
ent to at most d lower numbered verti
es. We

assume that an order v

1

; : : : ; v

n

is given su
h that jfv

j

jj < i; fv

j

; v

i

g 2 Egj � d for ea
h 1 � i � n.

We noti
e that su
h an order (if one exists) 
an be obtained in polynomial time.

The main new result in [3℄ is an asymptoti
 approximation s
heme for the bin pa
king problem

with 
on
i
ts restri
ted to d-indu
tive graphs. The time 
omplexity of this algorithm is polynomial

in n and

1

�

. The main ideas of the approximation s
heme are the following. In the �rst step, we

remove all items of size smaller than

�

2

and apply a grouping method (of Fernandez de la Vega and

Lueker [1℄) to obtain a bin pa
king instan
e with a 
onstant number of di�erent bin sizes. Then,

using the algorithm of Karmarkar and Karp [5℄, we generate an approximate solution for the bin

pa
king instan
e without 
onsidering the 
on
i
ts. After that, we modify the generated solution

su
h that ea
h bin 
ontains an independent set of items. In the last step, we insert the small items

removed in the �rst step and use new bins only if ne
essary.
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Algorithms for Opti
al Networks

Investigator: Klaus Jansen

In opti
al 
ommuni
ation networks, a 
onne
tion request in a dire
ted tree T is given by a sender-

re
eiver pair (u;w) and 
orresponds to the dire
ted path from u to w in T . Two paths interse
t

if they share a dire
ted edge of T . The load L(e) of a dire
ted edge e of T is the number of paths

in a given set P of paths using edge e, and L denotes the maximum load among all edges of T . A

W -
oloring of a given set of paths is an assignment of 
olors (wavelengths) to the paths using at

most W 
olors su
h that interse
ting paths re
eive di�erent 
olors. For a given dire
ted tree T , set

P of paths in T , and number W of available 
olors, the maximum path 
oloring problem (MaxPC)

is to 
ompute a subset P

0

� P and a W -
oloring of P

0

su
h that jP

0

j is maximized.

Previous work has fo
used on the path 
oloring problem, where the goal is to assign wavelengths

to all given 
onne
tion requests while minimizing the number of di�erent wavelengths used. For

undire
ted trees, a (3=2)-approximation algorithm was given in [6℄ and improved to an asymptoti


1:1-approximation in [2℄. For dire
ted trees, the best known algorithm 
olors a given set of dire
ted

paths with maximum load L using at most d(5=3)Le 
olors [5, 1℄. We gave an eÆ
ient implementa-

tion and improvement of the running time of the approximation algorithm for this problem in [3℄.

While the path 
oloring problem is relevant when a provider designs a network in order to meet the

given demands or when the network has enough 
apa
ity for satisfying all given requests, MaxPC
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applies to the 
ase where an existing network has insuÆ
ient 
apa
ity and the goal is to maximize

the number of a

epted requests.

If W = 1, i.e., only one wavelength is available, then MaxPC is equivalent to �nding a maximum


ardinality subset of edge-disjoint paths. We give in [4℄, as our main result, a family of polynomial-

time approximation algorithms with approximation ratio 5=3 + " for this 
ase, where " 
an be


hosen arbitrarily small. For MaxPC with arbitrary W , we obtain a 2:22-approximation for trees

of arbitrary degree and a 1:58-approximation for trees whose degree is bounded by a 
onstant.
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Admission Control

Investigator: Stefano Leonardi

In [1℄ we study the multi
ast routing and admission 
ontrol problem on unit-
apa
ity tree and mesh

topologies in the throughput maximization model. Every multi
ast group a
tive in the network is

asso
iated with a tree where a spe
i�
 node is designated as the sour
e of the multi
ast group. Every

group re
eives from a subset of the nodes of the network a set of requests for joining the group.

The algorithm must design a multi
ast tree for every group that spans the sour
e and a number

of request nodes of the group. The goal is to maximize the number of requests that are satis�ed,

under the 
onstraint that the trees of di�erent groups must be edge-disjoint, i.e. every 
onne
tion

request asks for the whole bandwidth available over the links of the network. Polynomial time

approximation algorithms are presented for the o�-line version of the problem. An approximation

algorithm with 
onstant approximation ratio based on a greedy te
hnique is presented for tree

networks, while for mesh network topologies a poly(log log n) approximation algorithm using a

fra
tional LP formulation of the problem and randomized rounding te
hiniques is given. In the

online version of the problem, requests to join a multi
ast group are presented one by one while the

multi
ast trees are in
rementally 
onstru
ted. For the on-line version of the problem, randomized

algorithms with polylogarithmi
 
ompetitive ratios are presented. These are the �rst randomized

on-line algorithms on tree and mesh topologies for the 
ase in whi
h 
onne
tion requests ask for

the whole link bandwidth.
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3.2 Online Algorithms

Delay in Online Algorithms

Investigator: Susanne Albers

Most on-line analysis assumes that, at ea
h time-step, all relevant information up to that time

step is available and a de
ision has an immediate e�e
t. In many on-line problems, however, the

time relevant information is available and the time a de
ision has an e�e
t may be de
oupled. For

example, when making an investment, one might not have 
ompletely up-to-date information on

market pri
es. Similarly, a buy or sell order might be exe
uted only some time later in the future.

Related timing problems o

ur when a group of people or agents makes de
isions. The group might


ome together only at parti
ular time instan
es. The a
tions are delayed, in that they 
an only

o

ur at spe
i�
 points in time.

The importan
e of when information be
omes available has been noted previously, espe
ially

in the signi�
ant body of work on algorithms with lookahead, see, e.g., [3, 4℄. In the 
ase of on-

line de
ision models, however, the possibility of not having up-to-date information is not generally

addressed. For load balan
ing problems, the question has been 
onsidered for statisti
al models [5℄.

There is also a large body of work on algorithms with distributed agents, who must 
oordinate their

e�orts in the fa
e of some 
ost for 
ommuni
ation, see, e.g., [2, 6℄. These models, however, model


ommuni
ation as an instantaneous event, and hen
e the 
ommuni
ation 
ost does not dire
tly

in
orporate a notion of time and delay.

In [1℄, we 
onsider several standard on-line problems and examine their generalizations to de-

layed models. These generalizations are quite natural and lead to interesting insight into the

original problem. First, we study the delayed information model applied to the 
lassi
al problem

of on-line s
heduling on parallel ma
hines to minimize the makespan. Here a s
heduling algorithm

must assign new jobs to pro
essors based on stale load information. Traditional algorithms for

on-line s
heduling do poorly in this s
enario. We develop new algorithms for this model and prove

almost mat
hing lower bounds. Furthermore, we study the list update problem in the delayed

a
tion model and prove nearly tight upper and lower bounds for deterministi
 on-line algorithms.

We also show that a randomized on-line algorithm 
an only beat the deterministi
 lower bound

if it uses paid ex
hanges. Next, we generalize an on-line sto
k market model by studying natural

delayed models. Finally, we apply the delayed a
tion model to the general 
lass of relaxed metri
al

task systems. Relaxed task systems are an abstra
t model for problems where one has to de
ide

when it is appropriate to make expensive 
on�guration 
hanges. This 
lass in
ludes the ski rental

problem, page migration �le repli
ation, network leasing, and other problems. We extend known

results to apply to relaxed task systems with delayed a
tion, e�e
tively handling the delayed models

of an entire general 
lass of problems.
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On the Bahn
ard Problem

Investigator: Rudolf Fleis
her

The Bahn
ard is a railway pass of the Deuts
he Bundesbahn (the German railway 
ompany) that

entitles its holder to a 50% pri
e redu
tion on nearly all train ti
kets. It 
osts 240 DM, and it is

valid for 12 months. Similar bus or railway passes 
an be found in many other 
ountries.

For the 
ommon traveler, the de
ision at whi
h time to buy a Bahn
ard is a typi
al online

problem, be
ause she usually does not know when and to whi
h pla
e she will travel next. Note

that the Bahn
ard Problem is a generalization of the Ski Rental Problem [2, p. 113℄. In [1℄ we show

that the greedy algorithm applied by most travelers and 
lerks at ti
ket oÆ
es is not better in the

worst 
ase than the trivial 2-
ompetitive algorithm that never buys a Bahn
ard. We present two

optimal

3

2

-
ompetitive algorithms, an optimisti
 one and and a pessimisti
 one. The randomized

versions of these algorithms are

4

3

-
ompetitive against any oblivious adversary. We give a lower

bound of

e

e�

1

2

for randomized online algorithms and present an algorithm that we 
onje
ture to be

optimal; the 
onje
ture is proven for a spe
ial 
ase of the problem.
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Randomized S
heduling on Identi
al Ma
hines

Investigator: Steve Seiden

The problem of s
heduling jobs on m identi
al ma
hines is 
onsidered to be a 
lassi
 one in 
omputer

s
ien
e. We investigate the version of this problem where jobs are given to the s
heduler one by

one. Ea
h job must be assigned to a ma
hine before the next job is revealed. The duration of ea
h

job is �xed, and ea
h job is performed equally well on any ma
hine. The goal is to minimize the

makespan|the last 
ompletion time of a job.

The study of this problem was initiated in 1966 by Graham who developed an algorithm 
alled

List whi
h is (2 �

1

m

)-
ompetitive [4℄. Sin
e Graham's seminal work, many resear
hers have
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investigated this problem. The deterministi
 
ompetitive ratio is known to lie in the interval

[1:852; 1:923℄ for large m [1℄.

Although mu
h attention has been given to this problem, almost all of it has fo
used on deter-

ministi
 algorithms. The ex
eptions are as follows: For m = 2 an algorithm a
hieving a 
ompetitive

ratio of

4

3

is presented by Bartal, Fiat, Karlo� and Vohra [2℄. They also show a mat
hing lower

bound for two ma
hines. In [7℄ we presented an algorithm for m � 3. Epstein, Noga, Seiden, Sgall

and Woeginger have given mu
h simpler randomized algorithms for m = 2; 3 [3℄. However, their

algorithms trade performan
e for simpli
ity.

A barely random algorithm is one whi
h uses a distribution over a 
onstant number of deter-

ministi
 strategies [5℄. Barely random algorithms are desirable in that they 
onserve a pre
ious

resour
e|random bits. Neither of the algorithms given in [2, 7℄ is barely random. In fa
t, both

of these algorithms potentially make a random 
hoi
e for ea
h job s
heduled. Further, both algo-

rithms use 
(nm) variables, and use a total of 
(n

2

logm+m) time, where n is the length of the

job sequen
e. In [6℄, we present an adaptation of the algorithm of [7℄. Our algorithms use only

O(m) variables, and take a total of O(n logm+m) time. They ea
h use only 11 random bits, with

only a slight degradation in the 
ompetitive ratio. Further, the 
hanges make the analysis simpler

than that of [7℄.
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S
heduling with Reje
tion

Investigator: Steve Seiden

In a variant of the 
lassi
 s
heduling problem just dis
ussed, jobs may also be reje
ted. This means

that the algorithm need only s
hedule a subset of the given jobs. However, this reje
tion does not


ome for free. The algorithm pays a penalty for ea
h reje
ted job. The goal is to minimize the sum

of the makespan and reje
tion penalties. This problem was proposed and studied in [1℄. In [2℄, we

present a 1.44127-
ompetitive randomized algorithm for two ma
hines.

It is also interesting to look at preemptive s
heduling with reje
tion. When preemption is

allowed, a job may be split among ma
hines in a restri
ted way. We introdu
ed this problem in

[4℄ and gave a deterministi
 upper bound of 2:38743. We have re
ently managed to prove the �rst

non-trivial lower bound for the problem|the 
ompetitive ratio of any online algorithm is at least
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2.12457. We also have shown lower bounds for 
ertain 
lasses of algorithms. These results have

been in
luded into the journal submitted version [3℄.
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S
heduling with Ma
hine Breakdowns

Investigator: Susanne Albers

In [1℄ we investigate an online version of a basi
 s
heduling problem where a set of jobs has to be

s
heduled on a number of identi
al ma
hines so as to minimize the makespan. The job pro
essing

times are known in advan
e and preemption of jobs is allowed. Ma
hines are non-
ontinuously

available, i.e., they 
an break down and re
over at arbitrary time instan
es not known in advan
e.

New ma
hines may be added as well. Thus ma
hine availabilities 
hange online.

We �rst show that no online algorithm 
an 
onstru
t optimal s
hedules. We also show that

no online algorithm 
an a
hieve a bounded 
ompetitive ratio if there may be time intervals where

no ma
hine is available. Then we present an online algorithm that 
onstru
ts s
hedules with an

optimal makespan of C

OPT

max

if a lookahead of one is given, i.e., the algorithm always knows the

next point in time when the set of available ma
hines 
hanges. Finally, we give an online algorithm

without lookahead that 
onstru
ts s
hedules with a nearly optimal makespan of C

OPT

max

+ �, for any

� > 0, if at any time at least one ma
hine is available. Our results demonstrate that not knowing

ma
hine availabilities in advan
e is of little harm.
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Robot Exploration

Investigators: Susanne Albers and Klaus Kursawe

In [1℄ we 
ontinued our work on exploration problems, where a robot has to 
onstru
t a 
omplete

map of an unknown environment using a path that is as short as possible.

First, we 
onsider a geometri
 setting. The robot is pla
ed in a room with obsta
les, whi
h are

modeled by simple polygons. The robot has 360

Æ

vision and 
an see an in�nite range as long as no

obsta
le or exterior wall blo
ks the view. Deng, Kameda and Papadimitriou [3℄ developed an O(n)-


ompetitive algorithm for exploring re
tilinear rooms with n re
tilinear obsta
les. They 
onje
tured

that there exists an algorithm that a
hieves a 
onstant 
ompetitive ratio. In [1℄ we have disproven

this 
onje
ture: We show that no deterministi
 or randomized online exploration algorithm in

s
enes with n re
tangular obsta
les 
an be better than 
(

p

n)-
ompetitive. We 
an extend our
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bound to three-dimensional s
enes without obsta
les. We show that no algorithm for exploring the

interior of a re
tilinear polyhedron with n verti
es 
an be better than 
(

p

n)-
ompetitive.

Se
ond, we 
onsider a graph theoreti
 setting. In pra
ti
e, the robot's sensors 
annot s
an an

in�nite range but 
an s
an only a few meters. This 
onstraint 
an be modeled by adding a grid

to the s
ene and requiring that the robot moves on the nodes and verti
es of the grid. A node

in the grid models the vi
inity that the robot 
an see at a given point. Now the robot has to

explore all nodes and edges of the grid using as few edge traversals as possible. Betke, Rivest and

Singh [2℄ introdu
ed an interesting, more 
ompli
ated variant of this problem where an additional

pie
emeal 
onstraint has to be satis�ed, i.e., the robot has to return to a start node s every so

often. These returns might be ne
essary be
ause the robot has to refuel or drop samples 
olle
ted

on a trip. Betke et al. gave an eÆ
ient algorithm for exploring grids with re
tangular obsta
les.

We [1℄ present an eÆ
ient strategy for pie
emeal exploration of grids with arbitrary obsta
les.
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Page Repli
ation

Investigators: Rudolf Fleis
her and Steve Seiden

In the online page repli
ation problem, one must de
ide whi
h nodes of a given network should

have a 
opy of a �xed database (or page). Initially only one node has this page. The page 
an be

repli
ated to any other node, but only at high 
ost. Users of the network make requests for data

at their respe
tive nodes. How do we best serve these requests? If the page is lo
ated 
lose by, the

requests 
an be easily served, but if not we may want to 
opy the page to a lo
ation 
lose to where

we are 
urrently re
eiving requests.

This problem was introdu
ed by Bla
k and Sleator [2℄, and further studied by Albers and

Koga [1℄, and G lazek [4℄. Formally, it 
an be stated as follows: We have a �xed �nite metri


M with a distinguished origin vertex s. A sequen
e of requests is given. Before serving ea
h

request, the online algorithm has the option of dupli
ating the page. In other words, it 
an 
opy

the database from any 
urrent vertex x that has it, to another vertex y that does not at 
ost

D � d(x; y) where D is the repli
ation fa
tor and d(x; y) is the distan
e between x and y. Then

the request is served at 
ost d(r; x) where r is the request vertex and x is the 
losest vertex that

has the page. Most resear
h on this problem has fo
used on two types of metri
 spa
es: trees and

rings. In [3℄ we present several new results about this problem: (1) In their seminal paper about

the page repli
ation problem, Bla
k and Sleator [2℄ 
laim that 2.5 is a lower bound for \the four

node 
y
le", but give no proof. We give eviden
e against their 
laim, showing an upper bound of

2.36603 for the ring with four evenly spa
ed nodes. (2) We give two new lower bounds for rings:

a deterministi
 lower bound of 2.31023 and a randomized lower bound of 1.75037. (3) We initiate

the study of repli
ation in 
ontinuous metri
 spa
es. Deterministi
 algorithms in 
ontinuous metri


spa
es 
orrespond naturally to randomized algorithms in dis
rete metri
 spa
es with the same


ompetitive ratio. We give a 1.58198-
ompetitive deterministi
 algorithm for 
ontinuous trees and
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a 2.54150-
ompetitive deterministi
 algorithm for 
ontinuous rings. These algorithms 
orrespond

to the randomized dis
rete algorithms by Albers and Koga [1℄ and G lazek [4℄, respe
tively, but

our proofs are mu
h simpler. (4) We investigate a randomized algorithm for the ring proposed

by Albers and Koga [1℄. They showed that this algorithm is 3:16396-
ompetitive. We present a

modi�
ation of their algorithm whi
h is 2.37297-
ompetitive. This is the best known upper bound

for the ring.
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Online Call Admission

Investigator: Stefano Leonardi

In [1℄ we 
onsider the problem of on-line 
all admission and routing on tree and mesh network

topologies. A set of 
ommuni
ation requests between pairs of verti
es in the network is presented

online. Every time a new 
ommuni
ation request is presented, the algorithm has to de
ide whether

to a

ept or to reje
t the request. A

epted requests must be routed on a virtual 
ir
uit in the

network under link bandwidth 
onstraints. This paper presents randomized algorithms that obtain

almost optimal expe
ted 
ompetitive ratios while featuring a narrow distribution around the ex-

pe
tation. This work introdu
es the notion of trade-o� between 
ompetitive ratio and varian
e in

a randomized on-line algorithm. Previous work on these problems provides randomized algorithms

that 
an obtain almost optimal expe
ted 
ompetitive ratio at the 
ost of a high varian
e.
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Bin Pa
king

Investigator: Susanne Albers

In our previous progress report, we des
ribed some initial work on online bin pa
king. Sin
e then,

we have extended this work and published it in [1℄. We briefely sket
h the results again. In [1℄ we

prove that the First Fit bin pa
king algorithm is stable under the input distribution Ufk � 2; kg

for all k � 3, settling an open question from the re
ent survey by Co�man, Garey, and Johnson [2℄.

Our proof generalizes the multi-dimensional Markov 
hain analysis used by Kenyon, Rabani, and

Sin
lair to prove that Best Fit is also stable under these distributions [3℄. Our proof is motivated by

an analysis of Random Fit, a new simple pa
king algorithm related to First Fit, that is interesting

in its own right. We show that Random Fit is stable under the input distributions Ufk � 2; kg, as
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well as present worst-
ase bounds and some results on distributions Ufk � 1; kg and Ufk; kg for

Random Fit.
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Surveys

Investigators: Susanne Albers and Stefano Leonardi

Online algorithms have re
eived a lot of resear
h interest during the last ten years. The �rst book

on online algorithms [2℄ and a number of survey arti
les appeared last year. Re
ently, we wrote a

short survey summarizing some extensively studied appli
ation areas and outlining some important

trends and dire
tions for future resear
h [1℄. We also presented a survey of the work done during

the last years on on-line network routing problems [3℄.
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4 Parallel and External Computing

In our group there has always been substantial work on models of 
omputation that go beyond the

simple sequential RAM model with uniform memory a

ess 
ost. However, our e�ort in this area has

been refo
used due to 
hanges in our sta� and due to shifting points of view in our group and in the


ommunity as a whole. Distributed 
omputing is underrepresented sin
e Marina Papatrianta�lou

and Philippas Tsigas have left. Whereas PRAMs were on
e 
onsidered the mainstream model of

parallel 
omputing, we now often view a PRAM algorithm as a �rst (important) step before moving

on to ta
kling the problem for a less optimisti
 
omputational model and to a
tual implementation.

Examples of this development are our work on shortest paths and on list ranking in Se
tion 4.1.4.

Also, one of our larger PRAM proje
ts has been 
ompleted now [2, 3℄.

We begin our summary of work on parallel pro
essing with fundamental te
hniques for 
ommuni-


ation in inter
onne
tion networks (Se
tion 4.1.1) and for load balan
ing (Se
tion 4.1.2). As before,

the 
ore of our work are solutions of 
lassi
al algorithmi
 problems like sorting (Se
tion 4.1.3) and,

in parti
ular, graph problems su
h as shortest paths, list ranking or spanning trees (Se
tion 4.1.4).

A few further results 
an be found in Se
tion 2.1 (heap 
onstru
tion) and in Se
tion 5.1. We also

have 
ooperations involving appli
ations of parallel 
omputing in 
hemistry (Se
tion 6.3.1), physi
s

[4℄ and operations resear
h [1, 5℄.

The model of external 
omputing has gained so mu
h impetus in the last two years that we

dedi
ate about half of this se
tion to it. One reason is that, in spite of the ever-in
reasing sizes of

internal memories, data sets arising in important appli
ations like geographi
 information systems,


omputer graphi
s, WWW-sear
h, data warehouses, ele
troni
 libraries, or s
ienti�
 
omputing,

are still too large to �t in memory. Ar
hives for satellite images, 
limate simulation or elementary

parti
le physi
s already work with petabytes of data. For many of these appli
ations, no size

limits are in sight. Most of our work uses the model where one data blo
k of size B 
an be

ex
hanged between an internal memory of size M and the external memory in one I/O step [6℄.

This simple model is already suÆ
ient to express the two main issues in external 
omputing: A

ess

laten
ies are 10

4

to 10

6

times slower than internal a

esses, and data is moved in large 
hunks to

a
hieve suÆ
ient bandwidth. Many internal algorithm that do not honor these restri
tions therefore

be
ome hundreds or thousands of times slower when the system starts swapping pages from external

memory.

Sin
e sorting was the �rst intensively studied problem in external 
omputing, we begin our

survey with several variants of this problem. The sele
tion problem is 
onsidered in Se
tion 4.2.1.

Priority queue data stru
tures (Se
tion 4.2.2) are a generalization of sorting that are important

for several optimization and simulation purposes. The text-indexing data stru
tures 
overed in

Se
tion 4.2.3 are 
entral for many text pro
essing tasks and have numerous appli
ations. One

appli
ation in 
omputational biology is des
ribed in Se
tion 6.1.2.

In Se
tion 4.2.4, two interesting results on external geometri
 
omputing are des
ribed. A

dynami
 point lo
ation problem 
an be solved using a B-tree-like data stru
ture. A large 
lass of

problems 
an be solved using the te
hnique of randomized in
remental 
onstru
tion. For trapezoidal

de
omposition and several related problems, this yields the �rst I/O-optimal algorithm.

Another reason why the external memory model is interesting is that even appli
ations that �t

into main memory are a�e
ted by the hierar
hy of 
a
hes present in most modern 
omputers. In

Se
tion 4.2.5 we give both theoreti
al and experimental eviden
e that external memory algorithms


an often turn out to be also the best algorithms for main memory.

Last but not least, Se
tion 4.2.6 summarizes work on a LEDA extension for se
ondary memory

that simpli�es and bundles experimental resear
h and helps to a

elerate the transfer of a
ademi
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results into appli
ations.
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4.1 Parallel Computing

4.1.1 Algorithms for Inter
onne
tion Networks

Investigators: Ulri
h Meyer, Peter Sanders, and Jop F. Sibeyn

Most existing parallel 
omputers have a distributed memory. On su
h a parallel 
omputer, the

pro
essors must 
ommuni
ate through a rather sparse inter
onne
tion network, to a

ess data that

they do not hold themselves. Therefore, the performan
e of a parallel 
omputation depends to a

large extent on the eÆ
ien
y of the applied 
ommuni
ation algorithms. Building upon resear
h

from the previous years, we have obtained some further results.

We have been looking at the standard mesh model in whi
h n

2

pro
essing units (PUs) are

arranged in a square n � n grid. By re�ned deterministi
 te
hniques we were able to mat
h the

performan
e of earlier randomized algorithms for 
ommuni
ation and sorting [10, 12℄.

For the elementary 
ommuni
ation problem in whi
h ea
h PU is the sour
e and destination

of exa
tly one pa
ket, we have obtained an algorithm that is stri
tly optimal with respe
t to the

number of steps, and at the same time never stores more than a small 
onstant number of pa
kets

in any of the PUs [15℄.

For the more general problem that every PU is the sour
e and destination of k pa
kets, k � n=2

steps is a lower bound. This bound 
an be 
losely approximated by a simple randomized algorithm

that also works for tori (meshes in whi
h every node is 
onne
ted to the same numbe of other

nodes) [4℄.

For performing the routing operation under whi
h all pa
kets must be routed as in a transpose

of a matrix, we have a
hieved optimality for two-dimensional meshes and presented novel ideas to

perform transposes on higher-dimensional meshes. Furthermore, we show how to speed up sorting

algorithms by using transposes. For the two-dimensional 
ase, we have also investigated the extent

to whi
h the theoreti
al improvements make sense in pra
ti
e [2℄.

In addition to the more 
ommon pa
ket routing algorithms, we have been studying 
olle
tive

operations. In the gossiping problem, all p pro
essors initially know a 
ertain amount of information

of size s, whi
h must be routed su
h that in the end, all PUs have the 
omplete set of information
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of size p � s. We 
onsidered the problem on meshes and tori of arbitrary dimensions, under both the

wormhole model [14℄ and the store-and-forward model [5, 6℄. In the latter 
ase our algorithms are

time-independent, i.e., in all steps, the pro
essors forward the re
eived pa
kets in the same way.

In an attempt to be
ome more pra
ti
al we have in
orporated the so-
alled \start-up time" into

the routing model. For the 
ase that the time is either fully dominated by this start-up time or by

the time needed to transfer pa
kets, many operations are rather simple. For the intermediate 
ase,

however, 
lever s
hedules perform better than simple ones, even in pra
ti
e [9℄.

In addition to to this standard model, we have been looking at variants. A natural generalization

is that one looks at grids that are not 
omposed of squares, but of triangles or hexagons. It turns

out that, if one takes the the smaller or larger degree of the nodes into a

ount, these networks are

just as e�e
tive for routing as the square grids [8℄.

Another possible variant is that one assumes that in addition to the standard 
onne
tions, whi
h

give the possibility to 
ommuni
ate with the neighbors, there are some additional 
onne
tions that

allow for 
ommuni
ation over larger distan
es. Su
h 
onne
tions are 
alled buses. Parti
ularly for

problems that rely on the fast dissemination of some sparse information, these networks are very

powerful, but one 
an also design very interesting routing algorithms for them [3℄.

The whole network 
an also be 
omposed just of a set of buses. So, there are no normal


onne
tions, only buses. An interesting possibility is to redu
e the number of PUs to O(n). These

may be situated on the outside [1℄ or on the diagonal [11℄. In the latter 
ase basi
 operations 
an

be performed highly eÆ
iently. In addition, the 
on
ept of diagonal has a pretty generalization for

higher dimensions.

In [13℄, we provide an overview of mu
h of the literature in this area that has appeared dur-

ing the past several, very fruitful years. In the future we want to put more emphasis on a
tual

implementation. As one preparatory step, we have designed a detailed 
ommuni
ation ben
hmark

for the 
ommuni
ation library MPI (Message Passing Interfa
e) [7℄. It turns out that even vendor

libraries for expensive parallel ma
hines often use rather 
rude algorithms, so that there is a large

potential for useful te
hnology transfer.
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4.1.2 Dynami
 Loop S
heduling

Investigator: Hannah Bast

A ri
h sour
e of parallelism in 
ompute-intensive 
ode are parallel loops, that is, loops whose

iterates may be exe
uted in any order. We 
onsider the problem of s
heduling parallel loops on

a given number of identi
al pro
essors so as to minimize the overall exe
ution time (makespan).

We assume that the iterates are maintained by a 
entral s
heduler that 
an assign 
hunks of an

arbitrary number of iterates to idle pro
essors. The diÆ
ulty is that, due to either algorithmi


or systemi
 e�e
ts, the pro
essing time required for a 
hunk is not entirely predi
table|usually

less so for larger 
hunks|and that pro
essors su�er a �xed delay for ea
h assignment. In su
h a

setting, it turns out that in order to a
hieve minimal overall �nishing time, a s
heduling strategy

must a
tually minimize the wasted time of the s
hedule, that is, the sum of all delays plus the idle

times of pro
essors waiting for the last pro
essor to �nish.

This problem has been the fo
us of 
onsiderable resear
h interest (e.g., [6, 4, 7, 5℄), but a

thorough theoreti
al understanding has 
learly been missing. Indeed, all of the more sophisti
ated

existing strategies are purely heuristi
, and it seemed to be, above all, a matter of lu
k whether or

not a parti
ular design prin
iple led to a good performan
e. So, for example, the quite involved

fa
toring (FAC) s
heme of [4℄ tends to perform rather poorly under 
ertain 
ir
umstan
es, while its

qui
k-and-dirty variant FAC2, whi
h does away with all the 
ompli
ated heuristi
s, almost always

yields better results and turned out to be a generally sound s
heme. A 
omparison of many existing

heuristi
 s
hemes is provided in the experimental study of [5℄; we reported on this in the last progress

report. The study introdu
es yet another s
heduling strategy, whi
h in the 
onsidered simulations

outperforms all other s
hemes. Due to its extreme 
omplexity, however, again no rigorous analysis

supporting the experimental �ndings is provided.

Addressing this de�
it, we propose in [1℄ a very general mathemati
al framework for the parallel-

loop s
heduling problem together with a 
omplete analysis. Our model is based on estimated ranges
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[�(w); �(w) ℄ for pro
essing times of 
hunks of size w, and on a measure � for the overall deviation

of a
tual pro
essing times from these estimates, the latter not being revealed to the s
heduler until

after the event. For arbitrary 
ombinations of the parameters �, �, and �, we derive an upper bound

for the wasted time in
urred by the new balan
ing strategy. Via a mat
hing lower bound, we also

demonstrate that no strategy 
an do better. This very general deterministi
 result immediately

implies upper bounds for a whole variety of probabilisti
 settings, where iterate exe
ution times are

assumed to be random variables. In fa
t, one very spe
ialized su
h setting, where iterate exe
ution

times are assumed to be independent, identi
ally distributed random variables, underlies most of

the aforementioned previous work. Under these assumptions, we 
an show through appropriate tail

estimates that for n iterates and p pro
essors, the balan
ing strategy a
hieves an expe
ted wasted

time of O( log log(n=p) ). We also establish a mat
hing lower bound, whi
h, in parti
ular, settles a


onje
ture put forward in [5℄.

While [1℄ is primarily 
on
erned with �nding the theoreti
ally optimal solutions for any 
on
eiv-

able setting, the emphasis of [2℄ is more on pra
ti
ability. Namely, in [2℄ we investigate the 
lass of

the very simple so-
alled linear self-s
heduling (LSS) s
hemes, whi
h are in fa
t spe
ializations of

the balan
ing s
heme 
onsidered in [1℄. The de�ning 
hara
teristi
 of an LSS s
heme is that 
hunk

sizes de
rease geometri
ally, that is, the size of ea
h 
hunk is just one Cth of that of its prede
essor,

for some �xed 
onstant C > 1. For this 
lass of s
heduling strategies, we are able to provide an

exa
t analysis and determine the optimal value of C for a variety of settings. As a by-produ
t, we

are able to prove sharp bounds on the wasted time in
urred by the aforementioned FAC2 s
heme of

[4℄, thus providing, for the �rst time, theoreti
al eviden
e for its relative su

ess as a load-balan
ing

s
heme in various appli
ations. However, we also show that for an appropriate 
hoi
e of C, LSS

outperforms FAC2 by a fa
tor of 2 in terms of the in
urred wasted time. The 
on
lusion we draw

in [2℄ is that if the underlying platform allows for the implementation of a s
heduling s
heme with

de
reasing 
hunk sizes, it should be of the LSS type.
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4.1.3 Deterministi
 Parallel Padded Sorting

Investigators: K.-W. Chong and Edgar A. Ramos

Given an input array of n real numbers, sorting with padding � 
onsists of writing those numbers

in order in an array of size (1 + �)n, thus leaving �n entries empty. Only 
omparisons are allowed
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between the numbers to be sorted. Although in the CRCW PRAM model there is a lower bound


(logn= log log n) for standard sorting using a polynomial number of pro
essors, it is possible to pad-

sort faster. In parti
ular, one is interested in studying the speed-up a
hievable when the pro
essor

advantage is k, i.e., nk pro
essors are available. Using randomization, the lower bound 
(log

k

n) is

mat
hed by an algorithm by Hagerup and Raman [3℄. They also gave a deterministi
 algorithm with

running time O(log

k

n(log log k)

5

�2

C(log

�

n�log

�

k)

) [4℄. (This previous work by Hagerup and Raman

was performed at the institute.) Goldberg and Zwi
k [2℄ redu
ed the exponent in the log log k term

to 3 by showing that approximate 
ounting is possible in 
onstant time with a polynomial number

of pro
essors in the CRCW PRAM model.

In [1℄, we des
ribe a deterministi
 algorithm for the CRCW PRAM model that 
an pad-sort n

numbers in time O(log

k

n log

�

(log

k

n) + log log k) using nk pro
essors with padding � = 1= log




(k+

logn). If k = log

�

n, for any 
onstant � > 0, our algorithm provides a nearly optimal o(log n) time

standard sorting algorithm: it sorts in time O(logn log

�

n= log logn) using n log

�

n pro
essors. This

time is a fa
tor log

�

n greater than an optimal randomized algorithm by Rajasekaran and Reif [5℄.

Alternatively, the optimal time 
an be a
hieved with a pro
essor advantage of (log n)

log

�

n

.

Our algorithm is a re�nement of that in [4℄, whi
h uses a natural divide-and-
onquer approa
h.

We essentially redu
e the sorting problem to the problem of 
omputing a splitter (a subset of the

input that partitions the input into \nearly equal" intervals) and the 
orresponding intervals. At the

base of the splitter 
omputation, there is an algorithm that 
omputes a splitter in time O(1) using

a polynomial number of pro
essors; this is obtained by derandomizing a probabilisti
 argument

through the method of limited independen
e. Then a slower but more pro
essor-eÆ
ient algorithm

is obtained by taking advantage of the properties of samples, a 
on
ept stronger than splitters.

Finally, the general algorithm works by su

essive re�nement using the previous algorithm. The

algorithm relies essentially on fast approximate 
ounting, and takes advantage of previous work on

random sampling in the 
ontext of 
omputational geometry.
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4.1.4 Parallel Graph Algorithms

Single Sour
e Shortest Paths (SSSP)

Investigators: Andreas Crauser, Kurt Mehlhorn, Ulri
h Meyer, and Peter Sanders

Computing shortest paths is an important 
ombinatorial optimization problem with numerous

appli
ations [1℄. Sequentially, Dijkstra's algorithm with Fibona

i heaps 
omputes the shortest

path tree of an arbitrary vertex in a non-negative weighted digraph with n nodes and m edges
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in time O(n logn + m). The algorithm gains its eÆ
ien
y by maintaining the invariant that the

tentative distan
e of the queued node with minimal priority always equals its �nal distan
e.

An easy parallel SSSP solution is to run Dijkstra with n phases and restri
t parallelism to the

relaxation of outgoing edges. However, inter-pro
essor 
ommuni
ation phases in
ur large startup


osts that often dominate the total running time. Therefore, the n-phase algorithm only pays o�

for very dense graphs. On the other hand, there are approa
hes to solve the SSSP within just

O(log

2

n) rounds, but they require an infeasible number of nearly O(n

3

) 
ompute operations [4℄.

In our experiments we found by looking at the queued nodes during a run of Dijkstra that

frequently many more nodes than the one with minimal priority had already rea
hed their �nal

distan
e; these nodes 
ould be removed in parallel. We identi�ed simple 
riteria to �nd su
h nodes

[3℄. Unfortunately, there are instan
es where our approa
h still needs n phases, but on several

graph 
lasses, in
luding real world data, performan
e is quite good. For random graphs with

random edge weights, only O(

p

n) phases are ne
essary for a simple 
riterion, O(n

1=3

) phases for

a more advan
ed method. We derive a PRAM algorithm that runs in O(n

1=3

log n) time while

performing just O(n log n+m) work with high probability (whp). The underlying idea 
an also be

used to improve the performan
e of SSSP in external memory with parallel independent disks [2℄.

The above algorithms are appealing in the sense that the node removal 
riteria are self-adapting

and do not need any adjustment to di�erent edge weights or graph 
lasses. However, they are

often more restri
tive than ne
essary. In [5℄ we investigate an algorithm, �-stepping, that always

dequeues the nodes belonging to a 
omplete interval of priorities. The approa
h may remove nodes

with wrong distan
es, thus 
ausing reinsertions. However, in the 
ase of random graphs with

random edge weights, uniformly 
hosen from [0; 1℄, we showed that an interval size � = �(n=m)

keeps the number of reinsertions bounded by O(n) whp; the number of phases is less than O(log

2

n)

whp. Using a parallel data stru
ture with bu
kets of breadth � instead of a priority queue, the total

number of operations is even linear whp., O(n+m), and we get a very eÆ
ient PRAM algorithm

that a
hieves running time O(log

3

n) on those random graphs whp.

First implementations on an Intel Paragon revealed promising results: on 16 (64) pro
essors,

we obtained a speedup of up to 9 (30) for sparse, and 7:5 for dense random graphs 
ompared

to the sequential version of �-stepping. The latter in turn was up to three times faster than

an optimized sequential implementation of Dijkstra's algorithm. Currently, we are developing

improved �-stepping versions that remain eÆ
ient on more general graph 
lasses.
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List Ranking

Investigators: Jop F. Sibeyn

List ranking is an elementary problem: we have a set of linked lists, and all nodes should 
ompute

the indi
es of the �nal nodes of their lists and the distan
es thereto. Sequentially, this problem

is trivial, but it is hard to parallelize. Algorithms that 
ame to within a 
onstant fa
tor from

optimality were known before, but we were not satis�ed with their apparent sub-optimality. In

pra
ti
e these algorithms all perform very poorly. In an extensive study we have developed several

new, more eÆ
ient algorithms [2, 1℄. These algorithms have also been implemented on the Intel

Paragon. In our 
ase, the Paragon had 140 PUs and a mesh as the inter
onne
tion network. On

a partition with P PUs, the best of our algorithms a
hieved speed-up of almost P=3. This means

that if the sequential problem 
an be solved in t se
onds, we 
an solve it with P PUs in 3 � t=P

se
onds [3, 4℄. The problem may not have so mu
h importan
e by itself, but (at least in theory) it

is an important subroutine, and our 
ase analysis has 
learly shown the possibilities and limitations

of parallel 
omputing for irregularly stru
tured problems.
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Undire
ted Conne
tivity and Minimum Spanning Trees

Investigator: Ka Wong Chong

Given a weighted undire
ted graph G with n verti
es and m edges, the minimum spanning tree

(MST) problem is to �nd a spanning tree (or forest) of G with minimized total edge weights. In the

parallel 
ontext, the MST problem is 
losely related to the 
onne
ted 
omponent (CC) problem,

whi
h is to �nd the 
onne
ted 
omponents of an undire
ted graph. Te
hniques for solving the two

problems in parallel are very similar. If 
on
urrent write is allowed, it is relatively simple to solve

both problems in O(log n) time using n+m pro
essors on the CRCW PRAM.

For the ex
lusive write models (i.e., CREW and EREW PRAMs), O(log

2

n) time algorithms

for the 
onne
ted 
omponent and MST problems were developed two de
ades ago. For a while,

it was believed that ex
lusive write models 
annot over
ome the O(log

2

n) time bound. The �rst

breakthrough is due to Johnson and Metaxas; they devised O(log

1:5

n) time algorithms for both

problems. These results were further improved by Chong and Lam to O(log n loglog n) time. If

randomization is allowed, the time 
an be further improved to O(log n) [2℄.
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Prior to our work, it had been open whether the 
onne
ted 
omponent and MST problems 
ould

be solved deterministi
ally in O(log n) time on the ex
lusive write models. Noti
e that O(log n) is

optimal in view of the fa
t that these graph problems are at least as hard as 
omputing the OR of

n bits. It has been proven that the latter requires 
(logn) time on the CREW or EREW PRAM

with no restri
tion on the number of pro
essors.

We present a new parallel algorithm for the MST problem. It runs inO(log n) time using a linear

number of pro
essors on the EREW PRAM [1℄. Our work resolves a long-standing open problem

in the literature about whether the PRAM with the 
on
urrent-write 
apability is more eÆ
ient for

graph problems like 
onne
ted 
omponents and minimum spanning trees than the PRAM without


on
urrent-write 
apability.
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4.2 External Computing

4.2.1 Sele
tion

Investigator: Jop Sibeyn

An algorithm with a slightly theoreti
al 
avor has been designed for the sele
tion problem [1℄. We

show that for sele
ting an element with pres
ribed rank, the median say, one needs to read and

write all data only on
e. For a deterministi
 algorithm, this is probably the best that one 
an

a
hieve (though randomly the problem 
an be solved faster).
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4.2.2 Priority Queues

Investigators: Gerth Brodal, Andreas Crauser, Paolo Ferragina, Ulri
h Meyer, and Peter Sanders

A priority queue (PQ) is a data stru
ture that stores a set of items, ea
h one 
onsisting of a

tuple that 
ontains some (satellite) information plus a priority value (also 
alled key) drawn

from a totally ordered universe. A PQ supports the following operations on the pro
essed set:

a

ess minimum (returns the item in the set having minimum key), delete minimum (returns and

deletes the item in the set having the minimum key), insert (inserts a new item into the set)

and possibly de
rease key (de
reases the key of an item present in the set). PQs have numerous

important appli
ations: 
ombinatorial optimization (e.g. Dijkstra's shortest path algorithm), time

forward pro
essing, job s
heduling, event simulation and online sorting just to 
ite a few. Many

PQ implementations 
urrently exist for small data sets �tting into the internal memory of the


omputer, e.g., k{ary heaps, Fibona

i heaps, and radix heaps. However, as soon as the PQ does

not �t into the main memory any more (e.g., for a large dis
rete event simulation), these internal

algorithms be
ome prohibitively slow.
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Based on the work of Thorup for RAM-PQs, we designed PQ data stru
tures based on merging

sorted lists. The data stru
ture 
onsists of a hierar
hy of i levels in se
ondary memory, ea
h level


onsisting of O(M=B) sorted lists (
alled also slots) of size O(M

i

=B

i�1

). The slots are merged

upon level- or internal memory over
ow. One variant a
hieves asymptoti
ally optimal worst-
ase

performan
e for the PQ operations insert and delete minimum [5℄. A simpler implementation,

array heaps [4℄, is based on sorted arrays and a
hieves the same amortized 
omplexity bounds for

operations insert and delete minimum of the previously best known results. We have further

re�ned array heaps into sequen
e heaps [6℄, whi
h require only

2I

B

(dlog


(M=B)

(O(

I

M

))e +

1

M

O(B +

log

M

B

)) I/Os for any sequen
e of insertions and deletions 
ontaining I insertions. This is almost as

fast as the spe
ial 
ase of multi-way merge sort and at least three times faster than the previously

mentioned algorithms.

We have also introdu
ed a PQ for integer keys [4℄ that is based on internal memory radix heaps

[1℄. A pra
ti
al 
omparison between the implementation of array heaps, radix heaps and other

known external memory PQs (bu�er trees [2℄, B-Trees [3℄) shows their e�e
tiveness. Sequen
e

heaps turned out to be so eÆ
ient that they 
an also be used as a 
a
he-eÆ
ient internal algorithm

(Se
tion 4.2.5).
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4.2.3 Text-Indexing

Investigators: Andreas Crauser and Paolo Ferragina

In the information age, one of the fastest growing 
ategories of databases ia textual databases like

digital libraries, genome databases or book 
olle
tions. The ultimate impa
t of these databases

heavily depends on the ability to store and sear
h eÆ
iently the information 
ontained in them.

The 
ontinuous de
line of storage 
ost has put the 
hallenge of fast information retrieval in huge

textual databases into the fo
us of interest. In order to a
hieve this goal, spe
ialized indexing

data stru
tures and sear
hing tools have been introdu
ed. Their main idea is to build an index

that allows the sear
h for a given pattern string to fo
us on only a very small portion of the text


olle
tion. The improvement in the query-performan
e is paid for by additional spa
e ne
essary to

store the index. Most of the resear
h in this �eld has therefore been dire
ted to designing indexing

data stru
tures that o�er a good trade-o� between the query time and the spa
e usage. Examples

of su
h indexes are: suÆx trees [9℄, suÆx arrays [8℄, PAT-trees [7℄, Patri
ia trees [10℄, and Pre�x

B-trees [1℄. They have been su

essfully used for fundamental string-mat
hing problems as well
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as for appli
ations like text 
ompression or analysis of geneti
 sequen
es [2℄. These indexes are

therefore the natural 
hoi
e for performing fast 
omplex sear
hes without any restri
tions. The

most important 
omplexity measures for evaluating their eÆ
ien
y are: (i) the time and the extra

spa
e required to build the index, (ii) the time required to sear
h for a string, and (iii) the spa
e

used to store the index.

We studied all these three issues in an external memory setting where the majority of the known

indexing algorithms perform poorly. In [4, 3℄ we have investigated Point (i) above by addressing

the eÆ
ient 
onstru
tion of two well-known data stru
tures, namely suÆx trees and suÆx arrays,

on very large text 
olle
tions. Known algorithms for building suÆx trees eli
it many disk a

esses

when working on external storage devi
es. Our main 
ontribution in [4℄ has been to propose a new

algorithm for suÆx tree 
onstru
tion in whi
h we 
horeograph almost all disk a

esses to be via

the sort and s
an primitives. The te
hnique is general enough that we 
an apply it uniformly to

several parallel and hierar
hi
al-memory models, and thus obtain the �rst known optimal algorithms

therein. Furthermore, sin
e many solutions to string problems have the suÆx-tree 
onstru
tion as

their I/O-bottlene
k, all these now have eÆ
ient implementations in external memory.

When the spa
e o

upan
y is a primary 
on
ern, suÆx trees are not very attra
tive and thus

people usually turn their attention to the suÆx-array data stru
ture [8℄. SuÆx arrays have re-


ently been the subje
t of experimental investigations in internal memory, external memory and

distributed memory systems. But, to the best of our knowledge, no full range 
omparison exists

among the known algorithms for building large suÆx arrays. This has been the main goal of [3℄,

where we have theoreti
ally studied and experimentally analyzed six suÆx-array 
onstru
tion algo-

rithms. Some of them are the state-of-the-art in the pra
ti
al setting, others are the most eÆ
ient

theoreti
al ones, whereas three other algorithms are new proposals by us. As a result, [3℄ gives a

pre
ise hierar
hy of suÆx-array 
onstru
tion algorithms a

ording to their experimented working-

spa
e vs. 
onstru
tion-time tradeo�, thus providing a wide spe
trum of possible approa
hes for

anyone who is interested in building large indexes.

Sear
hing performan
e is also a primary issue to be 
onsidered when designing indexing data

stru
tures (see Point (ii) above). Classi
al tools for manipulating external texts { suÆx trees, suÆx

arrays, pre�x B-trees, inverted �les { o�er very good pra
ti
al performan
e but are not optimal. In

[5℄ we introdu
ed a novel data stru
ture, 
alled a string B-tree, whi
h allows one to 
ir
umvent two

major diÆ
ulties that are en
ountered by the 
lassi
al approa
hes to managing long strings. First,

ea
h long string is represented using a 
onstant amount of spa
e (independent of its length); se
ond,

it avoids the 
omputational overhead usually in
urred in 
omparing two long strings 
hara
ter-by-


hara
ter. As a 
onsequen
e, string B-trees make it possible to sear
h arbitrary strings in a very

large text ar
hive with a negligible number of disk a

esses, and they allow eÆ
ient maintainan
e

of the ar
hive under 
hanges that are performed on it over time. There is preliminary eviden
e that

the string B-tree performan
e is also good in pra
ti
e, but further resear
h will aim at validating

these early experimental results.

The main ideas 
ontained in the design of string B-trees have been exploited in [6℄ to devise

a new indexing data stru
ture suitable also for a distributed memory environment. Su
h a data

stru
ture makes it possible to redu
e and balan
e the 
ommuni
ation 
ost involved in a sear
h

for multiple pattern strings inside a textual ar
hive that is distributed among p pro
essors. In

parti
ular, the result turns out to be optimal in the 
ase that the patterns are longer than p. This

is fairly natural in pra
ti
e. A typi
al 
ase is the indexing in WEB servers, whi
h usually 
onsist

of a few powerful 
ommodity workstations 
onne
ted by a high-speed lo
al network. Experiments

are now required to validate these theoreti
al results in the pra
ti
al setting.
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4.2.4 Geometri
 Problems

Computer graphi
s and geographi
 information systems are nowadays ri
h sour
es of large-s
ale


omputational problems. Consequently, there is a need for external-memory te
hniques and data

stru
tures that 
an 
ope eÆ
iently with the enormous amount of spatial data that have to be

manipulated. This results in a ri
h sour
e of problems for the �eld of 
omputational geometry.

Thus, we have 
onsidered the I/O-
omplexity of some geometri
 problems in the external memory

model.

I/O-EÆ
ient Dynami
 Point Lo
ation in a Monotone Subdivision

Investigator: Gerth St�lting Brodal

In internal memory, Edelsbrunner et al. [4℄ proposed an optimal data stru
ture for point lo
a-

tion in monotone subdivisions with O(N) spa
e, O(N) prepro
essing time, and O(logN) query

time. For arbitrary planar subdivisions, the prepro
essing time is O(N logN). If the edges and

verti
es are allowed to be 
hanged dynami
ally, two linear-spa
e stru
tures are known for general

subdivisions: one by Cheng and Janardan [3℄ that answers queries in O(log

2

N) time and supports

updates in O(logN) time; the other by Baumgarten et al. [2℄ that supports queries in worst-
ase

O(logN log logN) time, insertions in amortized O(logN log logN) time, and deletions in amortized

O(log

2

N) time.
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In [1℄ we 
onsider the problem of dynami
ally maintaining a monotone subdivision on disk, so

that the number of I/Os used to perform a query or an update is minimized. The data stru
-

ture presented in [1℄ uses O(N=B) disk blo
ks to store a monotone subdivision, answers queries

in O(log

2

B

N) I/Os in the worst-
ase, and inserts/deletes edges and verti
es in O(log

2

B

N) I/Os

amortized per edge/vertex, where B is the number of elements per disk blo
k.

In order to answer the queries eÆ
iently, we maintain a B-tree-like data stru
ture supporting

split and merge operations, where ea
h node stores a pointer to its parent. Although merge and split

operations on standard B-trees 
an be performed in O(log

B

N) I/Os, updating the parent pointers

requires 
(B log

B

N) I/Os. We therefore introdu
e a new variant of B-trees 
alled level-balan
ed B-

trees in whi
h parent pointers 
an be maintained eÆ
iently. For 2 � b � B=2, level-balan
ed B-trees

use O(N=B) blo
ks to store N elements, and support insert, delete, merge, and split operations

in O((1 +

b

B

log

M=B

N

B

) log

b

N) = O(log

2

B

N) I/Os amortized, where M is the number of elements

�tting in internal memory, M � 2B.
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I/O-EÆ
ient Randomized In
remental Constru
tion

Investigators: A. Crauser, P. Ferragina, K. Mehlhorn, U. Meyer and E. A. Ramos

Sin
e the randomized in
remental 
onstru
tion approa
h [3, 6℄ has been su

essfully employed in

the design of geometri
 algorithms in internal memory, a natural question was the possibility of

extending it to obtain I/O-eÆ
ient algorithms.

A fundamental problem in 
omputational geometry that also arises in many appli
ations is the


omputation of the interse
tions of a set of line segments or, more generally, the 
orresponding

trapezoidal de
omposition (the diagram obtained by extending verti
ally ea
h segment endpoint

and ea
h interse
tion point between segments until another segment is hit). Let N be the number of

segments and let K be the number of interse
tion points. In internal memory, several deterministi


and randomized algorithms are known that 
ompute the trapezoidal de
omposition or a variation

of it [2, 3, 5℄. In the external memory model, optimality means that the total number of I/Os

required to 
ompute the K interse
tions or the trapezoidal de
omposition of S, is �(n log

m

n+ k),

where n = N=B, m = M=B and k = K=B. Prior to our work, no I/O-optimal algorithm was

known. The best known algorithms were due to Arge et al. [1℄. One of their algorithms 
omputes

the interse
tions (but not the trapezoidal de
omposition) in sub-optimal O((n + k) log

m

n) I/Os,

and another 
omputes the trapezoidal de
omposition indu
ed by a set of non-interse
ting segments

in optimal O(n log

m

n) I/Os.

In [4℄, we des
ribed how the randomized in
remental 
onstru
tion approa
h 
an indeed be

adapted to provide I/O-eÆ
ient algorithms. In this 
ontext, instead of adding the geometri
 obje
ts

one by one, they are added in groups of geometri
ally in
reasing size. Using this approa
h, we
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showed that it is possible to 
ompute the trapezoidal de
omposition for a set of line segments

using an optimal expe
ted number of I/Os. The approa
h is suÆ
iently general to work for other

problems: 3-d half-spa
e interse
tions, 2-d and 3-d 
onvex hulls, 2-d abstra
t Voronoi diagrams and

bat
hed planar point lo
ation. The resulting algorithms require an optimal expe
ted number of disk

a

esses and are simpler than the ones previously known. The results extend to an external-memory

model with multiple disks.

Additionally, under pra
ti
al 
onditions on the parameters N;M , and B, these results 
an be

notably simpli�ed, thus providing pra
ti
al algorithms that still a
hieve optimal expe
ted bounds.

We are 
urrently working on the implementation of this simpler version of our algorithms in the

framework of the LEDA-SM library in order to evaluate their pra
ti
al eÆ
ien
y on real-world prob-

lems.
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4.2.5 Modeling Ca
hes

Investigator: Peter Sanders

Often, the RAM model with its uniform memory does not adequately model the performan
e


hara
teristi
s of mainstream sequential 
omputers be
ause the a

ess laten
ies between the �rst

level 
a
he and main memory 
an di�er by up to two orders of magnitude. Therefore, we have

investigated whether the external memory model and the algorithms developed for it might be a

useful sour
e of 
a
he-eÆ
ient algorithms. Obviously, the analogy �ts quite well sin
e a 
a
he of

size M intera
ts with the main memory by reading and writing 
a
he blo
ks of size B.

Our theoreti
al e�orts have 
on
entrated on the main 
on
eptual di�eren
e between hardware


a
hes and the external memory model: External memory algorithms have full 
ontrol over the


ontent of the internal memory whereas 
a
hes usually employ a �xed a-way asso
iative strategy

in whi
h ea
h blo
k of the main memory is mapped to a unique 
a
he set that 
an store up to a

blo
ks (usually, a 2 f1; 2; 4g). If a 
a
he set over
ows, the least re
ently used blo
k is repla
ed

by the new blo
k. How do set-asso
iative 
a
hes perform for the typi
al a

ess pattern of some of

the most su

essful external memory algorithms (i.e., reading from many (up to O(M=B)) sour
es

and writing to one (or a few) destinations (or vi
e versa))? The predominant theoreti
al model

previously available | the independent referen
e model [2℄ | predi
ts very poor performan
e in
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this situation regardless of the degree of asso
iativity. We show that an a-way asso
iative 
a
he

performs well if the number of streams is redu
ed to O(M=B

1+1=a

) [4℄. So, in parti
ular for large


a
he lines, asso
iativity has quite a big impa
t. This result even holds for worst 
ase a

ess

patterns if the starting addresses of the sequen
es 
an be 
onsidered random.

A pra
ti
ally important di�eren
e between the 
a
he-memory hierar
hy and the memory-disk

hiera
hy is that the speed gap is mu
h smaller for the 
a
he-memory 
ase. Therefore, 
onstant

fa
tors matter when we want to use external memory te
hniques for the design of 
a
he-eÆ
ient

algorithms. We started with simple experiments: Random permutations 
an be generated several

times faster than with the 
lassi
al RAM algorithm [1℄ if a distribution-based external algorithm is

used [3℄ although this algorithm would be 
onsidered almost two times slower in the RAM model.

Even a quite involved external list ranking algorithm [6℄ runs slightly faster than plain pointer


hasing on re
ent ma
hines. More e�ort was needed to adapt external memory priority queue

algorithms. The 
onstant fa
tor improvements a
hieved by sequen
e heaps (Se
tion 4.2.2) are

really needed here. Now, a 
areful implementation is at least two times faster than an optimized

implementation of binary heaps and 4-ary heaps for large inputs [5℄.
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4.2.6 Pra
ti
al Software

Investigators: Andreas Crauser and Kurt Mehlhorn

In re
ent years, the algorithmi
 
ommunity has developed many I/O-eÆ
ient algorithms and data

stru
tures for many graph, string and geometri
 problems (see [6℄ for a survey), but implementations

and experimental work are la
king behind.

In [1, 4℄ we propose LEDA-SM (LEDA se
ondary memory) as a platform for external memory


omputation. It extends LEDA [5℄ to external memory 
omputation and is therefore dire
tly


onne
ted to an eÆ
ient internal-memory library of data stru
tures and algorithms. LEDA-SM is

portable, easy to use, and eÆ
ient. It 
onsists of:

� a kernel that gives an abstra
t view of external memory and provides a 
onvenient infrastru
-

ture for implementing external memory algorithms and data stru
tures. We view external

memory as a 
olle
tion of disks and ea
h disk as a 
olle
tion of blo
ks.

� a 
olle
tion of external memory data stru
tures. An external memory data stru
ture o�ers an

interfa
e that is akin to the interfa
e of the 
orresponding internal memory data stru
tures (of

LEDA), uses only a small amount of internal memory, and o�ers eÆ
ient a

ess to external

memory.
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� algorithms operating on these data stru
tures. This in
ludes basi
 algorithms like sorting as

well as matrix multipli
ation, text indexing and simple graph algorithms.

� a pre
ise and readable spe
i�
ation for all data stru
tures and algorithms. The spe
i�
ations

are short and abstra
t so as to hide all details of the implementation.

The external memory data stru
tures and algorithms of LEDA-SM are based on the kernel; however,

their use requires little knowledge of the kernel. LEDA-SM supports fast prototyping of external

memory algorithms and therefore 
an be used to experimentally analyze new data stru
tures and

algorithms in an external storage setting. This was �rst done in [4℄ were all data stru
tures and

algorithms, available in LEDA-SM, were tested against their internal-memory 
ounterpart of LEDA.

In [3℄, we used the library to 
ompare several di�erent external-memory algorithms for suÆx array


onstru
tion (see also Se
tion 4.2.3) and in [2℄ we used LEDA-SM to 
ompare external memory

priority queues (see also Se
tion 4.2.2).
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5 Computational Geometry

Our work in this area 
ombines the theoreti
al investigation of fundamental and appli
ation oriented

questions with the a
tual implementation of algorithms and its 
orresponding theoreti
al support.

We distinguish the following themes: theory and appli
ations of geometri
 sampling, semide�nite

optimization, external memory algorithms, appli
ations, and implementations and their theoreti
al

support.

We have 
ontinued work on the theory and appli
ations of geometri
 sampling, both random-

ized and deterministi
 (Se
tion 5.1). This has resulted in: the development of an I/O-eÆ
ient

randomized in
remental 
onstru
tion that extends the usual internal memory approa
h (see Se
-

tion 4); some improved results on several fundamental problems in Computational Geometry {

halfspa
e range reporting, ray shooting among hyperplanes and 
onstru
tion of levels in arrange-

ments; the deterministi
 parallel solution of some dis
repan
y problems using a polynomial number

of pro
essors; and an improved algorithm for deterministi
 parallel padded sorting (Se
tion 4).

In the �eld of semide�nite optimization (Se
tion 5.2), our work in
ludes work on its 
omplexity

when the dimension is �xed: extensions to semide�nite optimization of previous results on the

linear-time solvability of linear programs, and on the polynomial solvability of integral programs.

The latter work brings together te
hniques from Diophantine approximation and from 
onvex and

algorithmi
 real algebrai
 geometry.

Re
e
ting the general interest of the group in the area of external memory algorithms, we have

developed algorithms and data stru
tures for some geometri
 problems. This work is des
ribed

in detail in Se
tion 4. Our work in this area in
ludes: an I/O-eÆ
ient randomized in
remental

approa
h (mentioned above), and an optimal data stru
ture for dynami
 point lo
ation in monotone

subdivisions.

In regard to appli
ations (Se
tion 5.3), 
urrently we are strongly interested in the problems

of 
urve and surfa
e re
onstru
tion. We are pursuing theoreti
al aspe
ts as well as a
tual imple-

mentations. Spe
i�
ally, we are in the pro
ess of implementing several algorithms proposed in the

literature and evaluating their performan
e. This in
ludes algorithms for 
urve re
onstru
tion that

we have proposed. Another topi
 motivated in appli
ations is robot motion planning. There is

re
ently some a
tivity due to the re
ent arrival of a member. Some work on the problem of motion

planning for multiple tethered robots has been 
ompleted.

The work on implementation of geometri
 algorithms is des
ribed in detail in Se
tion 8. Here

(Se
tion 5.4), for 
ompleteness, we give a short summary and then des
ribe some work regarding

theoreti
al support: stru
tural 
oating-point �ltering, and veri�
ation of Voronoi diagrams of lines

segments.

5.1 Theory and Appli
ations of Geometri
 Sampling

Halfspa
e Range Reporting, Ray Shooting and k-Level Constru
tion

Investigator: Edgar A. Ramos

In [7℄, we 
onsider some fundamental problems in 
omputational geometry. Though they have been

\essentially" solved in the past, we make progress in redu
ing the already narrow gap with respe
t

to the trivial or 
onje
tured lower bounds. The main tool throughout is geometri
 sampling.

Halfspa
e Range Reporting. Let P be a set of n points in d-spa
e R

d

. The problem is to prepro
ess

P so that for a given query halfspa
e 
, the points P \ 
 
an be reported qui
kly. The important

parameters are the prepro
essing time, the storage spa
e and the query answering time. The
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latter depends also on the number k = jP \ 
j of points reported. A great amount of work

has been performed on this problem. Re
ently, Chan [2℄ des
ribed a data stru
ture for 3-spa
e

with expe
ted prepro
essing time O(n log n), worst-
ase spa
e O(n logn) and expe
ted query time

O(logn + k). The 
ase d � 4 had been solved a while ago almost \optimally" by Matou�sek [4℄

with a deterministi
 data stru
ture using prepro
essing time O(n log n), spa
e O(n log log n) and

query time O(n

1�1=bd=2


log




n + k), where 
 is a 
onstant. We have improved on Chan's data

stru
ture by redu
ing the spa
e to O(n log logn) and by a
hieving the same query time, but worst-


ase, while maintaining the same optimal expe
ted prepro
essing time (furthermore, we somewhat

simplify Chan's original data stru
ture). For d even, we also obtain a redu
tion to storage O(n) in

Matou�sek's data stru
ture.

Ray Shooting. Let H be a set of n hyperplanes in R

d

. A �rst problem, ray shooting in a 
onvex

polytope, is to prepro
ess H so that for a given query ray � with starting point p in the upper 
ell

of H, the �rst hyperplane in H hit by � 
an be determined qui
kly. In parti
ular, one is interested

in a
hieving the smallest storage spa
e that a
hieves a query time O(log n). There is the 
onje
ture

that query time Q(n) and storage spa
e S(n) satisfy the relation Q(n) � S(n)

1=bd=2


= 
(n). Ma-

tou�sek and S
hwarzkopf [6℄ a
hieveQ(n)�S(n)

1=bd=2


= O(n log

Æ

n) (for small Æ) using randomization

in the 
onstru
tion. We des
ribed how to obtain deterministi
ally query time O(log n) with pre-

pro
essing time and storage O((n= log n)

bd=2


(log log n)




), whi
h 
orresponds to Q(n) �S(n)

1=bd=2


=

O(n(log log n)




). With a somewhat larger prepro
essing time, O((n= log n)

bd=2


(log n)




), it is possi-

ble to a
hieve storage O((n= log n)

bd=2


2


 log

�

n

). A se
ond problem, ray shooting among hyperplanes,

is to 
onstru
t a data stru
ture so that for a given query ray �, the �rst hyperplane in H hit by

� 
an be determined qui
kly. The parti
ular 
ase in whi
h the ray is verti
al was solved optimally

with prepro
essing time and storage O((n= log n)

d

), and query time O(logn) [3, 5℄; but for the

general 
ase, the best solution known has a query time O(log

2

n) [6℄. We show that a query time

O(logn) 
an be a
hieved while using storage O(n

d

= log

bd=2


n).

Constru
tion of k-levels in 3-spa
e. Let H be a set of n planes in R

3

. The problem is to 
onstru
t

the k-level of H, namely, the set of those fa
es in the arrangement of H on the boundary of the

region 
onsisting of points with at most k planes below. We 
onsider the parti
ular 
ase in whi
h the

planes in H are dual to points in 
onvex position (by a standard geometri
 transformation, the 2-

dimensional k-order Voronoi diagram of n sites 
orresponds to the k-level in one su
h arrangement).

For this 
ase, a tight bound �(nk) on the size is known, and it leads to a lower bound 
(n log n+nk)

for 
onstru
ting a k-level. Despite mu
h work, an algorithm whose running time mat
hes that lower

bound has not been found. Re
ent breakthroughs were by Agarwal et al. [1℄ and by Chan [2℄. The

�rst paper gives an algorithm with expe
ted running time O(n log

3

n + nk log n), and the se
ond

redu
es it to O(n log n+nk log k). We have further redu
ed this time to O(n logn+nk2

log

�

k

). This

gives some eviden
e for the existen
e of an algorithm that mat
hes the lower bound.
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Solving Some Dis
repan
y Problems in NC

Investigators: Sanjeev Mahajan, Edgar A. Ramos and K. V. Subrahmanyam

Dis
repan
y is an important 
on
ept in 
ombinatori
s and theoreti
al 
omputer s
ien
e. It attempts

to 
apture the idea of a good sample from a set. The simplest example, the set dis
repan
y problem,


onsiders a set system (X;S) where X is a ground set and S � 2

X

is a family of subsets of X,

and asks for a subset R � X su
h that for ea
h S 2 S the di�eren
e jjR \ Sj � jR \ Sjj, 
alled the

dis
repan
y, is small. Using Cherno�-Hoe�ding bounds, it is found that a random sample R � X,

with ea
h x 2 X 
hosen for R independently with probability 1=2, is with nonzero probability

a low dis
repan
y set: for ea
h S 2 S, jjR \ Sj � jR \ Sjj = O(

p

jSj log jSj). Sequentially, the

method of 
onditional probabilities has been used to obtain an eÆ
ient deterministi
 algorithm that


omputes su
h a sample R [8℄. In parallel, several approa
hes have been used (k-wise independen
e


ombined with the method of 
onditional probabilities and relaxed to biased spa
es [1, 5, 6, 2℄), but

these e�orts have resulted only in dis
repan
ies O(

p

jSj

1+�

log jSj). A similar situation happens in

geometri
 sampling for set systems with 
onstant VC-dimension. There, a sample of size O(r

2

log r)

is known to be a (1=r)-approximation and it 
an be 
omputed by an eÆ
ient deterministi
 sequential

algorithm (via derandomization), but only size O(r

2+�

) was a
hieved in parallel previously.

In [4℄, we des
ribe NC algorithms (the algorithms run in O(log

2

n) time using a polynomial

number of pro
essors in the EREW PRAM model) that a
hieve the probabilisti
 bounds for dis-


repan
y within a multipli
ative fa
tor 1+o(1). The te
hnique we use is to model random sampling

by randomized �nite automata (�nite automata in whi
h transitions from a state to its immediate

su

essor o

urs with a 
ertain probability), abbreviated RFA, and then fool these automata with

a probability distribution of polynomial size support. The approa
h is not new; in fa
t, Karger and

Koller [3℄ show how to fool su
h automata via the latti
e approximation problem, using a solution for

that problem developed in [5℄. However, they did not realize that the latti
e approximation prob-

lem 
an itself be modeled by RFAs and, as a result this and other dis
repan
y-like problems 
an be

solved in parallel, nearly a
hieving the probabilisti
 bounds. We also des
ribe how the work of Nisan

[7℄ on fooling RFAs via pseudo-random generators also �ts the same general approa
h. Although

limited, the framework in
ludes the latti
e approximation problem, the dis
repan
y problem, and

sampling problems in 
omputational geometry (in
luding 
omputing a (1=r)-approximation of size

O(r

2

log r)). It also results in some improvements for parallel algorithms for approximate linear

programming and graph edge 
oloring.
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5.2 Semide�nite Programming

Re
ently, there has been substantial interest in semide�nite programming (SDP). Semide�nite pro-

gramming 
an be regarded as an extension of linear programming in whi
h the positive orthant is

repla
ed by the 
one of symmetri
 positive semide�nite matri
es. Many 
onvex optimization prob-

lems, e.g., linear and 
onvex quadrati
ally 
onstrained quadrati
 programs, maximum eigenvalue

and matrix norm minimization, and also the 
omputation of extremal ellipsoids for polyhedral sets,


an be 
ast as SDP [12℄. Appli
ations of semide�nite programming in
lude system and 
ontrol

theory, statisti
s, and 
ombinatorial optimization.

It is well known that approximately solving semide�nite programs with expli
itly given bounds

on the size of an optimal solution 
an be a

omplished in polynomial time by interior-point methods

[1, 12℄. However, the 
omplexity of the general SDP problem remains an open fundamental problem

of mathemati
al programming. In fa
t, it is not even known whether for the standard bit model of


omputation, the problem of testing the feasibility of a given semide�nite program belongs to the


omplexity 
lass NP. Sin
e the 
omplexity status of the general SDP problem seems to be a very

diÆ
ult question, it is natural to ask what other known 
omplexity results for linear programming


an be extended to semide�nite programming.

Semide�nite Optimization in Linear Time When the Dimension is Fixed

Investigator: Lorant Porkolab

Megiddo's result [11℄ on the linear-time solvability of linear programs in �xed dimension is a 
lassi
al


omplexity result in the theory of linear programming. Re
ently we have extended [9℄ this result to

the general semide�nite optimization problem: Compute the in�mum of a linear obje
tive fun
tion

of an n�n symmetri
 positive semide�nite matrix satisfying a given system of m linear 
onstraints;

if the in�mum is attained, �nd the least-norm optimal solution. We show the following result: The

general semide�nite optimization problem 
an be solved in mn

O(n

2

)

arithmeti
 operations in the real

number model of 
omputation. Moreover, if the input 
oeÆ
ient are integers of binary length at

most l, the required a

ura
y of arithmeti
 operations does not ex
eed ln

O(n

2

)

bits. These bounds,

stated for the real number model of 
omputation, in
lude our earlier results [13℄, where we proved

that in the standard bit model of 
omputation the feasibility of general semide�nite programs with

integral input 
oeÆ
ients of binary size at most l 
an be 
he
ked mn

O(n

2

)

arithmeti
 operations over

ln

O(n

2

)

-bit numbers. Another 
orollary of our bounds are nearly tight estimates on the algebrai


degrees and logarithmi
 heights of the in�mum and 
oordinates of the least-norm optimal solution.
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To obtain the above results �rst we de�ne parametri
 solutions to formulate semide�nite opti-

mization as an LP-type problem { a notion introdu
ed by Sharir and Welzl [15℄ { then we apply

Chazelle and Matou�sek's [4℄ derandomized variant of Clarkson's algorithm [5℄ along with the 
ur-

rently best known de
ision methods for the �rst-order theory of the reals due to Renegar [14℄, and

Basu, Polla
k and Roy [3℄.

Integer Optimization on Convex Semi-algebrai
 Sets

Investigator: Lorant Porkolab

Lenstra's result on the polynomial-time solvability of integer linear programming in �xed dimension

is another well known 
omplexity result in optimization. The question whether this 
an be extended

to integer semide�nite programming motivated our work in [7℄, where we 
onsider the problem

of 
omputing an integral point in an arbitrary 
onvex semi-algebrai
 set (i.e., the solution set

of an arbitrary �rst-order algebrai
 formula with free and quanti�ed variables). By applying a

quantitative version of Krone
ker's theorem on simultaneous Diophantine approximation, and some

re
ent bounds [3℄ on the 
ombinatorial and algebrai
 
omplexity of quanti�er elimination methods

for the �rst order theory of the reals, we �rst obtain an upper bound on the minimum binary size

of an integral point 
ontained in a given 
onvex semi-algebrai
 set. Then we show that this bound

implies the following generalization of the 
elebrated result of Lenstra [10℄: For ea
h �xed n, there

exists a polynomial-time algorithm that, given a 
onvex semi-algebrai
 set de�ned by a �rst-order

formula with n free and quanti�ed variables, 
he
ks whether the input set 
ontains an integral point,

and if so, 
omputes one.

In addition to linear integer programming, this readily implies the polynomial-time solvability

of systems of 
onvex and quasi-
onvex polynomial inequalities with any �xed number of integer

variables [6, 2℄. It should be mentioned, however, that the above 
omplexity result is more robust {

it only uses the 
onvexity of the solution set and does not require that ea
h algebrai
 
onstraint be

quasi-
onvex. In parti
ular, it leads to the following 
orollary for integer semide�nite programming:

For ea
h �xed n, there is a polynomial-time algorithm whi
h �nds an n � n integral symmetri


positive semide�nite matrix satisfying a given system of linear inequalities, or de
ides that no su
h

matrix exists. This 
orollary also holds for systems of stri
t and/or nonstri
t linear inequalities

in positive de�nite and/or semide�nite matri
es with integer and/or real variables, i.e., for mixed

SDP.

The previously mentioned results of [7℄ 
an also be extended to the optimization versions of the

problems [8℄.

Referen
es

[1℄ F. Alizadeh. Interior point methods in semide�nite programming with appli
ations to 
ombinatorial

optimization. SIAM Journal on Optimization, 5:13{51, 1995.

[2℄ B. Bank, T. Kri
k, R Mandel, and P. Solerno. A geometri
al bound for integer programming with

polynomial 
onstraints. In Pro
eedings of the 8th International Conferen
e on Fundamentals of Com-

putation Theory, LNCS 529, pages 121{125. Springer, 1991.

[3℄ S. Basu, R. Polla
k, and M.-R. Roy. On the 
ombinatorial and algebrai
 
omplexity of quanti�er

elimination. Journal of the ACM, 43:1002{1045, 1996.

[4℄ B. Chazelle and J. Matou�sek. On linear-time deterministi
 algorithms for optimization problems in

�xed dimension. Journal of Algorithms, 21(3):579{597, 1996.

85



The Algorithms and Complexity Group

[5℄ K.L. Clarkson. Las Vegas algorithms for linear and integer programming when the dimension is small.

Journal of the ACM, 42:488{499, 1995.

[6℄ L. Kha
hiyan. Convexity and 
omplexity in polynomial programming. In Pro
eedings of the Interna-

tional Congress of Mathemati
ians, pages 1569{1577, Warszawa, August 16-24 1983.

[7℄ L. Kha
hiyan and L. Porkolab. Computing integral points in 
onvex semi-algebrai
 sets. In Pro
eedings�

of the 38th Annual IEEE Symposium on Foundations of Computer S
ien
e, pages 162{171, 1997.

[8℄ L. Kha
hiyan and L. Porkolab. Integer optimization on 
onvex semi-algebrai
 sets. Dis
rete and�

Computational Geometry, To appear, 1999.

[9℄ L. Kha
hiyan and L. Porkolab. Semide�nite optimization in linear time when the dimension is �xed.�

Manus
ript, presented at the DIMACS Workshop on Semide�nite Programming, Prin
eton, NJ, Jan-

uary 1999.

[10℄ H.W. Lenstra Jr. Integer programming with a �xed number of variables. Mathemati
s of Operations

Resear
h, 8:538{548, 1983.

[11℄ N. Megiddo. Linear programming in linear time when the dimension is �xed. Journal of the ACM,

31:114{127, 1984.

[12℄ Y. Nesterov and A. Nemirovski. Interior Point Polynomial Methods for Convex Programming: Theory

and Appli
ations. SIAM, Philadelphia, 1994.

[13℄ L. Porkolab and L. Kha
hiyan. On the 
omplexity of semide�nite programming. Journal of Global

Optimization, 10(4):351{365, 1997.

[14℄ J. Renegar. On the 
omputational 
omplexity and geometry of the �rst order theory of the reals.

Part I: Introdu
tion; preliminaries; the geometry of semi-algebrai
 sets; the de
ision problem for the

existential theory of the reals. Journal of Symboli
 Computation, 13:255{299, 1992.

[15℄ M. Sharir and E. Welzl. A 
ombinatorial bound for linear programming and related problems. In

Pro
eedings of the 9th Annual Symposium on Theoreti
al Aspe
ts of Computer S
ien
e, LNCS 577,

pages 596{579. Springer, 1992.

5.3 Appli
ations

Curve Re
onstru
tion

Investigators: Tamal K. Dey, Kurt Mehlhorn and Edgar A. Ramos

Given a set of points in the plane that 
losely sample a 
urve, the task is to re
onstru
t (an ap-

proximation to) the original 
urve. This is a task easily performed by humans and its reprodu
tion

by 
omputers is an important problem in 
omputer vision, image pro
essing and pattern re
og-

nition. Thus, the problem has drawn a lot of attention in the last three de
ades. However, only

re
ently have solutions with a performan
e guarantee been proposed. If the 
urve is 
losed and

uniformly sampled, a number of methods are known to work ranging over minimum spanning tree

[5℄, �-shapes [2℄, �-skeleton [6℄, and r-regular shapes [1℄. The 
ase of non-uniformly sampled 
losed


urves was �rst treated su

essfully by Amenta, Bern and Eppstein [7℄.

The problem is made pre
ise as follows. A 
urve � is a 
olle
tion of isolated points and single

smooth 
urves that are pairwise disjoint. A point set P � � is an �-sample from � if for ea
h point

p 2 �, its distan
e to its 
losest point in P is at most a fra
tion � of the least distan
e from p to

the medial axis of � (the 
losure of all 
enter points of balls tou
hing � in two or more points).

The 
orre
t re
onstru
tion of � from P is the graph with vertex set P su
h that for ea
h x; y 2 P ,

x and y are adja
ent i� x and y are adja
ent on �.
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Amenta, Bern and Eppstein presented an algorithm Crust that, given an �-sample P from

a 
losed 
urve for some � < 0:252, 
omputes the 
orre
t re
onstru
tion. Later Dey and Kumar

[3℄ gave an algorithm NN-Crust that works for � < 1=3. If P is not an �-sample from a 
losed


urve, no 
laim is made about the output of either algorithm. In [4℄, we des
ribe an algorithm

Conservative-Crust that, given a point set P and a non-negative real parameter �, 
onstru
ts

a graph G and a 
urve �. The graph G is a 
olle
tion of open and 
losed 
hains with verti
es in P

satisfying the following properties:

1. If P is a suÆ
iently dense sample from a 
urve, then G 
aptures all edges in its 
orre
t

re
onstru
tion: For � < 1=2, if P is a (�=8)-sample from a 
urve �

0

, then G 
ontains the


orre
t re
onstru
tion of �

0

.

2. � justi�es G: For � < 1=8, there is a 
onstant 


0

� 13:35, su
h that P is a (


0

�)-sample from

� and G is the 
orre
t re
onstru
tion of �.

3. The algorithm 
an be implemented so that its running time is O(n logn).

Unlike Conservative-Crust, the former two algorithms in
lude edges in the re
onstru
tion

whi
h one might 
all \unjusti�ed".
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Multiple-Robot Motion Planning

Investigator: Susan Hert

Motion planning problems are generally stated in the following manner: given a starting lo
ation

and a target lo
ation for a robot, 
onstru
t a path between the two that avoids 
ollisions with

obsta
les in the environment. When multiple robots are moving in the same environment, one

must 
onstru
t not only a path for ea
h robot but, in order to avoid 
ollisions among the robots,

one must also provide a time pro�le of the robots' motion. Computing the path and the time

pro�le simultaneously is an inherently diÆ
ult problem [1, 8℄. Thus, many resear
hers (e.g., [4, 6℄)

have addressed multiple-robot motion planning as a three-step pro
ess: First, 
hoose an ordering

for the robots; se
ond, plan the paths for the robots assuming they move sequentially in the 
hosen
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order; �nally, 
ompute the traje
tories of the robots along these paths that assure the robots will

not interfere with ea
h other when moving simultaneously. Though this approa
h often makes it

impossible to dis
over a solution even though one exists, in the problem we 
onsider this loss of


ompleteness is avoided under some minor assumptions about the starting and target lo
ations of

the robots.

In [5℄, we have 
onsidered the problem of motion planning for multiple robots in three dimen-

sions. This problem is motivated by an appli
ation in underwater roboti
s, where the robots move

in their three-dimensional environment to explore, inspe
t, or re
over obje
ts on the o
ean 
oor.

Ea
h robot is atta
hed by a 
able (or tether) to a ship or platform on the surfa
e of the o
ean. The


ables are used to transmit power or data to or from the robots. When planning motion for these

robots it is important to make sure that the tethers do not be
ome intertwined or tangled.

With the goal in mind of avoiding tangles altogether, we model the 
ables as straight line

segments in R

3

. Under this model we are able to analyze the potential intera
tions among the

robots' tethers when they move along straight lines to their targets to derive an ordering of the

robots that results in a maximum number of robots being able to move in straight lines. Our

model also gives rise to a set of virtual three-dimensional obsta
les, whi
h, if avoided, will prevent

the tethers from be
oming tangled when the robots move sequentially in a given order. Canny

and Reif [2℄ have shown that �nding the shortest path between two points in three dimensions

in the presen
e of obsta
les is 
omputationally intra
table. This has led to the development of

polynomial-time algorithms that produ
e approximately optimal paths (e.g., [3, 7℄). Through the

use of su
h algorithms, we are able to 
ompute paths for the robots that are nearly optimal if they

move sequentially. We have shown that �nding an optimal simultaneous-motion plan for the robots

along a given set of paths is also 
omputationally intra
table, and have developed a polynomial-time

algorithm for analyzing the potential intera
tions 
aused by motion along the paths and produ
ing

traje
tories along the paths that are guaranteed to result in no 
ollisions or tangles of the robots'

tethers.
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5.4 Implementation of Geometri
 Algorithms

5.4.1 Summary of Implementation Work

Investigators: Christoph Burnikel, Stefan Funke, Susan Hert, Stefan S
hirra, Mi
hael Seel, Mark

Ziegelmann

It is now widely re
ognized also in the 
omputational geometry 
ommunity that making imple-

mentations of the developed algorithms available is an important step for the te
hnology transfer

from a
ademia to industry. The best way to provide reusable implementations is to provide it

in a software library. Our implementation work on geometri
 algorithms is made available in the

software libraries CGAL and LEDA. Both libraries provide geometry kernels 
ontaining geometri


primitives and a 
olle
tion of algorithms and data stru
tures, whi
h subsumes by now most of

the basi
 fun
tionality des
ribed in the textbooks on 
omputational geometry. Our work on the

implementation of geometri
 algorithms is presented in Se
tion 8.

5.4.2 Theoreti
al Support

Stru
tural Filtering

Investigators: Stefan Funke, Kurt Mehlhorn, Stefan N�aher

Floating-point �lters have proved to be very eÆ
ient both in pra
ti
e [2℄ and in theory [1℄ to speed

up the exa
t evaluation of geometri
 predi
ates. If the input data is in general position, they

allow exa
t evaluation of predi
ates with only a moderate overhead 
ompared to pure 
oating-

point arithmeti
 evaluation (the best non-stati
 �lters have an overhead of a fa
tor of 2). Still, this

overhead exists. Apart from that, degenerate or nearly degenerate tests pose a problem for these

�lters | they mostly fail and hen
e expensive arbitrary pre
ision arithmeti
 has to be used. In

pra
ti
e, these \diÆ
ult" tests { though they o

ur only very rarely { a�e
t the overall running

time 
onsiderably.

Now the question is how to speed up the implementations even further. First, it would be ni
e

to (almost) get rid of the overhead of 
oating-point �lters in the \easy" 
ases. Se
ond, we may

want to de
rease the number of \diÆ
ult" tests that have to be de
ided exa
tly.

By using only 
oating-point arithmeti
 for a majority of the predi
ate evaluations (and hen
e

allowing some of the predi
ates to be de
ided in
orre
tly), we 
an save the overhead of the �lter


omputations and possibly some arbitrary pre
ision evaluations. Of 
ourse, we have to take 
are

that the 
orre
t �nal result is still 
omputed. We 
all this te
hnique \stru
tural �ltering" where only

the �nal result is guaranteed to be 
orre
t in 
ontrast to predi
ate �ltering where ea
h predi
ate is

guaranteed to be exa
tly evaluated. We have investigated the following problems:

� sorting: What happens if we allow 
omparisons to err ? How 
an we \repair" the result ?

� sear
h stru
tures: Can we use inexa
t 
omparisons on sear
h stru
tures and still get a 
orre
t

result ?

Sorting. Assume we want to sort elements x

1

; :::; x

n

. Our 
omparison fun
tion used for sorting

may err in a 
omparison of i; j, if jrank(x

i

) � rank(x

j

)j < k. As a measure of the quality of the

out
ome, we 
ount the number of inversions.

We were able to prove that qui
ksort is optimal in this model up to a 
onstant fa
tor, and that

mergesort is suboptimal. Note that an (almost) sorted sequen
e 
ontaining I inversions 
an be
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sorted using �nger sear
h trees with O(n � log (2 + I=n)) (exa
t) 
omparisons or using insertion sort

with O(n+ I) 
omparisons.

Pra
ti
al experiments with qui
ksort (and insertion sort after ea
h re
ursion) show a perfor-

man
e gain of roughly 20 per
ent, whi
h is due to saving the 
omputation of the error bounds for

most predi
ates.

Sear
hing. If the sear
h stru
ture is a dire
ted a
y
li
 graph, one 
an use inexa
t 
omparisons

without the risk of looping. For example, if we have 
onstru
ted a binary sear
h tree for a set of

n elements, and we assume the same \inexa
t" 
omparison fun
tion as for sorting, one 
an show

that the leaf we end up with is at most k steps away from the \
orre
t" one, and 
an be rea
hed

by walking along the leaves.

In prin
iple, this works for all sear
h stru
tures that are dire
ted a
y
li
 graphs, where we 
an

get from the possibly in
orre
t sink to the 
orre
t one afterwards. If the sear
h stru
ture is not a

tree, it is also self-
orre
ting in a sense that even if a wrong de
ision has been taken on the way,

the 
orre
t sink may be rea
hed.

Pra
ti
al experiments for a sear
h stru
ture within the randomized in
remental algorithm for


omputing a Delaunay triangulation showed a speedup for the point lo
ation of around 25 per
ent.

Referen
es

[1℄ Olivier Devillers and Fran
o Preparata. A probabilisti
 analysis of the power of arithmeti
 �lters.

Dis
rete and Computational Geometry, 20:523{547, 1998.

[2℄ S. S
hirra. A 
ase study on the 
ost of geometri
 
omputing. In Pro
. of ALENEX'99, 1999. To�

appear.

Veri�
ation of Voronoi Diagrams of Line Segments

Investigators: Christoph Burnikel, Kurt Mehlhorn and Mi
hael Seel

Algorithms for 
omputing the Eu
lidean Voronoi diagram of line segments are hard to implement.

One reason is the numeri
al 
omplexity of the problem [1℄. Another is the geometri
 
omplexity of

this parti
ular Voronoi diagram that is due to an abundan
e of geometri
 
ases that an implemen-

tation has to take into a

ount. How 
an we be sure that the output of a program is the 
orre
t

Voronoi diagram of line segments? Is there a simple and eÆ
ient pro
edure that rigorously proves

or disproves the 
orre
tness of the returned graph G for an arbitrary set of input sites? In [2℄, we

answer this question positively, presenting a new program 
he
ker for the Voronoi diagram of line

segments in the spirit of [3℄.

The 
riti
al part of the 
he
ker is to show the planarity of the 
omputed embedding. The key


on
epts used in our 
he
ker are the winding number and the orientation of 
urves. Using these

two 
on
epts, we show that it is enough to 
he
k for only one parti
ular fa
e of the graph G that

it is a simple 
urve, namely its unbounded fa
e. Our te
hniques 
an be generalized to every type

of Voronoi diagram where the fa
es are 
onvex or star-shaped.

Referen
es

[1℄ C. Burnikel. Exa
t Computation of Voronoi Diagrams and Line Segment Interse
tions. PhD thesis,

Universit�at des Saarlandes, 1996.

[2℄ C. Burnikel, K. Mehlhorn, and M. Seel. A simple way to re
ognize a 
orre
t Voronoi diagram of line�

segments. Resear
h Report MPI-I-1999-1-003, Max-Plan
k-Insitut f�ur Informatik, 1999.
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[3℄ K. Mehlhorn, S. N�aher, T. S
hilz, S. S
hirra, R. Seidel, M. Seel, and C. Uhrig. Che
king geometri


programs or veri�
ation of geometri
 stru
tures. In Pro
. 12th Annu. ACM Sympos. Comput. Geom.,

pages 159{165, 1996.
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6 Computational Mole
ular Biology & Chemistry

We 
ontinued our work on sequen
e alignment problems and on the protein do
king problem.

In 1997 we started to design and implement a C++ library for Computational Mole
ular Biology.

Sin
e Summer 1998 our Computational Mole
ular Biology group has been working on an interdis
i-

plinary proje
t 
alled GELENA (GEne transfer systems based on LE
tin-modi�ed NAnoparti
les).

We 
ompleted our resear
h on eÆ
ient parallel algorithms for mole
ular dynami
s simulation of

syntheti
 polymers.

Sin
e sequen
e alignment is of 
entral importan
e in the interpretation of protein and DNA

sequen
es, dozens of algorithms for the di�erent alignment problems have been published in the

last de
ades. Almost all of the published non-heuristi
 algorithms for these problems use dynami


programming. Sin
e the time and spa
e 
omplexity of dynami
 programming algorithms grows

exponentially with the number of sequen
es, su
h approa
hes 
an solve only rather small problem

instan
es to optimality, even if elaborate bounding pro
edures are applied. We tested whether new

te
hniques from the area of 
ombinatorial optimization 
an be su

essfully applied to sequen
e

alignment problems. We studied the so-
alled Generalized Maximum Tra
e (GMT) problem and

the Stru
tural Maximum Tra
e (SMT) problem. We found integer linear programming (ILP)

formulations for both alignment problems. An intensive study of the solution polyhedrons led

us to bran
h-and-
ut algorithms that are able to solve problem instan
es that 
annot be handled

by dynami
 programming approa
hes. For example, the bran
h-and-
ut-algorithm for the SMT

problem is able to align two RNA sequen
es of length 1400. The best dynami
 programming

approa
h has a time and spa
e 
omplexity of O(n

4

) where n is the length of the longest RNA

sequen
e. It 
an only solve problem instan
es of length up to 300. Furthermore, Knut Reinert

presents in his PhD thesis an integer linear programming formulation of the \standard" alignment

problem with arbitrary gap 
osts. In summary, we have developed a new approa
h that 
an

be applied to many alignment problems. Although our 
urrent bran
h-and-
ut algorithms already

seem to be superior to dynami
 programming approa
hes, there is still a lot of spa
e to improve our

algorithms by studying the solution polyhedrons and by identifying new fa
et-de�ning inequalities.

An Expressed Sequen
e Tag (EST) is a DNA fragment of length around 500 that stems from

an expressed gene. The EST 
lustering problem 
an be de�ned as follows: Given a database of

ESTs, determine for ea
h EST all other ESTs in the database that stem from the same gene. These


lusters 
an be 
omputed by determining all pairs of overlapping ESTs in the database and storing

this overlap information in a graph in whi
h the nodes represent the ESTs and the edges represent

the overlaps between two ESTs. Ea
h 
onne
ted 
omponent of this overlap graph represents an EST


luster. Be
ause of errors in the EST data, algorithms for approximate mat
hing have to be used to

�nd the overlaps. The most 
ommonly used approximate mat
hing programs (BLAST and FASTA)

were not designed for multiple high similarity sear
hes. For example, we estimate that the 
lustering

of the NCBI UNIGENE human EST database whi
h 
ontains roughly 725,000 ESTs would take

six months on an average workstation with one pro
essor using BLAST. In 
lose 
ooperation with

the German Can
er Resear
h Center, we developed and implemented a spe
ialized database sear
h

algorithm (QUASAR). It is designed and optimized for high similarity sear
h. Typi
al appli
ations

of our new algorithm are EST database 
lustering and sequen
e assembly. The algorithm uses a

suÆx array as an index data stru
ture. Thus, in 
ontrast to BLAST and FASTA, it does not s
an

the whole database. The 
ombination of a suÆx array with blo
k addressing s
hemes and other

well known te
hniques leads to a database sear
h engine that a
hieves a speedup fa
tor of about

30 against the NCBI BLAST 2 program.

In 1996 we started to design and implement a C++ library, 
alled BALL (Bio
hemi
al ALgo-
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rithms Library), for rapid software prototyping in the area of mole
ular modeling and simulation.

Besides the library kernel, the 
urrent version of BALL provides modules for Mole
ular Me
hani
s

and for solvation and ele
trostati
 energy 
al
ulations based on a Poisson-Boltzmann solver. The

visualization 
omponent BALLVIEW provides portable visualization of the kernel data stru
tures

and general geometri
 primitives. In a �rst test with BALL we were able to re-implement a program

in one day, the �rst implementation of whi
h, in the 
ourse of a Master's thesis, took half a year.

First pra
ti
al experien
es in our protein do
king proje
t (see below) were also very su

essful,

be
ause we were able to implement 
omplex energeti
 
al
ulations in a few weeks.

The goal of protein do
king resear
h is the development of algorithms that enable the user

to predi
t rea
tions between proteins and to 
ompute the three-dimensional stru
ture of the re-

sulting protein 
omplexes. Protein do
king algorithms 
an be used to s
reen protein databases

for possible inhibitors of a given virus enzyme. In January 1998 a proje
t proposal with the title

"Protein-Protein-Do
king" was submitted to the DFG Resear
h Cluster \Informatikmethoden f�ur

die Analyse und Interpretation gro�er genomis
her Datenmengen". After the a

eptan
e of the

proposal by the DFG the proje
t started in O
tober 1998. In this proje
t, our group 
ooperates

with the Max Plan
k Institute for Mole
ular Physiology in Dortmund and the Max Plan
k Insti-

tute for the \Enzymology of the Protein Folding Pro
ess" in Halle. In the proposal, the following

resear
h goals are formulated: (1) We plan to a

elerate the pro
ess of stru
ture determination

for protein 
omplexes by 
ombining NMR and XRAY te
hniques with protein do
king algorithms.

(2) During the proje
t the unknown 3D stru
tures of some important protein 
omplexes will be

predi
ted using the do
king algorithm and afterwards determined via NMR or XRAY. Within a

few weeks after the start of the proje
t we were able to implement a 
omplex energeti
 evaluation

fun
tion using our new software library BALL. The new energeti
 evaluation fun
tion improves the

quality of the do
king results signi�
antly.

In Summer 1998 we started a new proje
t 
alled GELENA (GEne transfer systems based

on LE
tin-modi�ed NAnoparti
les). The goal of the proje
t is the development of a new gene

transfer method based on nanoparti
les loaded with DNA ve
tors. The gene transfer method is

intended to 
ure diseases, su
h as 
ysti
 �brosis, 
aused by geneti
 defe
ts. The nanoparti
les

will be designed and synthesized by resear
hers from the Institute for New Materials (INM) in

Saarbr�u
ken. Resear
hers of the Institute for Human Geneti
s of the University are working on

the DNA ve
tors that should be transported into the 
orresponding 
ells in order to repair their

geneti
 defe
ts. Peptides or peptide mimeti
s that will identify the 
orresponding 
ells by do
king

rea
tions and that will bring the nanoparti
les into 
onta
t with these 
ells have to be atta
hed

to the nanoparti
les via spa
er mole
ules. In 
lose 
ooperation with the biote
hnology 
ompany

A
ross Barriers GmbH and the Institute for Biopharma
y and Pharma
euti
al Te
hnology of the

University we are designing small peptide mimeti
s that have a high binding aÆnity to 
ertain sugar

mole
ules (so-
alled oligomers of N-a
etyl-glu
osamine (NAG)). We are interested in these sugar

mole
ules be
ause they 
over the surfa
e of epithelial 
ells. We are about to study and 
ompare

sugar binding sites.

Sin
e 1995 we have been developing and implementing eÆ
ient parallel algorithms for mole
ular

dynami
s (MD) simulations of syntheti
 polymers, whi
h are the base of all varieties of plasti
. MD

simulations are used to test hypotheses about 
hemi
al pro
esses by simulating the motions of the

atoms of a mole
ular system. Our MD simulation algorithms make use of the spe
ial properties

and behavior of the simulated syntheti
 polymers. The old version of our MD simulation algorithm

(that we des
ribed in the progress report from 1997) had a speedup eÆ
ien
y of 77.9 % for 16

pro
essors and a speedup eÆ
ien
y of 51.4 % for 32 pro
essors. During the last two years, we

have developed new te
hniques like the lookahead method that enabled us to redu
e the number of
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ommuni
ation steps and the amount of data that has to be transmitted. The new version based

on these te
hniques has a speedup eÆ
ien
y of 92.6 % for 16 pro
essors and a speedup eÆ
ien
y

of 74.9 % for 32 pro
essors. Furthermore, we gave experimental eviden
e that the new version has

an almost optimal speedup for up to 32 pro
essors. Sin
e our approa
h is only suited for a small

number of pro
essors (< 40), we have rea
hed the 
on
lusion of the MD simulation proje
t.

6.1 Computational Mole
ular Biology

6.1.1 Multiple Sequen
e Alignment

Investigators: Hans-Peter Lenhof, Kurt Mehlhorn, Petra Mutzel, and Knut Reinert

Let S = fS

1

; S

2

; : : : ; S

k

g be a set of k strings of lengths n

1

; : : : ; n

k

over an alphabet � and let

b

� = �[ f�g, where \�" (dash) is a symbol to represent \gaps" in strings. An alignment of S is a

set

b

S = f

b

S

1

;

b

S

2

; � � � ;

b

S

k

g of strings over the alphabet

b

� that satis�es the following two properties:

(1) the strings in

b

S all have the same length, and (2) ignoring dashes, string

b

S

i

is identi
al to

string S

i

. An alignment in whi
h ea
h string

b

S

i

has length l 
an be interpreted as an array of k

rows and l 
olumns where row i 
orresponds to string

b

S

i

. Two 
hara
ters of distin
t strings in S

are said to be aligned under

b

S if they are pla
ed in the same 
olumn of the alignment array. A

s
oring fun
tion assigns to ea
h alignment a s
ore su
h that in as many situations as possible the

s
ore is in a

ordan
e with biology in the sense that alignments are assigned high s
ores if and

only if they are biologi
ally meaningful. Sin
e sequen
e alignment is of 
entral importan
e in the

interpretation of protein and DNA sequen
es, a lot of resear
h has been 
ondu
ted in this area

and dozens of algorithms for the di�erent alignment problems have been published. Almost all

published non-heuristi
 algorithms for these problems use dynami
 programming. Sin
e the time

and spa
e 
omplexity of dynami
 programming algorithms grows exponentially with the number

of sequen
es, dynami
 programming approa
hes 
an solve only rather small problem instan
es to

optimality, even if elaborate bounding pro
edures are applied (see [10℄).

In 1995, Kurt Mehlhorn suggested to test whether new te
hniques from the area of 
ombinatorial

optimization 
an be su

essfully applied to sequen
e alignment problems. We �rst studied the so-


alled Maximum (Weight) Tra
e (MT) problem, an instan
e of the Multiple Sequen
e Alignment

problem introdu
ed by John Ke
e
ioglu [5℄. In the MT problem, we view the 
hara
ter positions

of the k input strings in S as the vertex set V of a k-partite graph G = (V;E) 
alled the input

alignment graph. The edge set E 
onne
ts pairs of 
hara
ters that one would like to have aligned.

We 
all an edge in E an alignment edge and say that an alignment edge is realized by an alignment

if the endpoints of the edge are pla
ed into the same 
olumn of the alignment array. The subset

of E realized by an alignment

b

S is 
alled the tra
e of

b

S. The notion of a tra
e of two strings is

a basi
 
on
ept in sequen
e 
omparison (see, for instan
e, [15℄ pp. 10{18) whi
h Ke
e
ioglu [5℄

generalized to multiple sequen
e alignment with the notion of a tra
e of an alignment graph. We

dis
overed an integer linear programming formulation of the MT problem and developed a bran
h-

and-
ut algorithm that was able to solve problem instan
es that 
annot be handled by dynami


programming approa
hes [14℄.

In [7℄ we introdu
ed the Generalized Maximum Tra
e Problem (GMT) in whi
h we allow multiple

edges between two verti
es in the alignment graph G and in whi
h we partition the edge set E into

a set D of so-
alled blo
ks. A blo
k is a tra
e in whi
h every edge is in
ident to nodes in the same

pair of sequen
es. We regard a blo
k d 2 D as realized if all the edges in d are realized. Every

blo
k d 2 D has a weight w

d

representing the bene�t of realizing that blo
k, and the weight of an

alignment is the sum of the weights of the blo
ks it realizes. The goal is to 
ompute an alignment
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b

S of maximum weight. Noti
e that this results in the 
onstru
tion of a multiple alignment out of

lo
al pairwise alignments.

Most 
ommonly used s
oring s
hemes are based on the similarity of single pairs of 
hara
ters

(see, for instan
e, [2℄ or [3℄). This 
orresponds to a partition of the edges into singleton sets and

is equivalent to the original MT formulation. It is worth noting that the singleton 
ase in
ludes as

a spe
ial 
ase the well studied sum-of-pairs multiple alignment problem. GMT also 
aptures more

general s
oring s
hemes based on the similarity of pairs of whole segments of the sequen
e pairs

(see, for instan
e, [1℄, [12℄, and [16℄).

The graph-theoreti
 formulation of the GMT enabled us to give an ILP formulation for the

GMT in whi
h we asso
iate with every blo
k d in D a binary variable x

d

that indi
ates whether

a blo
k is realized (x

d

= 1) or not (x

d

= 0). An integer solution is feasible if the alignment edges

of the realized blo
ks form a tra
e. The goal is to �nd the feasible solution that realizes a set of

blo
ks with maximum overall weight.

We investigated the stru
ture of the GMT polytope P

T

(G), whi
h is de�ned as the 
onvex hull

of all feasible in
iden
e ve
tors. This is a �rst essential step on the way to an eÆ
ient bran
h-

and-
ut algorithm. We were able to identify numerous 
lasses of fa
et-de�ning inequalities and

for many of these 
lasses we 
ould devise exa
t and heuristi
 separation algorithms that turn the

theoreti
al knowledge about the polyhedra into pra
ti
al routines for deriving upper bounds. We

implemented the algorithm using the bran
h-and-
ut framework ABACUS [4℄ and the Library

of EÆ
ient Datatypes and Algorithms LEDA [11℄. Our implementation of the bran
h-and-
ut

algorithm for the GMT shows that the use of methods from 
ombinatorial optimization in the �eld

of sequen
e alignment leads to algorithms that are 
omparable or superior to existing algorithms

based on dynami
 programming. We 
an, for example, align up to 18 sequen
es of lengths � 200,

a problem size not tra
table for dynami
 programming based approa
hes.

Our original formulation was also the basis for the se
ond alignment problem we address, the

Stru
tural Maximum Tra
e Problem (SMT). The aim is to 
ompute an alignment that maximizes

sequen
e and stru
ture 
onsensus simultaneously. To be more pre
ise, the s
ore that is optimized

is a weighted sum of the sequen
e similarity and the stru
tural similarity of the sequen
es under


onsideration. In this 
ontext, stru
tural similarity stands for the similarity of the se
ondary

stru
tures of the sequen
es, whi
h in our examples are mostly RNA sequen
es.

An RNA mole
ule is generally a single-stranded nu
lei
 a
id mole
ule that folds in spa
e due to

the formation of hydrogen bonds between its bases. Conventional sequen
e alignment algorithms


an only a

ount for the sequen
e and thus ignore stru
tural aspe
ts. In RNA mole
ules it is this

se
ondary stru
ture that 
arries the fun
tionality and hen
e tends to be 
onserved through evolu-

tion. Our aim is to align the sequen
es using the stru
tural information given, thereby exhibiting

not only sequen
e similarity but also stru
tural similarity.

In the 
ase of the SMT problem we showed in [8, 9℄ that the ILP formulation for the MT problem


an be extended in order to deal with stru
tural information. This means that the input to the

SMT problem 
an be viewed as an alignment graph, with additional edges for possible intera
tions

or base pairs between two 
hara
ters of one sequen
e. The list of base pairs may be produ
ed by

some se
ondary stru
ture predi
tion program or may be a list of all possible Watson-Cri
k base

pairs (A-U or C-G).

A stru
tural alignment 
an not only realize an alignment edge, i.e., the mat
h of two 
hara
ters

of the sequen
es, but also an intera
tion mat
h. A pair of intera
tions in two di�erent sequen
es is

said to be aligned or mat
hed if the intera
ting 
hara
ters in the two sequen
es are aligned.

We devised an ILP formulation for the SMT in whi
h we asso
iate with every alignment edge e

in E a binary variable x

e

that indi
ates whether the edge is realized (x

e

= 1) or not (x

e

= 0). For
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the same purpose we assign to ea
h intera
tion mat
h m a binary variable x

m

. An integer solution

is feasible if the realized alignment edges form a tra
e and if ea
h 
hara
ter is involved in at most

one realized intera
tion mat
h. Ea
h variable is assigned a weight that represents the bene�t of

realizing the alignment edge or the intera
tion mat
h. The goal is to �nd a feasible solution of

maximal overall weight.

The investigation of the SMT polytope shows that some 
lasses of inequalities are in essen
e

the same as for the GMT polytope. We found three new 
lasses of valid inequalities and showed

under what 
onditions they are fa
et-de�ning. We implemented a bran
h-and-
ut algorithm for

stru
turally aligning two RNA sequen
es and were able to align sequen
es of length � 1400 provably

better than 
onventional algorithms. Indeed, to our knowledge, there is no other algorithm that

is able to stru
turally align sequen
es of this length to optimality. Algorithms based on dynami


programming 
annot analyze sequen
es longer than a few hundred nu
leotides. Moreover, our

algorithm 
an easily be extended to handle multiple sequen
es.

We summarized our new results in [6℄. This paper is a 
ondensed version of Knut Reinert's

PhD thesis [13℄. In his thesis he presents new results for both the SMT and GMT problem and

derives an ILP formulation for multiple sequen
e alignment with arbitrary gap 
osts. We see the

introdu
tion of the polyhedral approa
h to the area of sequen
e alignment as a main 
ontribution

of our work. We 
laim that this method has plenty of room for improvement, while traditional

methods based on dynami
 programming are already thoroughly studied and hard to improve.
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6.1.2 QUASAR: Q-gram based database sear
hing using a SuÆx ARray

Investigators: Stefan Burkhardt, Andreas Crauser, Paolo Ferragina, and Hans-Peter Lenhof

Large databases holding DNA and protein sequen
es are nowadays a 
ornerstone of mole
ular

biology. Whenever a new gene is sequen
ed, sear
hing in the appropriate databases for similar

sequen
es is the �rst step to a
quire new knowledge about the fun
tion and the relationship of

the gene. Thus, eÆ
ient algorithms for approximate string mat
hing play an important role in

the area of 
omputational mole
ular biology. These algorithms 
an also be applied to 
luster

similar sequen
es into sequen
e families [7℄. The sequen
e assembly problem is another important

appli
ation of sequen
e database sear
h: A large number of short subsequen
es of a new DNA

mole
ule are sequen
ed by robots. The subsequen
es are 
ompared in order to �nd overlaps. Sin
e

the sequen
ing pro
ess produ
es errors in the data, algorithms for exa
t string mat
hing are not

able to dete
t all overlaps. Therefore the overlap dete
tion has to be 
arried out with algorithms for

similarity sear
h. Using the information about overlaps between subsquen
es, the sequen
e of the

entire DNA mole
ule 
an be 
omputed. Another appli
ation stems from the design of expression

arrays. Expression arrays are diagnosti
 tools for determining whi
h genes are a
tive (expressed) in


ertain 
ells. For example, expression arrays of human genes 
an be used to analyze the metaboli


di�eren
es of 
an
er and normal 
ells. The sele
tion of representative 
lones for an expression

array is based on the 
lustering of Expressed Sequen
e Tags (EST). An EST is a DNA fragment

of length around 500 that stems from an expressed gene. The 
lustering problem 
an be de�ned

as follows: Given a database of ESTs, determine for ea
h EST all other ESTs in the database that

stem from the same gene, i.e., determine the 
luster for ea
h EST. The 
lusters 
an be 
omputed in

the following way: Determine all pairs of overlapping ESTs in the database and store this overlap

information in a graph in whi
h the nodes represent the ESTs and the edges the overlaps. By

analyzing the 
onne
ted 
omponents of this overlap graph, the 
lusters and the representative


lones 
an be 
omputed. Be
ause of errors in the EST data, again algorithms for similarity sear
h

have to be used.

There are well known programs for similarity sear
h in sequen
e databases. The most 
ommonly

used programs are BLAST [1℄ and FASTA [11℄. Espe
ially BLAST is impressively fast. For a given

query string, BLAST performs a linear s
an of the whole 
olle
tion of sequen
es in the database

and dete
ts all lo
al similarities. Like BLAST, most sear
h engines s
an the whole database lin-

early. Sin
e the databases are growing exponentially, more sophisti
ated sear
hing tools have to be

developed to handle the 
omputational 
hallenges arising in new appli
ations. For example, in the
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sequen
e assembly problem and in the EST 
lustering problem all-against-all 
omparisons of the

database sequen
es have to be 
arried out.

In the �eld of exa
t string mat
hing, indexing data stru
tures and eÆ
ient algorithms for

building and prepro
essing these data stru
tures and for sear
hing in them have been developed.

When sear
hing for a query pattern in su
h a data stru
ture, only small parts of the text (database)

a
tually need to be expli
itly a

essed. Only a few attempts have been made to adapt these indexing

te
hniques to the similarity sear
hes needed for the presented biologi
al problems. Martinez [9℄ gave

the �rst appli
ation of a position tree in mole
ular biology. This data stru
ture requires about 16

times the spa
e needed to store the original data. An index stru
ture of similar size was published

by Heumann [5℄. The size of these data stru
tures may 
reate serious problems when applied to

large data 
olle
tions. Myers [10℄ suggested a sub-linear sear
h algorithm that is 
entered around

an index built on small substrings of the database sequen
es. The IBM produ
t FLASH [4℄ takes

advantage of a large \probabilisti
" index over randomly 
hosen substrings. They report an 18

GB index for a 100 million residue database whi
h makes su
h an approa
h impra
ti
al for large

databases.

In 
ooperation with the German Can
er Resear
h Center in Heidelberg we 
reated QUASAR,

an algorithm designed for multiple high similarity sear
hes in DNA databases. This algorithm

is based on a �lter te
hnique introdu
ed by Jokinen und Ukkonen [6℄. It requires lo
ating exa
t

mat
hing substrings in the database. We a
hieve this by using a suÆx array [8℄ of the database

whi
h allows us to do exa
t mat
hing without s
anning the whole database. The 
ombination of

these two ideas results in a very eÆ
ient �lter algorithm that returns hot-spots, i.e., for a given

query it returns possible lo
ations of approximate mat
hes in the database. These hot-spots are

then examined more 
losely using an alignment algorithm.

The algorithm together with the results of some \real world" experiments have been published

in [2, 3℄. QUASAR a
hieves a signi�
ant speedup over 
urrently used sear
h algorithms like BLAST

and FASTA. With appropriate values for the algorithmi
 parameters, speed in
reases of two orders

of magnitude are possible. We also implemented a se
ondary memory version of our algorithm

that a
hieves almost the same speedup fa
tor. The algorithm enables resear
hers to 
luster mu
h

larger EST databases. In a �rst test, the Mouse EST database 
ontaining roughly 200,000 ESTs

was 
lustered in less than 10 hours on a Sun UltraSpar
 2 with 1 GB of main memory. Although

designed for high similarity sear
h, our algorithm showed the same sensitivity as BLAST for more

than 94 % of 2000 test queries.
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6.1.3 BALL: Bio
hemi
al ALgorithms Library

See Se
tion 8.3 on page 138.

6.1.4 Protein Do
king

Investigators: Oliver Kohlba
her and Hans-Peter Lenhof

In the next 
entury, virtual labs will play a key role in the life s
ien
es. Modules for simulating


hemi
al rea
tions will be an important 
omponent of these virtual labs. We are developing and

implementing algorithms to predi
t rea
tions between proteins, i.e., the algorithms predi
t the 3D

stru
tures of the protein 
omplexes and 
ompute the stability of these 
omplexes. This problem

is 
alled the Protein Do
king (PD) problem. An abstra
t version of the PD problem 
an be

formulated as follows: Given two proteins A and B and their 3D stru
tures, 
ompute the 3D

stru
tures of possible protein 
omplexes AB. A protein do
king algorithm outputs a list of possible

do
king 
omplexes AB sorted with respe
t to a 
ertain �tness or energy fun
tion that measures

the stability of the 
omplexes.

Most protein do
king algorithms use the following approa
h (see, for example, [10, 2, 8, 9, 1℄):

First, a set of possible do
king 
onformations is 
omputed that hopefully 
ontains an approximation

of the 
onformation found in nature. Se
ond, the geometri
 �tness values of the 
onformations

are 
al
ulated. The geometri
 �tness fun
tion measures the geometri
al 
omplementarity of the


andidates, i.e., it measures whether there is a good �t between the surfa
es of the do
king partners.

Only the 
andidates with high geometri
 �tness values are evaluated with respe
t to their 
hemi
al


omplementarity. Thus, the geometri
 �tness fun
tion serves as a �rst �lter to redu
e the number

of 
andidates. The remaining 
onformations are tested with di�erent 
hemi
al �lters. At the end,

the algorithm outputs a short list of possible 
onformations that are sorted with respe
t to a spe
ial

�tness fun
tion or with respe
t to energy values (see, for example, [1℄). The �rst list element stores

the 
onformation that has the best �tness or energy value.

The most important 
riterion for judging protein do
king algorithms is the ranking 
riterion.

A protein do
king algorithm su

essfully predi
ts the 3D stru
ture of a protein 
omplex if the �rst

element (or at least one of the �rst elements) of the result list is a good approximation of the

natural 
omplex stru
ture. The quality of the approximation 
an be measured by 
omparing all

atom 
oordinates of the natural 
omplex and the predi
ted 
omplex and by 
al
ulating the root
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mean square deviation of the atom 
oordinates. Of 
ourse, time and spa
e 
omplexity are also

important 
riteria.

In 1995, we presented a parallel do
king algorithm [5℄ that uses a new s
heme to generate the


andidate 
onformations. The se
ond new ingredient of this algorithm was a geometri
 s
oring

fun
tion that 
ounts the number of van der Waals 
onta
ts between atoms of A and atoms of B.

Tests with \real world" do
king examples showed that the algorithm delivers high quality rankings,

it is fast, and the parallel version has a good speedup. In [6, 7℄ we presented a new 
hemi
al s
oring

fun
tion for judging the 
hemi
al �tness of 
onformations. The new �tness measure is also based

on the van der Waals 
onta
t prin
iple: We 
onsider all atom pairs that have a van der Waals


onta
t, but instead of adding a 
onstant for ea
h atom pair (a; b), we add a 
hemi
al weight that

depends on the atom pair. The weights are 
al
ulated by making a statisti
al analysis of van der

Waals 
onta
ts in known protein 
omplexes. Our 
urrent do
king algorithm uses this 
hemi
al

s
oring fun
tion as a se
ond �lter after the geometri
 �tness fun
tion. The 
onformations in the

result list of the algorithm are sorted with respe
t to the sum of two �tness fun
tions. Tests with

the 
ombined �tness fun
tion showed that the rankings were signi�
antly better than the rankings

with the pure geometri
 �tness fun
tion, but the running times in
reased signi�
antly. We also


ompared our results with the results of well known do
king algorithms. The rankings of our results

were better than the rankings of these algorithms.

In January 1998 we submitted a proje
t proposal with the title \Protein-Protein-Do
king"

to the DFG Resear
h Cluster \Informatikmethoden f�ur die Analyse und Interpretation gro�er

genomis
her Datenmengen". After the approval by the DFG, the proje
t started in O
tober 1998.

In this proje
t our group 
ooperates with two other groups of resear
hers: a group from the Max

Plan
k Institute for Mole
ular Physiology in Dortmund that works in the area of XRAY di�ra
tion

and a group from the Max Plan
k Institute for the Enzymology of the Protein Folding Pro
ess

in Halle that spe
ializes in stru
ture determination with NMR te
hniques. The main goal of

the proje
t is the 
ontinued development and expansion of the protein do
king software. New


omplex energeti
 evaluations will be added. Another new 
omponent will be implemented that


al
ulates 
ertain NMR spe
tra of the predi
ted potential 
omplexes and 
ompares the 
al
ulated

and measured spe
tra. In the 
ourse of the proje
t, the unknown 3D stru
tures of some important


omplexes will be predi
ted with the do
king algorithm and their stru
ture will be determined

by XRAY or NMR te
hniques. The predi
ted stru
tures will be used to a

elerate the pro
ess of

stru
ture determination by speeding up the solution of the phase problem (in the Fourier synthesis

of the XRAY di�ra
tion method) and the assignment of NMR shifts to atoms. The 
omparison of

predi
ted and measured stru
tures will exhibit the strong and weak points of our do
king approa
h

and will help to improve the do
king algorithm, espe
ially the energeti
 evaluations that are used to

rank the last remaining 
andidates. We will also work on the design of 
y
li
 peptide mimeti
s that

inhibit the do
king rea
tion of the two monomers that build the reverse trans
riptase of the HIV

virus. The resear
h group in Dortmund will design a few hundred 
y
li
 peptides whose do
king

energies will be predi
ted with our do
king algorithm. Using a bio
hemi
al test, the best peptides

will then be identi�ed in Dortmund. The summary about protein do
king algorithms and energeti


evaluations in our proje
t proposal will be published as an overview arti
le [4℄. The number of

publi
ations therein shows the rapid development in this �eld.

Thanks to our software library BALL, we were able to implement two 
omplex energeti
 evalu-

ation fun
tions within a few weeks after the start of the proje
t. The �rst fun
tion is a 
ombination

of an energeti
 
onta
t measure that has been developed by Zhang, et al. [11℄ and the ele
trostati


intera
tion energy of the two proteins 
al
ulated with the Poisson-Boltzmann approa
h. The se
ond

energeti
 evaluation fun
tion is due to Ja
kson and Sternberg [3℄. It splits the total binding free
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energy �G

total

into three 
omponents: �G

solv

, the 
hange in solvation free energy of both partners

during the asso
iation, �G

int

, the ele
trostati
 intera
tion energy between A and B, and �G


av

,

the 
avitation free energy 
aused by the 
hange in the mole
ular surfa
e during the asso
iation

(used to des
ribe the hydrophobi
 intera
tion quantitatively).

We 
arried out a 
ertain number of do
king experiments where we used these energeti
 evalu-

ation fun
tions to rank the 
omplex 
onformations that passed our simple geometri
 and 
hemi
al

�lter. Both s
oring fun
tions improved the rankings signi�
antly. The energeti
 fun
tion of Ja
kson

and Sternberg yields espe
ially good rankings. In [6℄ we presented do
king results for experiments

with unbound 
onformations of A and B. Among the 
onsidered do
king 
omplexes were three

trypsin 
omplexes whose 
omplex 
onformations had not been (optimally) predi
ted by our old

algorithm. By using the energy fun
tion of Ja
kson and Sternberg for the ranking of the remaining


onformation, the do
king algorithm was able to predi
t the 
omplex 
onformation in all three ex-

amples, i.e., the �rst elements of the result lists were good approximations of the natural 
omplex


onformations.

The development of methods and software for the simulation of nu
lear magneti
 resonan
e

spe
tra is another important part of the proje
t. The simulation of these spe
tra is important

be
ause it promises to speed up the laborious shift assignment during the stru
ture determination

by using nu
lear magneti
 resonan
e methods. A very spe
ialized type of spe
trum is the heteronu-


lear (

1

H-

15

N) HSQC spe
trum that results from the N-H bonds in the peptide bond. This type

of spe
trum is relatively easy to obtain and 
ontains information on the ba
kbone torsional angles

of the protein. A high-quality predi
tion of these spe
tra permits the validation or falsi�
ation

of stru
tural models obtained from do
king experiments. We are 
urrently developing methods

to predi
t these spe
tra. Our approa
h separates the total (se
ondary) shift of ea
h nu
leus into

di�erent 
ontributions 
aused by ring 
urrents (due to aromati
 rings in the neighborhood of the

nu
lei), the ele
trostati
 �eld, and the magneti
 anisotropy of neighboring bonds. We are 
urrently


al
ulating ea
h of these 
ontributions for small model systems using quantum 
hemi
al approa
hes

(density fun
tional theory and post-Hartree-Fo
k ab-initio methods). Experimental veri�
ation of

these theoreti
al methods is 
ru
ial, thus we 
losely 
ollaborate with Peter Bayer in Halle, who

provides the measured

15

N shifts for small systems. We identi�ed the MP2/6-31+G* method as

a reliable, though 
omputationally very expensive, method to predi
t the

15

N shifts of small 
om-

pounds. Using these data, we will now develop empiri
al expressions that allow a fast approximate

predi
tion of these shift 
ontributions. These methods will then be
ome a further 
omponent of

BALL.
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6.2 GELENA: Non-viral GEntransfer systems based on LE
tin modi�ed NAno-

parti
les

Investigators: Oliver Kohlba
her and Hans-Peter Lenhof

GELENA is an interdis
iplinary proje
t of the Institute for Biopharma
y and Pharma
euti
al

Te
hnology of the University of Saarbr�u
ken, the Institute for New Materials (INM) in Saarbr�u
ken,

the Institute for Human Geneti
s of the University of Saarbr�u
ken, the biote
hnology 
ompany

A
ross Barriers, and our group. The proje
t goal is the development of a new non-viral gene

transfer system. Non-viral gene transfer systems are of high interest, as viral transfer systems have

shown some serious disadvantages in �rst experiments.

Le
tins are sugar-binding proteins that o

ur in plants like tomatoes, wheat, peas, and many

more. They bind sugars that also o

ur on the outer surfa
e of epithelial 
ells, whi
h are the

favorite target for a gene therapy of di�erent diseases (e.g., 
ysti
 �brosis). We intend to design

a transfer system that 
onsists of inorgani
 nanoparti
les (sub-mi
rometer parti
les of inorgani


oxides). These nanoparti
les are then modi�ed with le
tins on their surfa
e. This modi�
ation

should 
ause the parti
les to bind to the 
ell surfa
e and to enter the 
ell, be
ause the le
tins bind

to the sugars on the 
ell's surfa
e. For a gene therapy, these parti
les are loaded with the DNA

needed to \repair" the 
ell.

Our �rst obje
tive in this proje
t is the analysis of the binding mode of le
tins to sugars. Using

this knowledge, we will then design modi�ed le
tins. These modi�ed le
tins should be smaller than

the existing le
tins in order to redu
e the immune response. Using our tools developed for protein

do
king, we will predi
t the binding 
onstants of modi�ed le
tins, thus sele
ting the most promising


andidates for a synthesis.

First results on the sugar binding mode of le
tins have been presented at the Annual Meeting

of the Ameri
an Asso
iation of Pharma
euti
al S
ientists 1998 [1℄.
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6.3 Computational Chemistry

6.3.1 Mole
ular Dynami
s Simulation for Syntheti
 Polymers

Investigators: Hans-Peter Lenhof, Peter M�uller and Christine R�ub

Mole
ular dynami
s (MD) simulations have be
ome an important tool for testing hypotheses about


hemi
al and physi
al pro
esses. In an MD simulation, the motions of the atoms of a mole
ular

system are simulated using 
lassi
al me
hani
s. Given the atomi
 positions and velo
ities at time t,

intera
tion for
es are 
al
ulated a

ording to a physi
al model (the for
e �eld). Then, by numeri
al

integration of Newton's equations of motion, the positions and velo
ities of the atoms at time t+�


an be 
omputed. The time step � must be 
hosen 
arefully and is typi
ally on the order of 1 fs

(= 10

�15

s). Unfortunately, simulation periods of up to millise
onds or even se
onds are desirable.

Su
h tiny time steps mean that the above mentioned for
e �eld evaluation and integration | whi
h


onstitute one iteration in an MD simulation | must be exe
uted very often, imposing a heavy

drain on 
omputing resour
es.

One promising way to a

elerate MD simulations is using parallel 
omputers. Over the last 10

to 15 years, many parallel algorithms have been developed and implemented (e.g., [2, 7, 8, 6℄; a


omprehensive overview 
an be found in [1℄). Most of these algorithms have been designed for the

simulation of proteins. Proteins fold up to 
ompa
t stru
tures with little overall dynami
s whereas

the obje
ts of our simulations | syntheti
 polymers | show a 
ompletely di�erent behavior.

These ma
romole
ules form long, loose 
oils and their typi
al traje
tories are three{dimensional

random walks with lots of movement. Furthermore, the dynami
s of su
h a polymer 
an be studied

by simulating only one single polymer 
hain; surrounding atoms of a solvent or other polymer

mole
ules need not be in
luded expli
itly as their in
uen
e 
an be modeled by sto
hasti
 for
es (for

more details, see [4℄). Hen
e, parallel algorithms that were developed for proteins are not eÆ
ient

for syntheti
 polymers.

We have therefore developed and implemented parallel algorithms that take the spe
ial prop-

erties and behavior of syntheti
 polymers into 
onsideration. These algorithms are platform inde-

pendent and run on any parallel ar
hite
ture with a moderate number of pro
essors, distributed

memory, and message passing as the means of 
ommuni
ation.

Our approa
h uses a straightforward mole
ule de
omposition, i.e., the polymer 
hain is divided

into segments of roughly the same size, whi
h are allo
ated to the pro
essors. Most of the ne
essary

data ex
hanges then o

ur between neighboring pro
essors (\neighboring" with respe
t to the

subdivision of the 
hain) and 
an be largely hidden by non{blo
king send/re
eive operations, i.e.,


ommuni
ation is going on while the pro
essor itself 
an do useful lo
al work. This 
ommuni
ation

is regular and 
on
erns always the same atoms. In 
ontrast to this, qui
kly 
hanging and highly

irregular 
ommuni
ation patterns arise between some pro
essors due to bends and loops of the 
hain.

In prin
iple, ea
h pro
essor must know all other atoms of the entire 
hain, requiring expensive global


ommuni
ation. In order to deal with this, we use a 
oarse{grained method. Ea
h pro
essor puts

its segment of the 
hain into several bounding boxes. These boxes are ex
hanged and 
he
ked for

interse
tions. Only atoms within these interse
tion areas must a
tually be sent. We investigated

two variants. In method A, all boxes are sent to a master pro
essor, whi
h does the overlap

tests and sends the results ba
k. In method B, ea
h pro
essor broad
asts its boxes to all other

pro
essors and does the overlap testing itself. The expensive broad
ast operation has to be done

only at the beginning of the simulation. Most pairs of pro
essors will �nd out that their bounding

boxes do not overlap. In that 
ase, a separating plane is 
al
ulated and used for testing. As long

as the boxes of a pro
essor do not interse
t this plane, the box ex
hange with the 
orresponding

partner 
an be suspended. For moderate numbers of pro
essors (� 32), both variants are almost
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equivalent and show good parallel eÆ
ien
y. For further improvement, we applied two dynami


load balan
ing te
hniques. The �rst one is based on a di�usive method where the responsibility for

little pie
es of the 
hain is shifted between neighboring pro
essors. The other one tries to balan
e

ea
h pro
essor's load over time by linking the amount of work due to random number generation

to the amount of waiting times. Both methods turned out to be roughly equivalent, leading to only

slight improvements of running times (about 3 % gain in parallel eÆ
ien
y for 32 pro
essors, see

[5, 9℄).

In order to �nd out how mu
h speedup of our parallelization approa
h 
an be expe
ted at best,

a simulation of the a
tual MD simulation was 
reated. In this simulation, all work is perfe
tly

balan
ed among the pro
essors. Furthermore, ea
h pro
essor is given the same average amount of


ommuni
ation (number of messages and lengths). These averages were obtained from measure-

ments on real MD simulation runs. The results in Table 6.1 show that our algorithms are very 
lose

to these upper bounds for up to 16 pro
essors and quite 
lose for a higher number of pro
essors.

p max. eÆ
ien
y a
hieved

2 98.7 % 98.2 %

4 97.9 % 97.3 %

8 95.8 % 95.3 %

16 92.9 % 92.6 %

24 86.2 % 80.0 %

32 78.3 % 74.9 %

Table 6.1: Speedup bounds for the simulation of a polyethylene 
hain (3002 atoms) on Cray{T3E.

An often negle
ted aspe
t of developing MD simulation algorithms is the veri�
ation of simu-

lation results. We atta
hed great importan
e to this in order to see whether the 
omputed output

mat
hes known theory, thus proving the 
orre
tness and usefulness of the implementation [3℄. These

e�orts also gave rise to extensive resear
h on random number generators whi
h are a key 
omponent

in our algorithms (see the following se
tion).

From January 1995 to De
ember 1997, this proje
t was supported by the DFG Resear
h Cluster

\EÆ
ient Algorithms For Dis
rete Problems and Their Appli
ations", grants YE 952/1{1,1{2.
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6.3.2 On the Quality of Random Number Generators for the Normal Distribution

Investigator: Christine R�ub

While trying to verify our simulation program for syntheti
 polymers (see above), it be
ame appar-

ent that the uniform number generator for the normal distribution we were using did not deliver

the desired output. This has motivated us to investigate the quality of su
h random number gen-

erators. Unlike the 
ase of uniform random number generators, there exist only a few papers on

the quality of random number generators for other distributions.

Most random number generators for the normal distribution work by transforming one or more

variates from the uniform distribution to one or more variates from the normal distribution. That

is, one is given a transformation algorithm that is used together with a uniform random number

generator. The transformation algorithms are exa
t, whi
h means that the produ
ed output will

be normally distributed and independent provided that the input values are uniformly distributed

and independent and that all arithmeti
 is 
arried out with in�nite pre
ision. However, none of

these assumptions is ful�lled in pra
ti
e and sometimes this will be re
e
ted by the output of a

transformation algorithm. In fa
t, the problems we en
ountered in our polymer simulation program


ould be tra
ed ba
k to long{range 
orrelations of the uniform random number generator used.

In [8℄, we present results of a study we performed on how strongly properties (like defe
ts or

a limited number of bits used for the output) of the uniform number generator a�e
t the output

of the transformation algorithm. Our test suite 
ontained 13 transformation algorithms, ranging

from the long-known Box-Muller algorithm [1℄ to newer algorithms like the Transformed Reje
tion

algorithm [4℄. We used 17 uniform random number generators ranging from generators with known

defe
ts like r250 [5℄ to modern, high quality generators like the Mersenne Twister [6℄. The test

pro
edures used were mainly standard statisti
al tests like tests for the �rst four moments of the

normal distribution and �

2

tests. Additionally, we tested the sensitivity of the transformation

algorithms to long{range 
orrelations of the uniform random number generator. We also studied

the e�e
ts that a small number of bits used for the uniform variates has on the output of the

transformation algorithms.

The �rst result of this study 
ame as a surprise: for seven of the 13 transformation algorithms

tested, either the algorithm or the published program listing 
ontains some errors without this

being mentioned in the literature (for one of the algorithms, this has 
hanged in the mean time).

Some of these errors are easily dete
ted, for example, one of the programs 
ould not be 
ompiled.

Other errors are very subtle like the one in the algorithm Grand [2℄ that only be
omes apparent

when the uniform random number generators rounds its output values in a 
ertain way.

The results of the standard tests showed a large variety in the sensitivity of the transformation

algorithms to properties of the uniform random number generators: some transformation algorithms
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seem to re
e
t any problem of the uniform variates while for others only very few 
ombinations of

test, (a large) repetition time, and uniform random number generator leads to a failure. It turned

out that, perhaps not surprisingly, the way the uniform variates are used in the transformation

algorithm a�e
ts this sensitivity greatly.

Most uniform random number generators work internally with integers. This means that their

output will lie on a grid with, in most 
ases, a distan
e of at least 2

�32

between adja
ent numbers.

Some appli
ations will be sensitive to this property and there are tests like the Spa
ings test that

are able to dete
t this. Transformation algorithms, on the other hand, work in general with 
oating

point numbers, whi
h allow for a �ner distribution of the output. In fa
t, some of the transformation

algorithms tested produ
e a mu
h �ner distributed output than the underlying uniform random

number generator. This depends again on the way the uniform random number generators are

used.

The third point addressed was the sensitivity of the transformation algorithm to higher dimen-

sional long-range 
orrelations of the uniform random number generator. This is mainly a problem

of Linear Congruential Generators (LCGs). However, it has sometimes turned out that a di�erently

presented uniform random number generator is, in fa
t, an LCG in disguise. All transformation

algorithms tested show a sensitivity to two-dimensional, but also to four- or higher dimensional 
or-

relations of LCGs, whi
h might be a problem for 
ertain appli
ations. Two-dimensional long-range


orrelations of LCGs have been 
onsidered before [3℄.

The paper [8℄ 
an also serve as an introdu
tion to transformation algorithms for the normal

distribution. It explains most of the known transformation te
hniques and the transformation

algorithms used here (most books on this topi
 
ontain only very few algorithms and 
on
entrate

on the te
hniques). This paper also lists the known e�e
ts some properties of uniform number

generators have on the output of the transformation algorithms and explains some previously

unknown su
h e�e
ts.

Unlike most known algorithms, the algorithm Fastnorm by Walla
e [10℄ does not transform

uniform variates but works dire
tly on normal variates. This means that at the beginning, a pool

of normal variates is generated by a traditional algorithm. In every pass, this pool of numbers is

then transformed into a pool of new variates, whi
h leads to a very fast algorithm. Unfortunately,

there are some problems with this method. In [7℄ it was shown that the algorithm originally

proposed by Walla
e (see [9℄) will lead to defe
tive output if 
onse
utive numbers produ
ed by the

algorithm are added (in other words, the output variates are not independent). This defe
t has

been tra
ed ba
k to the simple way the pool of old variates is s
anned in a pass. In the mean time,

Walla
e has developed an improved version [9℄ that does not show the strong deviations from the

expe
ted behavior as the old version. However, there are still some smaller deviations (of the size

of 1=S % where S is the size of the pool) that seem to be diÆ
ult to get rid of. This means that

Fastnorm has more of the nature of an approximation algorithm.
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7 Graph Drawing

About 4

1

2

years ago, our group started to build a graph drawing subgroup. The new group has

grown qui
kly by getting publi
 and industrial funds for Ph.D. students and by attra
ting masters

students. The su

ess 
an be measured by publi
ations in 
onferen
es and journals as well as a
tive


ooperation with industrial users. Members of our group have been invited to write survey arti
les

[3, 6, 22℄, to join the program 
ommittee of the international graph drawing 
onferen
es GD '97

and GD '99, and one has been invited to be a guest editor for the spe
ial issue of the Journal of

Graph Algorithms and Appli
ations (JGAA) on the Graph Drawing Symposium 1997. Moreover,

we have been involved in the organization of the graph drawing 
ontests 1998 and 1999, whi
h are

held during the annual graph drawing symposia [5℄.

Some of the work des
ribed in the last report has been a

epted for publi
ation in the meantime

[26, 21℄; other work that was previously designated as \to appear" has been published [17, 25, 16℄.

However, here we will report on only our new resear
h done during the last two years.

The methods we have used are mainly integer programming te
hniques [12, 21, 28, 27, 19℄ for

NP-hard 
ombinatorial optimization problems and pure 
ombinatorial graph algorithms [15, 13,

14, 2, 10℄. Often, planarity questions play an important role [2, 27, 8, 10, 15, 13, 14℄. Moreover, we

have developed a polynomial time approximation algorithm for the planar augmentation problem

[8℄. Our theoreti
al work is often transferred into software; hen
e, we have also written some papers

on software [11, 1, 24℄.

We had an interesting new experien
e with the produ
tion of our �rst video on graph drawing

[23℄, in whi
h we try to explain the 
urrent and past resear
h on planar straightline graph drawings.

Currently, Springer-Verlag is interested in publishing the video. Re
ently, four members of the MPI

attended the GI-Fors
hungsseminar on Graph Drawing for whi
h they have written survey arti
les

on 
ertain topi
s [7, 29, 4, 9℄.

All our algorithms are implemented using LEDA [20℄ and some using ABACUS [18℄. We are

distributing our implementations of data stru
tures, tools and algorithms in form of AGD, our

library of Algorithms for Graph Drawing, via the Internet (http://www.mpi-sb.mpg.de/AGD/)

for non-
ommer
ial use. The 
ompany Algorithmi
 Solutions GmbH is distributing AGD for 
om-

mer
ial use. Besides this, we 
ooperate with outside resear
hers, partly in industry, on various

pra
ti
al proje
ts.

Graph drawing methods 
an roughly be 
lassi�ed into methods using planarization, hierar
hi
al

methods, for
e-dire
ted methods, orthogonal methods, dynami
al methods, 
lustered methods,

and three-dimensional methods. So far, we have not worked on dynami
al methods, for
e-dire
ted

methods or three-dimensional methods. We have started to do some resear
h on 
lustered methods,

but so far we have not published anything there. Hen
e, this report will 
on
entrate on our new

work on planarization methods in
luding orthogonal methods and hierar
hi
al methods.
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7.1 Graph Drawing using Planarization

While a lot of software exists for hierar
hi
al methods, there are almost no implementations for

the method using planarization, although in many appli
ations this method leads to the most

pleasant drawings. The reason for this is that a lot of knowledge about planarity testing, embedding

and planarization is needed and many 
ompli
ated data stru
tures and algorithms need to be

implemented. The strengths of some members of our group lie exa
tly in these areas. Therefore,

our resear
h mainly fo
uses on graph drawing using planarization.

There are still many unsolved theoreti
al and pra
ti
al questions. The drawing method using

planarization transforms a given non-planar graph into a planar graph, and then uses planar graph

drawing algorithms to draw the graph.

The idea is to use planar graph theory in order to obtain a good drawing. We use the pla-

narization te
hnique des
ribed in [1, 2℄. In a �rst step, the minimum number of edges of G is

deleted in order to obtain a planar subgraph. In a se
ond step, a 
ombinatorial embedding of the

planar subgraph is determined, that is, the fa
es are �xed. In a third step, the removed edges are

reinserted into our 
ombinatorial embedding so that the number of 
rossings is minimized. Then,
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the 
rossings are substituted by arti�
ial verti
es and the planarized graph 
an be drawn using any

planar graph drawing method.

The maximum planar subgraph problem arising in the �rst step is an NP-hard 
ombinatorial

optimization problem. In earlier work, we have shown that we 
an eÆ
iently solve pra
ti
al in-

stan
es of this problem for graphs of moderate size (up to 80 verti
es) to provable optimality [3℄.

The task in step 2 
an be solved in linear time (see, e.g., [4℄). However, the number of 
rossings

a
hieved in step 3 highly depends on the embedding 
hosen in step 2. Therefore, we are investi-

gating the problem of optimizing over all embeddings in a planar graph (see Se
tion 7.1.1). Here,

we got very en
ouraging and surprising results. The 
onstrained 
rossing minimization problem

arising in step 3 is also an NP-hard problem. We have some hope that our resear
h there will lead

to pra
ti
ally eÆ
ient algorithms for solving small instan
es of the general 
rossing minimization

problem in the future. Our 
urrent resear
h 
on
erning this problem is des
ribed in Se
tion 7.1.2.

Se
tion 7.1.3 des
ribes our work done in planar graph drawing algorithms. Some of these algo-

rithms need a 
ompa
tion phase. The 
ompa
tion problem arising in graph drawing is similar to

the one in VLSI-design but not the same. Re
ently, we have made signi�
ant progress with a new

graph-theoreti
al formulation of the two-dimensional 
ompa
tion problem (see Se
tion 7.1.4). Some

graph drawing algorithms only work for bi
onne
ted planar graphs (see, e.g., the ones des
ribed

in Se
tion 7.1.3). The (NP-hard) planar augmentation problem is to �nd the minimum number of

edges to be added to a given planar graph so that the resulting graph is bi
onne
ted and planar.

Here, we have given various new polynomial time approximation algorithms (see Se
tion 7.1.5).
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7.1.1 Optimizing over all Embeddings in a Planar Graph

Investigators: Petra Mutzel and Ren�e Weiskir
her

A 
ombinatorial embedding of a planar graph is an equivalen
e 
lass of planar drawings of the graph.

It is de�ned by the 
ir
ular sequen
e of the in
ident edges around ea
h node or, alternatively, by

the list of 
y
les in the graph that bound fa
es in the drawing.

In the �eld of graph drawing, there are some interesting problems that are polynomial-time

solvable when the embedding of the graph in question is part of the input but are NP-hard when

the embedding is part of the solution.

Bend Minimization Among these problems is the bend minimization problem for orthogonal

drawings. In an orthogonal drawing of a graph, all edges 
onsist only of horizontal and verti
al

segments. When we draw ea
h vertex as a point, we 
an only atta
h at most four edges. Tamassia

has shown that the bend-minimization problem for planar graphs with maximum degree four is

solvable in polynomial time if the embedding is �xed [7℄. Figure 7.1 shows two bend minimum

drawings for the same graph when the embedding is �xed and free, respe
tively. Often, the quality
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Figure 7.1: Bend minimum drawings for (a) a �xed and (b) a free embedding.

of a drawing improves if the number of bends is minimized over the set of all embeddings. Garg

and Tamassia have shown that the problem be
omes NP-hard, when the embedding is not part of

the input [3℄.

Crossing Minimization We 
onsider the following problem: We are given a planar graph and

an additional edge that is not 
ontained in the graph. The task is to produ
e a drawing of the

graph plus the additional edge with as few 
rossings as possible. When the embedding is �xed, this

problem 
an be solved eÆ
iently by solving essentially a shortest path problem on the dual graph

of the original graph. However, the number of 
rossings obtained highly depends on the 
hosen

embedding. When the embedding is not part of the problem, we 
onje
ture that the problem

be
omes NP-hard.

Appli
ation of Integer Linear Programming We �rst 
onsidered the problem of optimizing

over all embeddings in a planar graph where the obje
tive fun
tion is given by some linear 
ombi-

nation of all 
y
les in the graph. Our aim was to formulate an integer linear program (ILP) whose

set of feasible solutions 
orresponds to the set of all 
ombinatorial embeddings.

Our �rst idea was to use the 
hara
terization of planar graphs given in [4℄. Ma
Lane proves

that a 2-
onne
ted graph is planar if and only if there is a basis of its 
y
le spa
e where ea
h edge

is 
ontained in at most two 
y
les of the basis. When we formulate this as an ILP, we need one

variable for ea
h 
y
le of the graph and we need an exponential number of 
onstraints to guarantee

that the set of 
y
les in every solution of the ILP is a basis of the 
y
le spa
e.

When we realized that this approa
h 
annot be used for an implementation be
ause of the size

of the ILP, we developed a di�erent ILP, that is 
onstru
ted re
ursively using a data stru
ture 
alled

SPQR-tree developed by Di Battista and Tamassia [1℄. SPQR-trees represent the de
omposition of

a bi
onne
ted planar graph into tri
onne
ted 
omponents and they 
an be used to enumerate all


ombinatorial embeddings of a bi
onne
ted planar graph. Di Battista et al. use this fa
t in a bran
h

and bound algorithm for bend minimization over all 
ombinatorial embeddings [2℄. However, their

algorithm for minimizing the number of bends in an orthogonal drawing 
an take one hour on a

graph with 60 verti
es. We hope that a bran
h-and-
ut approa
h using our ILP will be faster and

therefore able to handle larger graphs.
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Our algorithm works by 
hoosing a node of the SPQR-tree, splitting the tree at this node

into smaller SPQR-trees and then re
ursively 
omputing the ILPs for the smaller trees. Then we


onstru
t the ILP for the original problem by merging the ILPs we have 
onstru
ted using the

SPQR-trees generated by the splitting operation. The splitting pro
ess stops when the SPQR-trees

have only one inner node. The ILPs for these trees are expli
itly de�ned in our algorithm. Our

re
ursive 
onstru
tion guarantees that we only get variables for those 
y
les in the graph that

appear as fa
e 
y
les in at least one 
ombinatorial embedding.

A �rst implementation has shown surprising results: In our experiments on a ben
hmark set

of graphs and on randomly generated graphs with an extremely high number of embeddings, the

number of variables and 
onstraints in the ILPs grow linearly with the size of the graphs (maximal

degree four). The time needed to 
onstru
t the ILPs was sub-exponential. For example, the ILP for

a graph with 500 verti
es and 10

19


ombinatorial embeddings 
ontained only about 1000 variables

and 2500 
onstraints. The typi
al sizes of ILPs for real-world graphs on 100 verti
es are about

100 variables and 250 
onstraints. The time for 
onstru
ting the ILPs was about 5 se
onds for

real-world instan
es and 5 minutes for the hard random instan
es. However, the ILPs 
ould be

solved within 0.06 se
onds and 2 se
onds, respe
tively, for various obje
tive fun
tions [6, 5℄.

So we are hopeful that bran
h-and-
ut algorithms for solving the bend and 
rossing minimization

problems mentioned above will be able to solve problem instan
es of reasonable sizes in a

eptable

running time.
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7.1.2 Constrained Crossing Minimization

Investigators: Petra Mutzel and Thomas Ziegler

For the edge re-insertion step in the planarization method, we investigate the 
onstrained 
rossing

minimization problem de�ned as follows. We are given a 
onne
ted, planar graph G = (V;E), a


ombinatorial embedding �(G) of G, and a set of pairwise distin
t edges F � V � V , and we want

to �nd a drawing of G

0

= (V;E[F ) su
h that the 
ombinatorial embedding �(G) of G is preserved

and the number of edge 
rossings is minimized.
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In pra
ti
e this problem has been atta
ked so far using the following observation: For inserting

one edge, the problem 
an be solved optimally in polynomial time by 
omputing a shortest path in

the extended dual graph (i.e., the dual graph extended by some verti
es and edges). The 
ommon

heuristi
s iteratively insert the edges using this dual graph approa
h. However, the result is not

always a

eptable. We think that an optimal solution of the problem leads to mu
h ni
er drawings.

Our investigations have shown that the 
onstrained 
rossing minimization problem is NP{hard.

For this, we have used the FIXED LINEAR CROSSING NUMBER PROBLEM, whi
h was proven

to be NP{
omplete in [3℄.

In our approa
h for atta
king pra
ti
al instan
es of the 
onstrained 
rossing minimization prob-

lem we use the extended dual graph D of G. Our �rst idea was to sear
h for a set of paths in the

extended dual graph, su
h that the sum of the lengths of the paths plus the number of 
rossings

between the paths is minimum. However, it turned out that paths in the extended dual graph are

not suÆ
ient to formulate the 
onstrained 
rossing minimization problem 
orre
tly.

Figure 7.2 shows an example for whi
h the path formulation would not give the optimum

solution of the 
onstrained 
rossing minimization problem. Consider the graph indu
ed by the

solid edges. We want to add the four dashed edges. When we restri
t our attention to paths in the

extended dual graph, we would get a solution of three 
rossings while the optimum solution has

only two 
rossings.
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Figure 7.2: (a) An example for whi
h the path formulation is not suÆ
ient; (b) the dual graph is

shown in grey (solid lines) extended by the dashed lines shown in dark grey.

Hen
e, we 
onsidered walks instead of paths in the extended dual graph. The only di�eren
e

between a walk and a path is, that a walk 
an use verti
es and edges of the graph more than on
e.

We have de�ned the shortest 
rossing walks problem as follows. Given a 
onne
ted, planar

graph D = (V

D

; E

D

) with a 
ombinatorial embedding �(D) and a set F

D

� V

D

� V

D

of distin
t

pairs of verti
es, 
alled 
ommodities, �nd a set of walks in D su
h that there is exa
tly one walk

for ea
h 
ommodity, no walk uses a vertex that appears in F

D

as an inner vertex, and the sum of

the lengths of the walks plus the number of 
rossings between walks is minimum.

In [5℄ we have shown that the 
onstrained 
rossing minimization problem is polynomially equiv-

alent to the shortest 
rossing walks problem on the extended dual graph. The shortest 
rossing

walks problem is of 
ombinatorial rather than geometri
 nature.
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We have found an integer linear programming formulation for the shortest 
rossing walks prob-

lem, where we use binary variables for pairs of adja
ent edges to des
ribe the 
orresponding walks

for every 
ommodity k 2 F

D

and a binary variable z

kl

v

for every vertex v 2 V

D

and every pair of


ommodities k; l 2 F

D

to des
ribe 
rossings between walks. Our obje
tive is to minimize the sum of

the lengths of the walks plus the number of 
rossings between the walks. We used this formulation

to derive a bran
h-and-
ut algorithm for the 
onstrained 
rossing minimization problem. We ba-

si
ally start with the 
onstraints des
ribing the walks for the 
ommodities and use the 
onstraints

des
ribing 
rossings between walks as 
utting planes. Moreover, we use additional valid inequalities

for the shortest 
rossing walks problem in our algorithm.

At the moment we are implementing this algorithm using LEDA and ABACUS [4, 2℄. We will

do 
omputational experiments on the ben
hmark set of graphs from the University of Rome III [1℄.

We expe
t that our results will improve the results of the best known heuristi
s 
onsiderably and

that the additional valid inequalities strengthen the formulation of the problem signi�
antly.

Sin
e LP-formulations 
oding a set of paths are quite 
ommon in the mathemati
al programming


ommunity, we de
ided to implement a bran
h-and-
ut algorithm based on the path formulation,

too. This 
ode has already been tested on the ben
hmark set. It turned out that this approa
h

already improves the results of the best known heuristi
s.
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7.1.3 Planar Graph Drawing Algorithms

Investigators: Carsten Gutwenger, Gunnar Klau, and Petra Mutzel

In our last report, we des
ribed our resear
h on straightline planar drawing methods, on the mixed

model method, and on the quasi-orthogonal drawing method. This work is still ongoing; we have

improved some of the methods. In addition, we have extended our resear
h to pure orthogonal

drawings. But so far no papers have been published on that. Here, we only mention our improve-

ment on the mixed model algorithm.

In [4℄, we have presented a linear time algorithm that 
onstru
ts a planar polyline grid drawing

of any plane graph with n verti
es and maximum degree d on a (2n � 5) � (

3

2

n �

7

2

) grid with

at most 5n � 15 bends and minimum angle >

2

d

. In the 
onstru
ted drawings, every edge has at

most three bends and length O(n). To the best of our knowledge, this algorithm a
hieves the best

simultaneous bounds 
on
erning the grid size, angular resolution, and number of bends for planar

grid drawings of high-degree planar graphs. Besides the ni
e theoreti
al features, the pra
ti
al

drawings are aestheti
ally very pleasing, sin
e they are almost orthogonal; the non-orthogonal lines

115



The Algorithms and Complexity Group

are short, and the minimal angles are quite big. An implementation of our algorithm is available

with the AGD-Library [2, 1℄.

Our algorithm is based on ideas by Kant for polyline grid drawings for tri
onne
ted plane graphs

[5℄. In parti
ular, our algorithm signi�
antly improves upon his bounds on the angular resolution

and the grid size for non-tri
onne
ted plane graphs. In this 
ase, Kant 
ould show an angular

resolution of

4

3d+7

and a grid size of (2n� 5)� (3n� 6), only.

The algorithm pro
eeds similar to the straight-line algorithms suggested �rst by De Fraysseix,

Pa
h, and Polla
k [3℄. In a �rst step, the verti
es are ordered a

ording to a 
ertain 
anoni
al

ordering, and in the se
ond step, the vertex boxes are pla
ed in
rementally at 
ertain grid points.

Roughly speaking, a vertex box 
onsists of the vertex plus the �rst parts of the in
ident edges, that

are regularly distributed around the vertex.

Our improvement 
omes from a generalization of Kant's 
anoni
al ordering for tri
onne
ted

planar graphs to bi
onne
ted planar graphs and from improvements in the pla
ement step.
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7.1.4 Compa
ting Graph Drawings

Investigators: Gunnar Klau and Petra Mutzel

Orthogonal graph drawings are highly a

epted in pra
ti
e be
ause of their ex
ellent readability. In

many appli
ation areas (e.g., database design, software engineering, and VLSI layout) orthogonality

is a stri
t requirement for the output of the layout algorithms.

Many orthogonal graph drawing algorithms | espe
ially the ones within the topology{shape{

metri
s paradigm [2℄ | su�er from the absen
e of 
ompa
tion algorithms. In orthogonal grid

embeddings produ
ed by the traditional 
ompa
tion method in [13℄ many edges are drawn too long

and for
e the layout to use a large amount of drawing spa
e (see Fig. 7.3(a)). One{dimensional


ompa
tion strategies known from VLSI design may help in many 
ases but there are a lot of

instan
es for whi
h both dire
tions are blo
ked and no further one{dimensional improvement is

possible (see Figs. 7.3(b) and 7.3(
)).

We have 
on
entrated on the following 
ompa
tion problem in graph drawing: Given an or-

thogonal representation H des
ribing the shape of any drawing of the input graph, produ
e an

orthogonal grid embedding with given shape and minimum total edge length. We have developed

a 
ompa
tion framework [9, 11℄ to solve this and similar problems to optimality (see Fig. 7.3(d)).

The framework is open to all di�erent orthogonal drawing standards:
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(a) Traditional method. (b) One{dimensional graph{

based 
ompa
tion with longest

path 
omputations.

(
) One{dimensional graph{

based 
ompa
tion with 
ow


omputations.

(d) Optimal 
ompa
tion

method (w.r.t. total edge

length).

Figure 7.3: The result of four di�erent 
ompa
tion algorithms.

� Pure orthogonal drawings are only admissible for 4{graphs (no vertex has a higher degree

than four). Here, verti
es are mapped to grid points and edges to paths in the grid.

� In orthogonal box drawings verti
es are mapped to re
tangles in the grid and edges to paths.

This drawing standard 
an be used when the vertex degree ex
eeds four. Sub
lasses of this

standard are the big node model [7℄ and the TSS model [3℄; a related 
lass is the quasi{

orthogonal model [10℄.

� Kandinsky-like drawings represent verti
es as points in a 
oarse grid and edges as paths in a

�ner grid. The model has been introdu
ed in [6℄.

In our new approa
h we 
hara
terize feasible solutions of the 
ompa
tion problem in terms

of extensions of the so{
alled 
onstraint graphs in x{ and y{dire
tion. We de�ne segments as

maximally 
onne
ted 
hains of horizontal or verti
al edges forming the nodes in the 
onstraint

graphs. Unlike in VLSI approa
hes, we only introdu
e ar
s in the 
onstraint graphs if the relative

position between two elements in the 
ompa
tion pro
ess is already 
oded in the given orthogonal
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representation and thus known in advan
e. We 
all the pair of graphs 
omplete if and only if the

graphs are a
y
li
 and ea
h pair of segments is separated a

ording to one of four rules.

We reformulate the two{dimensional 
ompa
tion problem as the sear
h for a 
omplete extension

of the given pair of 
onstraint graphs. Among all extensions with this property we look for the one

leading to the drawing with minimum total edge length. We 
onstru
tively dete
t those instan
es

having only one possible extension. In these 
ases we solve the 
ompa
tion problem in polynomial

time.

We formulate the resulting graph{theoreti
al problem as an integer linear program and present

a bran
h{and{
ut algorithm to solve the two{dimensional 
ompa
tion problem to optimality. The

algorithm is based on the libraries ABACUS [8℄ and LEDA [12℄ and is realized as a module inside

our graph drawing library AGD [1℄. Our 
omputational results on a ben
hmark set of 11,582

graphs [5℄ have shown that we are able to solve the two{dimensional 
ompa
tion problem for all

the instan
es in short 
omputation time: For 95% of the instan
es it took less than one se
ond

and for 99% less than �ve se
onds to 
ompute the optimal solution. Furthermore, the experiments

have shown that often it is worthwhile to look for the optimally 
ompa
ted drawing. The total

edge lengths have been improved up to 37:0% and 65:4%, respe
tively, as 
ompared to iterated

one{dimensional 
ompa
tion and the traditional method.

Re
ently, Bridgeman et al. have presented an independent study of polynomial{time 
om-

pa
table orthogonal representations [4℄. They devise a 
lass of so{
alled turn{regular represen-

tations and give a linear time algorithm to �nd optimal drawings for these instan
es. The 
lass,

however, is a sub
lass of representations for whi
h our 
ompa
tion framework works in polynomial

time.

Our framework is open to a broad variety of related problems: In addition to the 
apability

to 
ope with the di�erent drawing standards it 
an handle di�erent versions of the 
ompa
tion

problem, e.g., insertion and removal of bends, dete
ting unne
essary 
rossings and many more. At

the moment, we are formulating the solution of a graph labeling problem (
ombined 
ompa
tion

and labeling) with our framework.
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7.1.5 Planar Augmentation

Investigators: Petra Mutzel

Many planar graph drawing algorithms need as input a bi
onne
ted planar graph. In order to

use those algorithms for non-bi
onne
ted graphs, the planar augmentation problem needs to be

solved. Given a planar graph, the planar augmentation problem is to add the minimum number of

edges su
h that the resulting graph is still planar and bi
onne
ted. The problem was introdu
ed

by Kant and Bodlaender [7℄. They also showed the NP-hardness of this problem and suggested a

polynomial time algorithm that they 
laimed approximates the optimum solution within a fa
tor of

3

2

. However, this algorithm is not 
orre
t [3, 6℄. If all the mistakes are 
orre
ted, then it is instead

a 2-approximative algorithm (see [3℄). In [3℄, we have given a polynomial time

5

3

-approximation

algorithm for the planar augmentation problem with running time O(n

2

T ), where T is the amortized

time bound per insertion operation in in
remental planarity testing. The quality of our algorithm

improves upon the quality of the previously known approximation algorithm. The fa
tor of

5

3

is tight. We have implemented our approximation algorithm and have been able to evaluate its

behaviour in pra
ti
e.

In [4, 8℄, we have introdu
ed a bran
h-and-
ut method for the planar augmentation problem

using the polyhedral stru
ture of the asso
iated polytope (see last report). In [2℄, we have designed

a new bran
h-and-
ut method that has been implemented using the system ABACUS [5℄. In the

last report, we reported on our en
ouraging 
omputational results: instan
es of up to 200 verti
es


an be solved to optimality within a few se
onds. Moreover, all the pra
ti
al instan
es arising from

the ben
hmark set used in [1℄ 
an be solved within a few se
onds. This is the �rst time that any

instan
es of these sizes 
an be solved to optimality at all.

The fa
t that we have been able to solve all the ben
hmark instan
es to optimality gives us the

opportunity to 
ompare the solutions of our new approximation algorithm with optimum solutions.

Surprisingly, our approximation algorithm has given the optimum solutions in many 
ases. And in

almost all 
ases the solution given by the algorithm 
ontained only one more edge (or in rare 
ases

two or three more edges) than the optimum solution.

Very re
ently, we 
ould improve the approximation fa
tor from

5

3

to

3

2

using a new linear time

algorithm for the planar augmentation problem in the 
ase where the 
ombinatorial embedding has

been �xed [9℄. So far, no paper has been published. The idea of the new algorithm is to use an
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algorithm similar to the

5

3

-approximation algorithm in a �rst phase, then 
ompute a 
ombinatorial

embedding of the resulting graph, and in the third phase delete the augmented edges again and

solve the �xed planar augmentation problem. For a des
ription of the algorithm in more detail, see

[9, 10℄.
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7.2 Hierar
hi
al Graph Drawing

Investigators: Petra Mutzel

Hierar
hi
al graph drawing methods generate drawings that represent the hierar
hy in the given

data. Amongst the most 
ommonly used hierar
hi
al drawing methods are the layer-based methods.

If the graph is a
y
li
, then in a �rst step, the vertex set is partitioned into subsets V

i

, su
h

that all ar
s are dire
ted from V

i

to V

j

with i � j. So, the verti
es in ea
h subset V

i


an be pla
ed

on a horizontal line su
h that all ar
s point in one dire
tion, say downward. In a se
ond step of

the algorithm, the verti
es in ea
h layer V

i

are permuted su
h that the overall number of 
rossings,

when the ar
s are drawn as straight-lines, should be minimized.

In Se
tion 7.2.1 we fo
use on the se
ond step, namely, the k-layer 
rossing minimization problem.

In the last report, we des
ribed our resear
h on the k-layer planarization problem. This is an

alternative approa
h to k-layer 
rossing minimization. Our new resear
h there has mainly been
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on
erned with k-layer planarity testing algorithms (see Se
tion 7.2.2). In some appli
ations, a

bipartite, planar graph G is given that should be drawn without 
rossings su
h that the partition

is 
learly visible. See Se
tion 7.2.3 for our work done in this dire
tion.

7.2.1 K-Layer Crossing Minimization

Investigator: Petra Mutzel

Re
ently, we have started to study the k-layer 
rossing minimization problem [2℄.

Let us �rst address the 
ase where k = 2. Here, the obje
tive is to �nd the minimum number

of edge-
rossings among the two shores of a bipartite graph, when both shores 
an be permuted.

We have formulated this problem as an integer linear program, in whi
h the optimal solution


orresponds to a minimum 
rossing solution. Then, we have extended this integer programming

formulation to a more general 
ase { the proper Multi Layer Crossing Minimization problem {

whi
h is to determine the minimum number of 
rossings in a (proper) multi-layered graph.

Using polyhedral 
ombinatori
s, we have investigated the stru
ture of the polytope asso
iated

with the 2-layer 
rossing minimization problem. We have found several 
lasses of fa
et-de�ning in-

equalities for this polytope. Most of the inequalities have been derived from a 
ombinatorial 
hara
-

terization of 2-planar graphs, i.e., graphs whi
h 
an be drawn on two layers without edge-
rossings

[1, 4℄. Most of these inequalities are still valid and useful for the k-layer 
rossing minimization

problem.

In order to use these inequalities as 
utting planes in a bran
h-and-
ut algorithm, we have in-

vestigated separation pro
edures for ea
h 
lass of fa
et-de�ning inequalities. Preliminary numeri
al

experiments with a simple 
utting-plane algorithm have shown that the 
orresponding 
uts indeed

strengthen the relaxation. However, a lot of e�ort is still needed to get an eÆ
ient algorithm that

will be able to solve the k-layer 
rossing minimization problem for moderately sized instan
es that

o

ur in graph drawing. So far, for two layers our previously developed bran
h-and-bound algo-

rithm, whi
h is based on a bran
h-and-
ut algorithm for the one-layer �xed 
rossing minimization

problem, is still superior to the new 
utting plane algorithm [3℄.
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7.2.2 K-Layer Planarity Testing

Investigator: Petra Mutzel

In the last report, we des
ribed our ideas for an alternative method to k-layer 
rossing minimization


alled the k-layer planarization problem. The k-layer planarization problem asks for removing the

minimal number of edges su
h that the resulting graph is k-layer planar. In the �nal diagram the

removed edges are reinserted as straight lines into the k-layer planar drawing. Our hope was that

this problem might be easier to atta
k than the k-layer 
rossing minimization problem. Last time,

we reported on our work for k = 2 [10, 11℄. In order to investigate the k-layer planarization problem

for k > 2, we �rst needed to have a 
loser look at k-layer planarity testing algorithms.

Heath and Pemmaraju [2℄ have suggested a linear time k-layer planarity testing algorithm.

However, we were able to show in [5℄ that their algorithm, based on the data stru
ture of PQ-trees,

is not 
orre
t.

This is not the �rst time that we have dis
overed non-
orre
tness of published algorithms based

on PQ-trees. Our experien
e shows that the authors make impli
it assumptions about 
ertain

properties of PQ-trees that are not 
orre
t. We have also shown [7, 5℄ problems in the arti
les by

Jayakumar et al. [3℄ and Kant [8℄ on maximal planarization algorithms due to the same problem.

Our paper [5℄ indi
ates why we believe that the 
han
e for solving the maximal planar subgraph

problem in polynomial time using PQ-trees is small.

However, for k-layer planarity testing we 
ould give a 
orre
t linear time algorithm [6℄. Our

algorithm generalizes the algorithm by Nardelli and Di Battista, whi
h only works for the spe
ial


ase of one sink or one sour
e [1℄. An implementation has shown that the algorithm is extremely

fast.

Very re
ently, J�unger and Leipert have given a linear time embedding algorithm based on the

k-layer planarity testing algorithm [4, 9℄. This gives us the basis to 
ontinue our resear
h on the

k-level planarization problem in the future.
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7.2.3 Drawing Planar Partitions

Investigator: Petra Mutzel

Assume that G = (V;E) is a graph and V = A [B is a partition of the verti
es of G. How should

we draw G su
h that the partition is 
learly visible? Our study of this question was motivated

by a 
ompetition graph (Graph B) of the Graph Drawing Competition 1996 (see [3℄), whi
h is a

graph of telephone 
alls and turned out to be bipartite, hen
e had a natural partition stru
ture. A

drawing of G su
h that the partition is 
learly visible aids in understanding the stru
ture of these

problems better.

In [2℄, we 
onsider straight-line and poly-line grid drawings, that is, verti
es are drawn as points

on a grid (i.e., with integer 
oordinates), and edges are drawn either as straight lines or as sequen
es

of straight-line segments where the bend points lie on a grid as well. We study only planar partitions,

i.e. the graph G = (A[B;E) is planar, and we require that the drawing of G has no 
rossing. We

study planar drawings of G in whi
h the vertex 
lasses A and B are separated by a horizontal line

(so-
alled HH-drawings).

Not every planar partition has a planar HH-drawing if the edges are required to be drawn

y-monotone, i.e., with monotoni
ally in
reasing y-
oordinates. In [2℄, we provide ne
essary and

suÆ
ient 
onditions for the existen
e of planar y-monotone HH-drawings. In [1℄, it is shown that

these 
onditions 
an be tested in linear time. One surprising 
orollary of our 
hara
terization is

that every bipartite planar graph has a planar y-monotone HH-drawing.

The proof of suÆ
ien
y yields an algorithm for planar y-monotone HH-drawings with area

O(jV j

2

) and at most one bend per edge. We prove that straight-line HH-drawings of polynomial

area are not always possible, viz., there exists a graph 
lass for whi
h any planar straight-line HH-

drawing requires exponential area. Finally, we drop the monotoni
ity-requirement, and prove that

then every planar partition has a planar HH-drawing with at most three bends per edge.
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7.3 Appli
ations, Pra
ti
al Proje
ts and Software

7.3.1 Graph Drawing Appli
ations

Investigator: Rudolf Fleis
her

The pra
ti
al appli
ability of graph drawing theory was the fo
us of a re
ent study [2℄, where we

analyzed 370 graph drawing papers and asked some real users in need of graph drawing tools about

their experien
e. We have dis
overed several problems that 
annot be solved satisfa
tory so far

using the 
urrent methods of graph drawing. For example, the graphs arising in some appli
ations

have a strong semanti
 ba
kground whi
h is not 
aptured by the existing graph drawing tools.

However, resear
h in the �eld of graph drawing is still young.

7.3.2 Software and Pra
ti
al Proje
ts

Investigators: Ralf Bro
kenauer, Carsten Gutwenger, Christoph Hunda
k, Gunnar Klau, Petra

Mutzel, Ren�e Weiskir
her, and Thomas Ziegler

Great progress on appli
ations and pra
ti
al graph drawing tools has been made during the last

few years. Sin
e this trend is not only present in our group but also in other graph drawing groups,

we feel en
ouraged to go on. Our experien
e has shown that from pra
ti
e often new interesting

theoreti
al problems arise (for example, the planar augmentation problem, embedding problems,

the two-dimensional graph drawing 
ompa
tion problem or high-degree bend minimization).

Most of our theoreti
al work and algorithms has been transferred into software. In general, this

software be
omes part of AGD, our library of Algorithms for Graph Drawing (see, e.g., [1℄). AGD

is des
ribed in Se
tion 8.2.

Moreover, we have further developed the program Ar
hEd, whi
h is a tool for ar
haeologists

[3℄ (for a des
ription see, e.g., the last report). Ar
hEd is publi
ally available on the web via

http://www.mpi-sb.mpg.de/~ar
he. We get lots of feedba
k from ar
haeologists all over the

world.

We are getting industrial funds for 
ooperating on a proje
t involving drawings of �nite state

ma
hines that des
ribe the 
ontrol of 
omputer integrated manufa
turing pro
esses. Moreover, we

got a grant from the German Ministry of Edu
ation, S
ien
e, and Te
hnology for whi
h we are

investigating the labeling problem in 
onne
tion with graph drawing. Our grant from the German

S
ien
e Foundation is mostly for developing AGD further. Very re
ently, we got a EU-grant for

developing a do
umentation tool for ele
troni
 questionnaires. For a detailed des
ription of our

proje
ts and grants, see Se
tion 14.

Referen
es

[1℄ D. Alberts, C. Gutwenger, P. Mutzel, and S. N�aher. AGD-Library: A library of algorithms for�

graph drawing. In G. F. Italiano and S. Orlando, editors, Pro
eedings of the Workshop on Algorithm

Engineering (WAE '97), 1997. Veni
e, Italy, Sept. 11-13, http://www.dsi.unive.it/�wae97/.

[2℄ R. Fleis
her and C. Hirs
h. Appli
ations of graph drawing. In M. Kaufmann and D. Wagner, editors,�

Drawing Graphs: Methods and Models. Teubner-Verlag, Leipzig, 1999. In preparation. Presented at

the GI-Seminar Zei
hnen von Graphen, April 6-9, S
hlo� Dagstuhl, Germany.

[3℄ C. Hunda
k, P. Mutzel, I. Pou
hkarev, and S. Thome. Ar
hE : A graph drawing system for ar
haeology.�

In G. Di Battista, editor, Graph Drawing (Pro
. GD '97), volume 1353 of Le
ture Notes in Computer

S
ien
e, pages 297{302. Springer-Verlag, 1997.

124



The Algorithms and Complexity Group

8 Software Libraries

Software is the physi
al infrastru
ture of the information age and fundamental to e
onomi
 su

ess

as well as s
ienti�
 and te
hni
al resear
h [1℄. Software libraries are important for the eÆ
ient de-

velopment of robust, reliable software. Furthermore, they play a key role in the te
hnology transfer

from a
ademia to industry. For these and other reasons, the US President's Information te
hnol-

ogy Advisory Committee [1℄ re
ently re
ommended sponsoring libraries of software 
omponents in

subje
t area domains.

In our group, we are well ahead on this road. We have 
ontinued our work on the LEDA

platform of 
ombinatorial and geometri
 
omputing, whi
h is developed in 
ooperation with the

group of Stefan N�aher in Halle, and on the 
omputational geometry algorithms library CGAL,

whi
h is developed in 
ooperation with several resear
h institutes and universities in Europe and

Israel. AGD, a library of algorithms for graph drawing, is developed in 
ooperation with Stefan

N�aher's group in Halle and Mi
hael J�unger's group in K�oln. A new software library has been

added: BALL, a Bio
hemi
al Algorithms Library. The fun
tionality of LEDA has been expanded

in several LEDA extension pa
kages, partially by 
ontributors outside of the institute.

Referen
es
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8.1 LEDA

LEDA (Library of EÆ
ient Data Types and Algorithms) is a C

++

library for 
ombinatorial and

geometri
 
omputing. It is developed in joint work with Stefan N�aher's group in Halle.

8.1.1 The LEDA Book

Investigator: Kurt Mehlhorn

Stefan N�aher and Kurt Mehlhorn �nally �nished the LEDA-book in April of 1999. The book will

appear with Cambridge University Press in the fall of 1999. The book is about 1000 pages in length

and 
overs all aspe
ts of the LEDA system. We quote from the prefa
e of the book.

LEDA (Library of EÆ
ient Data Types and Algorithms) is a C

++

library of 
ombinatorial and

geometri
 data types and algorithms. It o�ers

Data Types, su
h as random sour
es, sta
ks, queues, maps, lists, sets, partitions, di
tionaries,

sorted sequen
es, point sets, interval sets, : : : ,

Number Types, su
h as integers, rationals, big
oats, algebrai
 numbers, and linear algebra,

Graphs and Supporting Data Stru
tures, su
h as node- and edge-arrays, node- and edge-

maps, node priority queues and node partitions, iteration statements for nodes and edges,

: : : ,

Graph Algorithms, su
h as shortest paths, spanning trees, 
ows, mat
hings, 
omponents,

planarity, planar embedding, : : : ,

Geometri
 Obje
ts, su
h as points, lines, segments, rays, planes, 
ir
les, polygons, : : : ,

Geometri
 Algorithms, su
h as 
onvex hulls, triangulations, Delaunay diagrams, Voronoi

diagrams, segment interse
tion, : : : , and

Graphi
al Input and Output.
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The modules just mentioned 
over a 
onsiderable part of 
ombinatorial and geometri
 
omputing

as treated in 
ourses and textbooks on data stru
tures and algorithms [1, 4, 2, 3, 5, 6, 10, 8, 11,

12, 13, 14, 16, 17, 18℄.

From a user's point of view, LEDA is a platform for 
ombinatorial and geometri
 
omputing. It

provides algorithmi
 intelligen
e for a wide range of appli
ations. It eases a programmer's life

by providing powerful and easy-to-use data types and algorithms whi
h 
an be used as building

blo
ks in larger programs. It has been used in su
h diverse areas as 
ode optimization, VLSI

design, robot motion planning, traÆ
 s
heduling, ma
hine learning and 
omputational biology.

The LEDA system is installed at more than 1500 sites.

We started the LEDA proje
t in the fall of 1988. The proje
t grew out of several 
onsiderations.

� We had always felt that a signi�
ant fra
tion of the resear
h done in the algorithms area

was eminently pra
ti
al. However, only a small part of it was a
tually used. We frequently

heard from our former students that the intelle
tual and programming e�ort needed to

implement an advan
ed data stru
ture or algorithm is too large to be 
ost-e�e
tive. We


on
luded that algorithms resear
h must in
lude implementation if the �eld wants to have

maximum impa
t.

� We surveyed the amount of 
ode reuse in our own small and tightly 
onne
ted resear
h

group. We found several implementations of the same balan
ed tree data stru
ture. Thus

there was 
onstant reinvention of the wheel even within our own small group.

� Many of our students had implemented algorithms for their master's thesis. Work invested

by these students was usually lost after the students graduated. We had no depository for

implementations.

� The spe
i�
ations of advan
ed data types whi
h we gave in 
lass and whi
h we found

in text books, in
luding the one written by one of the authors, were in
omplete and not

suÆ
iently abstra
t to allow to 
ombine implementations easily. They 
ontained phrases

of the form: \Given a pointer to a node in the heap its priority 
an be de
reased in


onstant amortized time". Phrases of this kind imply that a user of a data stru
ture has

to know its implementation. As a 
onsequen
e 
ombining implementations is a non-trivial

task. We performed the following experiment. We asked two groups of students to read

the 
hapters on priority queues and shortest path algorithms in a standard text book,

respe
tively, and to implement the part they had read. The two parts would not �t,

be
ause the spe
i�
ations were in
omplete and not suÆ
iently abstra
t.

We started the LEDA proje
t to over
ome these short
omings by 
reating a platform for 
om-

binatorial and geometri
 
omputing. LEDA should 
ontain the major �ndings of the algorithms


ommunity in a form that makes them dire
tly a

essible to non-experts having only limited

knowledge of the area. In this way we hoped to redu
e the gap between resear
h and appli
a-

tion.

The LEDA system is available from the LEDA web-site at http://www.mpi-sb.mpg.de/LEDA/

leda.html.

A 
ommer
ial version of LEDA is available from Algorithmi
 Solutions Software GmbH at

http://www.algorithmi
-solutions.de.

LEDA 
an be used with almost any C

++


ompiler and is available for UNIX and WINDOWS

systems. The LEDA mailing list (see the LEDA web page) fa
ilitates the ex
hange of information

between LEDA users.

This book provides a 
omprehensive treatment of the LEDA system and its use. We treat the

ar
hite
ture of the system, we dis
uss the fun
tionality of the data types and algorithms avail-

able in the system, we dis
uss the implementation of many modules of the system, and we give

many examples for the use of LEDA. We believe that the book is useful to �ve types of read-

ers: readers with a general interest in 
ombinatorial and geometri
 
omputing, 
asual users of
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LEDA, intensive users of LEDA, library designers and software engineers, and students taking

an algorithms 
ourse.

The book is stru
tured into fourteen 
hapters.

Chapter 1, Introdu
tion, introdu
es the reader to the use of LEDA and gives an overview of the

system and our design goals.

Chapter 2, Foundations, dis
usses the basi
 
on
epts of the LEDA system. It de�nes key


on
epts, su
h as type, obje
t, variable, value, item, 
opy, linear order, and running time,

and it relates these 
on
epts to C

++

. We re
ommend that you read this 
hapter qui
kly and


ome ba
k to it as needed. The detailed knowledge of this 
hapter is a prerequisite for the

intensive use of LEDA. The 
asual user should be able to satisfy his needs by simply modifying

example programs given in the book. The 
hapter draws upon several sour
es: obje
t-oriented

programming, abstra
t data types, and eÆ
ient algorithms. It lays out many of our major

design de
isions whi
h we 
all LEDA axioms.

Chapters 3 to 12 form the bulk of the book. They 
onstitute a guided tour of LEDA. We dis
uss

numbers, basi
 data types, advan
ed data types, graphs, graph algorithms, embedded graphs,

geometry kernels, geometry algorithms, windows, and graphwins. In ea
h 
hapter we introdu
e

the fun
tionality of the available data types and algorithms, illustrate their use, and give the

implementation of some of them.

Chapter 13, Implementation, dis
usses the 
ore part of LEDA, e.g., the implementation of

parameterized data types, implementation parameters, memory management, and iteration.

Chapter 14, Do
umentation, dis
usses the prin
iples underlying the do
umentation of LEDA

and the tools supporting it.

The book 
an be read without having the LEDA system installed. However, a

ess to the LEDA

system will greatly in
rease the joy of reading.

The demo dire
tory of the LEDA system 
ontains numerous programs that allow the reader to

exer
ise the algorithms dis
ussed in the book. The demos give a feeling for the fun
tionality

and the eÆ
ien
y of the algorithms, and in a few 
ases even animate them.

The book 
an be read from 
over to 
over, but we expe
t few readers to do it. We wrote the book

su
h that, although the 
hapters depend on ea
h other most 
hapters 
an be read independently

of ea
h other. We sometimes even repeat material in order to allow for independent reading.

All readers should start with the 
hapters Introdu
tion and Foundations. In these 
hapters we

give an overview of LEDA and introdu
e the basi
 
on
epts of LEDA. We suggest that you read

the 
hapter on foundations qui
kly and 
ome ba
k to it as needed.

The 
hapter on basi
 data types (list, sta
ks, queues, array, random number generators, and

strings) should also be read by every reader. The basi
 data types are ubiquitous in the book.

Having read the 
hapters Introdu
tion, Foundations and Basi
 Data Types, the reader may take

di�erent paths depending on interest.

Casual users of LEDA should read the 
hapters treating their domain of interest, and intensive

users of LEDA should also read the 
hapter on implementation.

Readers interested in Data Stru
tures should read the 
hapters on advan
ed data types, on

implementation, and some of the se
tions of the 
hapter on geometri
 algorithms. The 
hapter

on advan
ed data types treats di
tionaries, sear
h trees and hashing, priority queues, partitions,

and sorted sequen
es, and the 
hapter on implementation dis
usses, among other things, the

realization of parameterized data types. The di�erent se
tions in the 
hapter on advan
ed

data types 
an be read independently. In the 
hapter on geometri
 algorithms we re
ommend

the se
tion on dynami
 Delaunay triangulations; some knowledge of graphs and 
omputational

geometry is required to read it.

Readers interested in Graphs and Graph Algorithms should 
ontinue with the 
hapter on graphs.

From there one 
an pro
eed to either the 
hapter on graph algorithms or the 
hapter on embed-

ded graphs. Within the 
hapter on graph algorithms the se
tions 
an be read independently.
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However, the 
hapter on embedded graphs must be read from front to rear. Some knowledge of

priority queues and partitions is required for some of the se
tions on graph algorithms.

Readers interested in Computational Geometry 
an 
ontinue with either the 
hapter on graphs

or the 
hapter on geometry kernels. Both 
hapter are a prerequisite for the 
hapter on geomet-

ri
 algorithms. The 
hapter on geometry kernels requires partial knowledge of the 
hapter on

numbers. The 
hapter on geometri
 algorithms splits into two parts that 
an be read indepen-

dently. The �rst part is on 
onvex hulls, Delaunay triangulations, and Voronoi diagrams, and

the se
ond part is on line segment interse
tion and polygons.

Geometri
 algorithms are dull without graphi
al input and output. The required knowledge

is provided by the 
hapter on windows. The se
tion on the Voronoi demo in the 
hapter on

geometri
 algorithms gives a 
omprehensive example for the interplay between geometri
 data

types and algorithms and the window 
lass.

Readers interested in Algorithm Animation should read the 
hapter on windows and graphwin,

the se
tion on animating strongly 
onne
ted 
omponents in the 
hapter on graph algorithms, the

se
tion on the Voronoi demo in the geometri
 algorithms 
hapter, and study the many programs

in the xlman subdire
tory of the demo dire
tory.

Readers interested in Software Libraries should read the 
hapters on foundations, on imple-

mentation, and on do
umentation. They should also study some other 
hapters at their own


hoi
e.

Readers interested in developing a LEDA Extension Pa
kage should read the 
hapters on imple-

mentation and do
umentation in addition to the 
hapters related to their domain of algorithmi


interest.

For all the algorithms dis
ussed in the book, we also derive the required theory and give the proof

of 
orre
tness. However, sometimes our theoreti
al treatment is quite 
ompa
t and tailored to

our spe
i�
 needs. We refer the reader to the textbooks [1, 8, 16, 3, 11, 18, 14, 5, 17, 10, 13, 2, 4℄

for a more 
omprehensive view.

LEDA is implemented in C

++

and we expe
t our readers to have some knowledge of it. We

are quite 
onservative in our use of C

++

and hen
e a basi
 knowledge of the language suÆ
es

for most parts of the book. The required 
on
epts in
lude 
lasses, obje
ts, templates, member

fun
tions, and non-member fun
tions and are typi
ally introdu
ed in the �rst �fty pages of a

C

++

book [7, 9, 15℄. Only the 
hapter on implementation requires the readers to know more

advan
ed 
on
epts like inheritan
e and virtual fun
tions.
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8.1.2 LEDA Versions and Updates

Within the LEDA kernel there have been major 
hanges in the following modules. The numbers

in parentheses hint at the 
orresponding LEDA version:

� Most LEDA graph algorithms were improved in parallel to the evolution of the book. This

lead to up to 10 times faster algorithms. (3.8)

� The data type GraphWin was extended. (3.8)

� The graph data asso
iation is mu
h more 
exible now. The information asso
iation via maps

was extended to stati
 data reservation in the graph obje
ts (node, edge, fa
e). (3.8)

� The multi-pre
ision integer type was optimized. There was a major revision of the algorithmi


layers as well as assembler adaptations. (3.8)

� The library is now fully pre�xed. We aim for a �nal usage of namespa
es, but use the pre�xing

me
hanism until our 
ompiler base supports namespa
es on a large s
ale. (3.6)

� LEDA now o�ers header in
lusion in full 
omplian
e with the C

++

-standard. (3.8)

� We now o�er 
omparison obje
ts whi
h allow a more 
exible handling of all order-dependent

data types (di
tionary, sortseq, : : : ) and algorithms. (3.8)

For the major improvements please refer to the manual and the 
orresponding se
tions in the LEDA

book.

8.1.3 Fast Re
ursive Division

Investigators: Christoph Burnikel, Joa
him Ziegler

Multipre
ision arithmeti
 is the art of 
omputing with numbers that are larger than one ma
hine

word. It is an important subje
t in many domains of 
omputer s
ien
e, e.g., 
ryptography and


omputer algebra. Addition, subtra
tion, multipli
ation, and division of arbitrarily large numbers

lie at the very heart of all 
omputations involved in the algorithms used in these domains. For many

pra
ti
al appli
ations it suÆ
es to implement the 
lassi
al s
hool algorithms for basi
 arithmeti
.

However, if the numbers be
ome suÆ
iently large, say about 200 de
imal digits, it pays well to
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use more sophisti
ated algorithms, like Karatsuba's famous method for multipli
ation [4℄, whi
h

lowers the asymptoti
 running time for multiplying two n-digit numbers from �(n

2

) (by ordinary

s
hool multipli
ation) to O(K(n)) where K(n) := n

log 3

. We show in [2℄ how to divide a 2n-digit

number by an n-digit number in twi
e the time it takes to multiply two n-digit numbers with

Karatsuba's method (more pre
isely, the running time is 2K(n) +O(n logn)). This 
ompares with

a running time of �(n

2

) for s
hool division. We also expand this method to obtain a fast algorithm

for dividing arbitrary integers. An algorithm with an expe
ted running time of 2K(n) +O(n log n)

was developed in [3℄. This algorithm has the disadvantages that in some rare 
ases one has to go

ba
k to ordinary s
hool division, i.e., the worst 
ase running time is �(n

2

), and that it is mu
h

harder to implement.

Our algorithm performs very well in pra
ti
e and yields a speedup of more than 20% with

numbers in the range of 1024{2048 bits that is typi
al for 
ryptographi
 appli
ations (we 
all this

range the 
ryptographi
 range). The LEDA library [5℄ now ships with this algorithm integrated

into its integer 
lass for arbitrarily large integers. Our algorithm pays in pra
ti
e for numbers

with 860 bits or more. We 
ompared our implementation with the division pro
edures in other

publi
 domain pa
kages, and found that we have the fastest algorithm for integer division on a

SPARC and INTEL ar
hite
ture when 
onsidering all integer pa
kages we know of. A 
omplete

des
ription of our integer pa
kage is given in [1℄.

In [2℄ we additionally show how to a
hieve a running time of 3=2K(n) + O(n logn) for integer

division if we are not interested in the remainder of the division. We argue why one should use

our method as the division method of 
hoi
e in the 
ryptographi
 range. As an appli
ation of

fast re
ursive division, we show how to speed up modular multipli
ation. Modular multipli
ation

is the basi
 step of modular exponentiation, a method widely used in publi
 key 
ryptosystems.

The speedup 
an be a
hieved by 
ombining Karatsuba multipli
ation and fast re
ursive division

to perform the basi
 modular multipli
ation step. Running time experiments show that, in the


ryptographi
 range, our algorithm is up to 40% faster than the 
lassi
al modular multipli
ation

methods.
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8.1.4 EXPCOMP | a Tool for Tuning Geometri
 Computation

Investigator: Stefan Funke

When 
omputer s
ientists design geometri
 algorithms, they usually assume the availability of exa
t

arithmeti
 on real numbers. Sin
e no 
omputer dire
tly provides exa
t arithmeti
 on real numbers,

programmers implementing these algorithms must �nd some substitution. Quite 
ommonly, they
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resort to 
oating-point arithmeti
 due to its support by hard- and software as well as its 
onvenient

use. The resulting programs may not behave as expe
ted, though. There are several ways a

geometri
 algorithm may behave when exa
t arithmeti
 is repla
ed by 
oating-point arithmeti
 |

usually they simply 
rash. Hen
e for most problems it is 
ru
ial to ensure 
orre
tness of every

predi
ate evaluation.

The LEDA library provides the datatypes integer, rational and real for exa
t arithmeti
 on

integer, rational and algebrai
 numbers | an ideal basis for 
orre
t implementations of geometri


algorithms [5, 4℄. Of 
ourse, exa
t arithmeti
 with these datatypes has its 
ost, whi
h is 
onsiderably

higher than 
oating-point arithmeti
. Depending on the input bit-length the arbitrary pre
ision

primitives are at least 10-100 times slower than their 
oating-point 
ounterparts.

If a predi
ate, expressed as the sign of an arithmeti
 expression, is to be 
omputed, an obvious

te
hnique to redu
e this overhead is trying to de
ide the predi
ate using 
oating-point arithmeti


�rst. Only if no guarantee for the 
orre
tness of the out
ome 
an be given does one resort to

arbitrary-pre
ision arithmeti
. This te
hnique is 
alled a 
oating-point �lter.

Many predi
ates within LEDA are already making use of this te
hnique | most predi
ates

within the rat kernel are optimized using a 
oating-point �lter, and for the LEDA reals, �lter

me
hanisms are in
orporated into the data type itself.

Problems arise if a user wants to optimize her own predi
ates with 
oating-point �lters, sin
e

writing su
h �lter 
ode is a non-trivial or at least 
umbersome task. This situation naturally arises,

if the predi
ate involves previously 
omputed geometri
 obje
ts and 
oating-point �lters are to be

used on all levels of 
omputation.

Our software pa
kage Exp
omp [2, 1, 3℄ (whi
h stands for EXPression COMPiler) allows the

programmer to easily provide 
oating-point �lter me
hanisms for her own predi
ates and 
omputa-

tions without being an expert in that �eld. The programmer basi
ally has to mark the appropriate


ode fragments using some spe
ial statements. Exp
omp then runs as a prepro
essor over the

de
orated sour
e �le and repla
es the marked 
ode sequen
es by the appropriate �ltering 
ode.

Experiments with a rather involved implementation of an algorithm for 
omputing the Voronoi

Diagram of line segments and points [6℄ show that the use of Exp
omp provides a 
onsiderable

performan
e gain 
ompared to the implementation using LEDA data types only.

Exp
omp will be part of a forth
oming LEDA Extension Pa
kage on number types.
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8.1.5 A Software Library of Dynami
 Graph Algorithms

Investigator: Christos Zaroliagis

A dynami
 graph algorithm is a data stru
ture operating on a graph supporting two types of

operations: updates and queries. An update is a lo
al 
hange of the graph and a query is a

question about a 
ertain property of the 
urrent graph. The aim of su
h a data stru
ture is to use

stru
tural information about the 
urrent graph in order to handle an update faster than by the

obvious solution, that is, re
omputing everything from s
rat
h with a stati
 algorithm. Usually,

queries take less time than updates, and the sequen
e of operations (updates and queries) is not

known in advan
e.

Sin
e the input of a dynami
 graph algorithm is more 
ompli
ated than in the stati
 
ase, and

stati
 graph algorithms for basi
 problems like 
onne
tivity or shortest paths are very eÆ
ient as a

result of de
ades of resear
h, dynami
 graph algorithms sometimes have to be quite sophisti
ated

to beat the stati
 ones in theory. Pra
ti
ally, the a
tual running times depend on many parameters

in
luding the size and type of the input graphs, the distribution of operations, and sometimes

even on 
ertain patterns in the update sequen
e. Consequently, in order to be able to 
hoose the

appropriate data stru
ture for a 
ertain appli
ation, it is usually inevitable to do some experiments

with di�erent data stru
tures. In the best 
ase, these experiments give some problem-spe
i�


insight, whi
h may lead to improved algorithms and better implementations.

We have re
ently developed a library of dynami
 data stru
tures [1℄ that allows experimental


omparison of di�erent approa
hes with respe
t to inputs with spe
i�
 properties. It is a joint e�ort

of 5 groups: Univ. of Halle (D. Alberts), Max-Plan
k-Institute for Computer S
ien
e (C. Zaroliagis),

Univ. of Rome \La Sapienza" (U. Nanni), Univ. of Rome \Tor Vergata" (G. Italiano), and Univ. of

Salerno (G. Cattaneo). The library is easily adaptable and extensible. It is written in C

++

and

provided as a LEDA extension pa
kage (LEP). The library is available for non-
ommer
ial use from

http://www.mpi-sb.mpg.de/LEDA/friends/dyngraph.html. It is a

ompanied by several demo

programs, platforms on whi
h to perform experiments, as well as 
orre
tness 
he
kers.

The library supports several implementations of simple as well as sophisti
ated data stru
tures

for dynami
 
onne
tivity, dynami
 minimum spanning trees, dynami
 single sour
e and all-pairs

shortest paths, and dynami
 transitive 
losure. All data stru
tures are implemented as C

++


lasses

derived from a 
ommon base 
lass dga base. This base 
lass de�nes a 
ommon interfa
e. There

were two main problems in the design and implementation of the library.

Missing Update Operations: The algorithms usually support only a subset of all possible update

operations, e.g., most dynami
 graph algorithms 
annot handle single node deletions and insertions.

Maintaining Consisten
y: In an appli
ation, a dynami
 graph algorithm D may run in the

ba
kground while the graph 
hanges due to a pro
edure P , whi
h is not aware of D. Then there

has to be a means of keeping D 
onsistent with the 
urrent graph, be
ause P will not use a possible

interfa
e for 
hanging the graph provided by D, but will use the graph dire
tly. Whether D exists

or not should have no impa
t on P .

We de
ided to support all update operations for 
onvenien
e. Those updates that are not

supported by the theoreti
al ba
kground are implemented by reinitializing the data stru
ture for

the new graph. The do
umentation tells the users whi
h updates are supported eÆ
iently or not.

The fa
t that the user 
alls an update that is theoreti
ally not supported results only in a (perhaps

even negligible) performan
e penalty. This enhan
es the robustness of the appli
ations using the

library or alternatively redu
es the 
omplexity of handling ex
eptional situations.

An obvious approa
h to maintain 
onsisten
y between a graph and a dynami
 data stru
ture

D working on that graph is to derive D from the graph 
lass. However, this is not very 
exible. In
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the 
ase when there are more than one dynami
 graph data stru
tures working on the same graph,

things would get quite 
ompli
ated with this approa
h. Instead, we use the following method

motivated by the observer design pattern of Gamma et al. [2℄. We 
reate a new graph type

msg graph that sends messages to interested third parties whenever an update o

urs. The base


lass dga base of all dynami
 graph algorithms is one su
h third party, it re
eives these messages

and 
alls the appropriate update operations, whi
h are virtual methods appropriately rede�ned by

the spe
i�
 implementations of dynami
 graph algorithms.

Referen
es
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t{

Oriented Software. Addison-Wesley, 1997.

8.1.6 LEDA for Se
ondary Memory

Investigator: Andreas Crauser

The forth
oming LEDA extension pa
kage Se
ondary memory o�ers algorithmi
 extensions for

large data sets in se
ondary memory. The pa
kage is 
alled LEDA-SM and will �nally be
ome a fully

integratable extension to the standard main memory 
ode base provided by LEDA. A preliminary

version is a

essible at www.mpi-sb.mpg.de/~
rauser/leda-sm.html.

8.1.7 LEDA Extension Pa
kage \Abstra
t Voronoi Diagrams"

Investigator: Mi
hael Seel

The LEDA extension pa
kage avd implements the 
onstru
tion of a 
lass of Voronoi diagrams


alled Abstra
t Voronoi Diagrams. At �rst it provides a framework that 
an be used to 
al
ulate

Abstra
t Voronoi Diagrams in the plane. To get a program that 
al
ulates a 
on
rete type of

Voronoi diagram the user has to implement some basis operations that allow the adaptation of

the framework to the 
on
rete geometry of the problem. The framework is already adapted to the

problem of the Eu
lidean Voronoi diagram of points and line segments in the plane.

Referen
es

[1℄ M. Seel. LEP Abstra
t Voronoi Diagrams. http://www.mpi-sb.mpg.de/LEDA/friends/avd.html,�

1998.

8.1.8 LEDA Extension Pa
kage \Graph Iterators"

Investigator: Mar
o Nissen

The LEDA extension pa
kage (LEP) graphiterator proposes a method for de
oupling graph data

stru
tures from graph algorithms. Iterators traverse graphs in an arbitrary order. Data a

essors

[2℄ are introdu
ed for de
oupling the parameter values asso
iated with graph obje
ts (node or edge)

from the a
tual algorithms. The LEP graphiterator brings ideas from the STL (Standard Template

Library) and the use of LEDA together. Additionally, example algorithms (depth �rst sear
h,

breadth �rst sear
h, strongly 
onne
ted 
omponents, topologi
al sorting, Dijkstra shortest path)
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are presented. The LEP graphiterator intensively uses design patterns [1℄ like the iterator pattern,

adapter and observer.

Referen
es

[1℄ E. Gamma, R. Helm, R. Johnson, and J. Vlissides. Design Patterns: Elements of Reusable Obje
t{

Oriented Software. Addison-Wesley, 1997.
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hriften in Mathematik und Infor-
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8.1.9 LEDA Extension Pa
kage \Steiner Trees"

Investigator: Ernst Althaus

The LEDA extension pa
kage Steiner trees, whi
h will be �nished soon, is an extension allowing


al
ulation of exa
t Steiner Trees in the Plane.

Given a set of points in the plane, the Steiner Tree problem is to �nd a minimum-length

inter
onne
tion of these points a

ording to some geometri
 distan
e metri
. The algorithms of

this LEP solve the Steiner Tree problem for the re
tilinear and the Eu
lidean metri
.

The algorithms follow the bran
h and 
ut strategy for solving NP-
omplete problems. To

formulate the problems as integer programming problems, they are transformed into the problem

of �nding a minimum spanning tree in a hypergraph. The transformation algorithms are due to

Za
hariasen [5℄ in the re
tilinear 
ase and to Winter and Za
hariasen [4℄ in the Eu
lidean 
ase. The

algorithms for the minimum spanning tree in a hypergraph problem are due to Warme [2℄. The

�rst implementations of these algorithms were presented by Warme, Winter and Za
hariasen [3℄.

For further information please refer to http://www.mpi-sb.mpg.de/~althaus and [1℄.
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t algorithms for plane steiner tree prob-

lems: a 
omputational study. Kobenhavns universitet, Kobenhavns Universitet / Datalogisk Institut,
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universitet, Kobenhavns Universitet / Datalogisk Institut, Kopenhagen, 1996.

[5℄ Martin Za
hariasen. Re
tillinear full steiner tree generation. Kobenhavns universitet, Kobenhavns

Universitet / Datalogisk Institut, Kopenhagen, 1996.

8.1.10 Further LEDA Extension Pa
kages

Currently there are the following pa
kages on our web servers whi
h extent LEDA into spe
ial

�elds of algorithmi
 resear
h: avd, dd geokernel, dynami
 graphs, graphiterator, pq tree, and sd tree.

We give a short des
ription of re
ent work that has not been des
ribed above. See also http:

//www.mpi-sb.mpg.de/LEDA/friends/leps.html.
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dd geokernel implements the basi
 data types of higher-dimensional 
omputational geometry:

points, ve
tors, dire
tions, hyperplanes, segments, rays, lines, spheres, aÆne transformations,

and operations 
onne
ting these types. All geometri
 primitives are exa
t, i.e., they do not

in
ur rounding error (be
ause they are implemented using rational arithmeti
) and always

produ
e the 
orre
t result. The LEP has been templatized by the arithmeti
 type.

pq tree is a data stru
ture for representing the permutations of a set U in whi
h various subsets

of U o

ur 
onse
utively. Along with the data stru
ture, eÆ
ient algorithms for manipulating

PQ-trees are provided, requiring linear time in the size of the input.

sd tree implements a data stru
ture that provides nearest-neighbour and other kinds of sear
h

algorithms on stati
 sets of points in two-dimensional spa
e with Eu
lidean distan
es. The

data stru
ture of the binary sear
h tree allows one to exe
ute these sear
hes in amortized


onstant time.

8.2 AGD: A Library of Algorithms for Graph Drawing

Investigators: Ralf Bro
kenauer, Carsten Gutwenger, Gunnar Klau, Petra Mutzel, Ren�e Weiskir
her,

Thomas Ziegler

When we started our a
tivities in graph drawing about 4

1

2

years ago, our main fo
us was on the

drawing method using planarization. Although this method produ
es the best drawings for many

non-hierar
hi
al pra
ti
al instan
es (see [3℄), only one software pa
kage using this method existed.

(This was Giotto, developed by the resear
h groups of Roberto Tamassia and Giuseppe di Battista.

Giotto was not publi
ally available at that time.) The reason for this lies in the fa
t that a great

deal of theoreti
al and pra
ti
al e�ort is needed to produ
e an implementation of the planarization

method. Theoreti
ally, many NP-hard 
ombinatorial optimization problems arise. Moreover, one

needs to understand planar graph theory 
on
erning embeddings quite well. On the pra
ti
al side,


ompli
ated algorithms, like planarity testing, 
ombinatorial embedding, planarization routines,

and planar graph drawing algorithms need to be implemented. The estimation for the amount

of e�ort required for implementing the graph drawing method using planarization from s
rat
h is

about two to three person years.

In order to make the graph drawing method using planarization and other graph drawing

methods a

essible to pra
titioners and resear
hers in the �eld, we have developed the software

library AGD (Algorithms for Graph Drawing).

AGD 
ontains a wide variety of graph drawing methods, in parti
ular many new methods that

we have developed in this 
ontext (see Se
tion 7 and the last report) and tools for implementing

new algorithms. The algorithms in
lude planar graph drawing methods su
h as straight-line, poly-

line, orthogonal, visibility, and tree drawing methods. In order to make these algorithms useful

for general graphs, we provide various planarization methods ranging from heuristi
 to optimal

algorithms. Data stru
tures, like, e.g., PQ-trees, have been espe
ially tailored for appli
ations in

graph drawing. Users 
an engineer their own hybrid methods by 
ombining the provided tools like

planarization, 2-layer 
rossing minimization, and various shelling orders (see Figure 8.2).

Today, the planarization method is also publi
ally available in the software library GDToolkit

developed by the group of Giuseppe Di Battista (http://www.dia.uniroma3.it/�gdt/). The

uniqueness of AGD is given by the fa
t that it is the only software library in the �eld of graph

drawing that is able to solve moderate-size instan
es of various NP-hard 
ombinatorial optimization
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problems to provable optimality within short 
omputation time. Often, this leads to ni
er drawings


ompared to those obtained using non-optimal methods (see Se
tion 7).

AGD 
ontains a new 
on
ept for the representation of algorithms that allows one to realize

subtasks with ex
hangeable implementations. Here, the algorithms are represented as modules

with a spe
i�
 type, a pre- and a post
ondition. Modules that 
an be used for a 
ertain subtask are


hara
terized by their type, their guaranteed pre
ondition and their required post
ondition. An

AGD user 
an 
hoose between the modules already 
ontained in the library; moreover, she is free

to implement and use new modules.

AGD is written in the programming language C++ and uses the LEDA platform for 
ombinatorial

and geometri
 
omputing [7, 6℄. The design of the library is based on the obje
t-oriented features

of C++. Graph drawing algorithms as well as 
ombinatorial algorithms are modeled as 
lasses. The

implementations of exa
t optimization algorithms for NP-hard problems use the bran
h-and-
ut

system ABACUS [5℄. The algorithms are implemented independent of visualization or graphi
s

system by using a generi
 layout interfa
e. A layout interfa
e is 
urrently available for the LEDA

data type GraphWin. The open design makes AGD very easy to use and to extend.

The design of AGD is des
ribed in [2, 8℄ and detailed further in [1, 4℄. AGD is publi
ally

available for non-
ommer
ial use via http://www.mpi-sb.mpg.de/AGD/. Very re
ently, the spin-

o� 
ompany Algorithmi
 Solutions GmbH (http://www.algorithmi
-solutions.de) has started

to provide AGD for 
ommer
ial use.

AGD has been developed within the proje
t \Design, Analysis, Implementation, and Evaluation

of New Algorithms for Graph Drawing" funded by the DFG (see Se
tion 14.2.3). Partners and group

leaders of the proje
t are: Universit�at Halle (Professor Dr. S. N�aher), Universit�at zu K�oln (Professor

Dr. M. J�unger), Universit�at Passau (Professor Dr. F.-J. Brandenburg), and the Max-Plan
k-Institut

f�ur Informatik in Saarbr�u
ken (Dr. P. Mutzel).
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Figure 8.5: BALL 
omponents.

8.3 BALL: Bio
hemi
al Algorithms Library

The modeling and simulation of atoms, mole
ules, and espe
ially biomole
ules is be
oming in
reas-

ingly important, be
ause it permits a

ess to data that are not experimentally available and 
an

save expensive bio
hemi
al experiments. The development of methods and tools in this �eld is

hampered by a la
k of state-of-the-art development tools. We performed an exhaustive sear
h for

su
h a tool. Commer
ial tools are available, but most of them are based on s
ripting languages (e.g.

HyperChem [6℄). There are also software development kits (SDKs) available for some 
ommer
ial

pa
kages, for example for MSI's Cerius

2

[3℄. However, there are no obje
t-oriented pa
kages avail-

able and it is impossible to 
reate free software based on these produ
ts. Out of a
ademia, some


lass libraries have developed, but they are either very spe
ialized (e.g. PDBLib [4℄, a 
lass library

for handling Brookhaven Protein Data Bank �les), or they are only remotely related to Mole
ular

Modeling (for example SCL [7℄, a 
lass library for sequen
es). We therefore de
ided to develop

Ball: a Bio
hemi
al Algorithms Library.

Ball is the �rst obje
t-oriented appli
ation framework in C

++

that is intended for rapid software

prototyping in Mole
ular Modeling and related areas. We de
ided to develop Ball to redu
e the

development time of our own appli
ations (e.g. protein do
king) and to provide the Mole
ular

Modeling 
ommunity with a state-of-the-art tool kit that might help to develop more robust, well-

designed appli
ations in less time.

Ball 
onsists of several, inter-dependent 
omponents that are shown in Figure 8.5. The 
entral

part of Ball is the kernel, a set of data stru
tures representing atoms, mole
ules, proteins, and

so on. The kernel is implemented using the foundation 
lasses that extend { and partially depend

on { the 
lasses provided by the STL (e.g. the ve
tor 
lass) and ANSI C

++

(e.g. the string 
lass).

These three layers (STL, foundation 
lasses, and kernel) are used by the di�erent basi
 
omponents

of the fourth layer. Ea
h of these basi
 
omponents provides fun
tionality for a well-de�ned area:

�le import/export provides support for various �le formats, primarily to read and write kernel

data stru
tures. The visualization 
omponent Ballview provides portable visualization of the

kernel data stru
tures and general geometri
 primitives. The Mole
ular Me
hani
s 
omponent


ontains an implementation of the AMBER95 for
e �eld [5℄ and support for user-de�ned for
e
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�elds. The stru
ture 
omponent provides fun
tionality for the 
omparison of three-dimensional

stru
tures, mapping these stru
tures onto ea
h other and sear
hing for stru
tural motifs. The

solvation 
omponent primarily 
ontains a numeri
al solver for the Poisson-Boltzmann equation.

The behavior and properties of solvated mole
ules, i.e. mole
ules in solution, 
an be des
ribed

using this equation.

A typi
al Ball appli
ation makes use of kernel data stru
tures, the foundation 
lasses, and one

or more basi
 
omponents; for example it uses the import/export 
omponent to read a mole
ule

from a �le, performs some simulation using the Mole
ular Me
hani
s 
omponent, and visualizes

the result using Ballview.

We have shown the rapid prototyping 
apabilities of Ball by implementing an algorithm for

the three-dimensional mapping of two proteins. This algorithm was formerly implemented in the


ourse of a Master's thesis [1℄. This �rst implementation took about �ve months, whereas we 
ould

reimplement a more eÆ
ient version within a day using Ball.

The design and fun
tionality of Ball are des
ribed in a te
hni
al report [2℄, a paper des
ribing

Ball has been submitted to WAE '99.
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8.4 CGAL

The area of 
omputational geometry has developed over the last twenty years as a dis
ipline of

theoreti
al 
omputer s
ien
e, whi
h drew mu
h of its motivation from geometri
 appli
ations (
om-

puter graphi
s, roboti
s, VLSI design, CAD, GIS, s
ienti�
 
omputing). It has extra
ted the

essential basi
 geometri
 algorithmi
 problems and developed eÆ
ient solutions for them. The goal

of GALIA is to make the most important of these solutions and methods available to users in

industry and a
ademia in the form of a C

++

library: CGAL (Computational Geometry Algorithms

Library). The distinguishing features of Cgal are the 
areful and eÆ
ient treatment of robustness

issues, the wide s
ope of the algorithms and data stru
tures provided, and 
exibility, extensibility,

and ease of use. The development of Cgal was started in ESPRIT LTR proje
t CGAL (proje
t

number 21957) and is 
ontinued in ESPRIT LTR proje
t GALIA (proje
t number 28155). The

GALIA proje
t is 
arried out by a 
onsortium of seven sites: Max-Plan
k-Institut f�ur Informatik,

ETH Z�uri
h (Switzerland), Freie Universit�at Berlin (Germany), INRIA Sophia-Antipolis (Fran
e),

Martin-Luther-Universit�at Halle-Wittenberg (Germany), Tel-Aviv University (Israel), and Utre
ht
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University (The Netherlands). Utre
ht University was the prime 
ontra
tor for the CGAL proje
t,

Max-Plan
k-Institut is the prime 
ontra
tor for the GALIA proje
t.

8.4.1 Generi
 Programming in CGAL

Investigator: Stefan S
hirra

Computational geometry has many potential appli
ation areas with di�erent needs. As a foundation

for appli
ation programs in all these areas, Cgal has to be 
exible. Therefore, 
exibility is a major

design goal inCgal. In [2℄, we dis
uss 
exibility and the further major design goals forCgal, whi
h

are 
orre
tness, robustness, extensibility, and ease of use, and present our approa
h to rea
h these

goals. Generi
 programming using templates in C

++

plays a 
entral role in the ar
hite
ture of Cgal.

Algorithms and data stru
tures in Cgal are generi
: they work with a variety of implementations

of predi
ates and representations of geometri
 obje
ts. As illustrated in Figure 8.6, the algorithms

and data stru
tures in Cgal are parameterized by the types on whi
h they operate. Everything

that ful�lls 
ertain synta
ti
al and semanti
al requirements on these types 
an be used with Cgal's

algorithms and data stru
tures. Of 
ourse, the geometri
 primitives, i.e. geometri
 predi
ates and

basi
 geometri
 obje
ts, provided by Cgal ful�ll these requirements. The geometri
 primitives

are usually 
alled the geometry kernel. The geometry kernel of Cgal is parameterized as well.

A user 
an 
hoose between di�erent 
oordinate representations. Currently, representations by

Cartesian 
oordinates and representations by homogeneous 
oordinates are available. For both

representations, the user 
an 
hoose a number type, whi
h is used to represent the 
oordinates and

to do the arithmeti
 operations.

Algorithms & Data Structures

Traits

(Kernel + ....)

Representation

Arithmetic

Figure 8.6: Generi
 programming in Cgal. Cgal algorithms and data stru
tures (left side) are

parameterized by the types on whi
h they operate. Geometry kernels (right side) are parameterized

by a 
oordinate representation. These representations are parameterized by a number type used

to store 
oordinates and to do the 
al
ulations.

Generi
 programming using templates be
ame popular with the Standard Template Library

[3℄. In [1℄, we argue that generi
 programming is espe
ially relevant to geometri
 
omputing. In
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parti
ular, it eases exa
t geometri
 
omputation. For example, using an appropriate number type

like the leda real makes exa
t 
omputation very easy. The parameterization is also a sour
e of

eÆ
ien
y. In 
ertain 
ontexts, spe
ial primitives 
an be used that are less generally appli
able (in

terms of robust 
omputation), but are more eÆ
ient than general-purpose solutions. The use of

di�erent number types in Cgal's geometry kernels is also dis
ussed in Se
tion 8.4.3.
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8.4.2 Perturbations and Generi
 Sweep in Cgal

Investigators: Mi
hael Seel, Mark Ziegelmann

Implementing geometri
 algorithms is a diÆ
ult and error-prone task. One reason for this is that

most of the existing algorithms are des
ribed for non-degenerate input to simplify presentation.

However, using input data from real-world appli
ations or random input, degenerate 
ases (
ollinear

points, overlapping segments, et
.) are very likely to o

ur. When implementing su
h algorithms,

we are fa
ed with the problem to identify and treat degenerate 
ases, whi
h leads to additional


oding and often lets the stru
ture of the program deteriorate. If one simply does not 
are about

degenerate 
ases one is often fa
ed with in
orre
t output or 
rashes. Another approa
h to deal with

degenera
ies, whi
h is often used in papers to state that the result also holds for general inputs, is

the method of perturbation, whi
h suggests adjusting the input by an in�nitesimal amount su
h

that degenera
ies are removed. More or less general perturbation methods that have been proposed

are Edelsbrunner and M�u
ke's Simulation of Simpli
ity s
heme (SOS) [7℄, Yap's symboli
 s
heme

[10℄, the eÆ
ient linear s
heme of Canny and Emiris [3, 4℄, and the randomized s
heme of Seidel

[9℄. For an ex
ellent survey 
onsult the paper of Seidel [9℄.

In [5℄ we des
ribe a generi
 implementation of random linear perturbations (based on [9℄, whi
h

removes degenera
ies with high probability) within the 
omputational geometry software library

Cgal [2℄. It enables the user to perturb the input obje
ts and hen
e be able to 
ode only the

original algorithm without bothering about degenera
ies. Contrary to previous implementations of

perturbation s
hemes [7, 4℄, this is the �rst general and easy-to-use implementation requiring only

perturbation of the input rather than ea
h test fun
tion.

In our experiments with planar 
onvex hull, segment interse
tion, Delaunay triangulation, and

3d 
onvex hull, we have seen that the use of our perturbation implementation introdu
es a medium

overhead fa
tor for the running time, whi
h depends on the runtime fra
tion of the arithmeti


part of an algorithm, and espe
ially on the number type used (an overhead fa
tor of around 50 for

10-bit doubles in algorithms dominated by arithmeti
 
omputation but only around 2-5 for 52-bit

integers). The performan
e on highly degenerate inputs in
reases even more.

As a bene�t we obtained simpler 
ode sin
e we 
ould forget about a treatment of degenera
ies

(this saved about 70 of 200 lines of 
ode in the 
ase of the segment sweep).

We 
on
lude that our perturbation implementation is an important tool for rapid prototyping

of geometri
 algorithms. It enables us to implement diÆ
ult algorithms in quite reasonable time if
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we do not 
are about a medium runtime penalty. Note however that a user of the s
heme still has

to plan where and how the transformation between unperturbed data and perturbed data takes

pla
e. Additionally a postpro
essing step may be ne
essary to obtain the output 
orresponding to

the result of a standard algorithm handling non-perturbed input in
luding its degenera
ies. See

[8℄ for the 
al
ulation of a planar map representation of a set of interse
ting segments using the

perturbation s
heme.

The se
ond goal of our work was to show the appli
ability of a generi
 sweep framework [1℄.

This is an abstra
tion of the plane sweep paradigm [6℄ that o�ers a 
learly stru
tured programming


on
ept, simpli�
ation of implementation, and 
he
king and animation support. The framework

follows the Cgal idea of generi
 programming via templates. Our sweep 
lass de�nes a 
on
ept of

a general plane sweep. If a user plugs in a model ful�lling the requirements of the 
on
ept she 
an

use the framework to realize her sweep implementation.

The perturbed segment interse
tion sweep is one example of its appli
ation. Other appli
ations

are the 
al
ulation of standard and 
onstrained triangulations.
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8.4.3 A Case Study on the Cost of Geometri
 Computing

Investigator: Stefan S
hirra

When you have to implement a geometri
 algorithm, you will probably want to implement an

eÆ
ient algorithm. But there is a bit more than 
hoosing an eÆ
ient algorithm when you a
tually

want to get eÆ
ient 
ode. For example, one has to address questions like, \How do you represent

the geometri
 obje
ts?" or \How do you implement the predi
ates needed?", and one would like to

know how the available options a�e
t performan
e. Su
h implementation issues are studied in [9℄

for planar 
onvex hull algorithms. The generi
 Cgal library, 
f. Se
tion 8.4.1, provides a unique

framework for studying su
h issues. Sin
e the Cgal algorithms are generi
, primitives 
an be

142



The Algorithms and Complexity Group

easily ex
hanged. In our 
ase study, we used the �ve planar 
onvex hull algorithms [3, 1, 4, 5, 6, 8℄

available in Cgal and implemented additional algorithms [2, 7℄ and variations. On the side of the

primitive operations, we used more than 30 di�erent geometry kernels, among them instantiations

of the Cartesian and homogeneous Cgal kernels with di�erent number types, the rational and the


oating-point geometry kernels of Leda, a new parameterized kernel that does not use referen
e


ounting for its geometri
 obje
ts, and a parameterized more \obje
t-oriented kernel" with virtual

fun
tions for 
oordinate a

ess. In total, we had about 350 
onvex hull algorithms to 
ompare.

An important message for implementors of geometri
 algorithms might be that the 
ost of

exa
t geometri
 
omputation is a�ordable. Another important observation is that the obje
t-

oriented kernels with virtual a

ess fun
tions are mu
h slower than 
orresponding kernels with

inlined a

ess fun
tions in C

++

. The 
oating-point versions of these kernels were even slower than

exa
t kernels using 
oating-point �lters. Furthermore, it turned out that referen
e 
ounting does

not pay o� for the 
onsidered two-dimensional problem, where the size of the data to be 
opied is

small. Whether or not referen
e 
ounting pays o� is highly a�e
ted by 
a
hing and memory e�e
ts,

too.
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8.4.4 EÆ
ient Exa
t Geometri
 Computation Made Easy

Investigators: Christoph Burnikel, Rudolf Fleis
her, Kurt Mehlhorn, Stefan S
hirra

Geometri
 algorithms are usually designed for the so-
alled \Real RAM-model" whi
h assumes

exa
t real arithmeti
 (in the sense of mathemati
s). When real arithmeti
 is simply repla
ed

by impre
ise 
oating-point arithmeti
, geometri
 algorithms that are provably 
orre
t with real

arithmeti
 may 
rash or 
ompute garbage. There are two ways to resolve this dilemma: one may

either design new algorithms that work 
orre
tly even with impre
ise arithmeti
 or implement the

real RAM.
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The approa
h to base geometri
 
omputation on the Real RAM model [3, 5, 6, 9, 10℄ is attra
tive

be
ause it allows one to use the algorithms and data stru
tures developed under the Real RAM

assumption without redesign. In [2℄ we show that the 
ombination of the Cgal framework for

geometri
 
omputation with the number type leda real of Leda [7, 8℄ provides an easy-to-use

and eÆ
ient basis for exa
t geometri
 
omputation.

Algorithms and data stru
tures in Cgal are parameterized by the types on whi
h they operate.

The algorithms and data stru
tures work with any implementation of these types as long as they

ful�ll 
ertain synta
ti
 and semanti
 requirements. The algorithms are 
orre
t as long as the

implementation of these types are 
orre
t. In parti
ular, 
ombining a Cgal-algorithm with any

exa
t geometry kernel yields a 
orre
t program. The user may 
hoose the geometry kernel a

ording

to her needs. The Cgal kernels are parameterized with the number type used to store 
oordinates

and to do 
al
ulations. The use of an exa
t number type yields an exa
t kernel. The number type

may be 
hosen a

ording to the requirements of the appli
ation. For example, for 
omputations

inside the rational numbers, an arbitrary pre
ision rational number type 
ould be used with the

Cartesian kernel or alternatively, an arbitrary pre
ision integer type with the homogeneous kernel.

The rational geometry kernel of Leda also supports exa
t 
omputations in the rational domain. For


omputations that require algebrai
 numbers, the number type leda real 
an be used; it provides

exa
t 
omputation with addition, subtra
tion, multipli
ation, division, k-th root operations, and


omparisons.

In our experiments we 
ompare geometry kernels for geometri
 problems with di�erent require-

ments on the number types. Whenever appli
able, the rational geometry kernel of Leda was

superior to the Cgal kernels with the leda reals. For problems requiring 
omputations with

algebrai
 numbers, however, the rational geometry kernel from Leda 
annot be used.

3

Figure 8.7

shows an example we studied, the 
omputation of the 
onvex hull of interse
tion points of 
ir
les.

The experiments reported in [2℄ show that the use of the leda reals leads to mu
h more eÆ
ient


ode than the use of a 
omparable number type from the 
ompeting CORE proje
t [4℄. This is mainly

due to the mu
h better separation bound

4

[1℄ used by the leda reals.
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Figure 8.7: A geometri
 problem involving non-rational 
omputations: 
onvex hull of interse
tion

points of 
ir
les.
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Prof. Stefan N�aher 15/03/99 - 30/04/99

Universit�at Halle, Germany

Prof. Manfred Padberg 30/11/98 - 03/12/98

New York University, USA

Sylvain Pion 20/08/97 - 22/08/97

INRIA Sophia Antipolis, Fran
e

Dr. Venkatesh Raman 27/02/98 - 27/03/98

The Institute of Mathemati
al S
ien
es

Chennai, India

Dr. Desh Ranjan 10/07/98 - 15/08/98

New Mexi
o State University

Las Cru
es, USA

Prof. Ed Reingold 01/12/99

University of Illinois at Urbana-Champaign

USA

Dr. Bernhard S
h�olkopf 19/03/99 - 20/03/99

GMD-FIRST, Berlin, Germany

Prof. Eljas Soisalon-Soininen 01/02/99 - 30/06/99

Helsinki University of Te
hnology

Finland

Boris Steipe 21/01/98 - 22/01/98

M�un
hen, Germany

Jens Stoye 23/11/98

DKFZ Heidelberg, Germany

Dr. Mario Szegedy 21/08/98

AT&T Labs. Resear
h

Florham Park, USA

Tuomo Takkula 15/07/98 - 16/07/98

Chalmers University

Goeteborg, Sweden

Prof. Roberto Tamassia 14/07/97 - 19/07/97

Brown University

Providen
e, USA
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Prof. Mikkel Thorup 30/06/97 - 01/08/97

University of Copenhagen, Denmark

Prof. Vijay Vazirani 29/08/97 - 31/08/97

Georgia Institute of Te
hnology

Atlanta, USA

Dr. Christos Zaroliagis 22/02/99 - 26/02/99

King's College, University of London

United Kingdom
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10 Journal and Conferen
e A
tivities

10.1 Editorial Positions

Kurt Mehlhorn has been an editor of Algorithmi
a (sin
e 1985), Computational Geometry: Theory

and Appli
ations (sin
e 1990), Information and Computation (sin
e 1985), International Journal

of Computational Geometry & Appli
ations (sin
e 1990), Inernational Journal of Dis
rete and

Computational Geometry (sin
e 1988), and SIAM Journal on Computing (sin
e 1988).

Petra Mutzel was guest editor for the Journal of Graph Algorithms and Appli
ations (JGAA) for

the Spe
ial Issue on Graph Drawing '97 (joint with Professor Dr. G. Di Battista)

10.2 Conferen
e and Workshop Positions

10.2.1 Membership in program 
ommittees

Susanne Albers: 40th Annual Symposium on Foundations of Computer S
ien
e (FOCS), New

York City, USA, 1999.

16th International Symposium on Theoreti
al Aspe
ts of Computer S
ien
e (STACS), Trier,

Germany, 1999.

25th International Colloquium on Automata, Languages and Programming (ICALP),

�

Alborg,

Denmark, 1998.

3rd Workshop on Randomized Parallel Computing (WRPC), Orlando, USA, 1998.

Workshop on On-Line Algorithms, Udine, Italy, 1998.

Kurt Mehlhorn: 2nd Workshop on Algorithm Engineering (WAE), Saarbr�u
ken, Germany, 1998.

6th Annual European Symposium on Algorithms (ESA), Veni
e, Italy, 1998.

5th Annual International Computing and Combinatori
s Conferen
e (COCOON), Tokyo,

Japan, 1999.

2nd International Workshop on Approximation Algorithms for Combinatorial Optimization

Problems (APPROX), Berkeley, USA, 1999.

Petra Mutzel: 7th International Symposium on Graph Drawing (GD '99), Prag, 1999

10.2.2 Membership in organizing 
ommittees

Klaus Jansen: First Workshop on Approximation Algorithms for Combinatorial Optimization

Problems APPROX'98, University of

�

Alborg, Denmark, July 1998.

Kurt Mehlhorn: 2nd Workshop on Algorithm Engineering (WAE), Saarbr�u
ken, Germany, 1998.

Petra Mutzel: Fifth Annual Graph Drawing Contest, held in 
onjun
tion with the 1998 Graph

Drawing Symposium in Montreal, Canada, 1998.

Sixth Annual Graph Drawing Contest, held in 
onjun
tion with the 1999 Graph Drawing

Symposium in Prag, 1999.

Marina Papatrianta�lou, Philippas Tsigas: S
hool on \Distributed Computing", Max-Plan
k-

Institute f�ur Informatik, Saarbr�u
ken, September 1997. The s
hool was supported by the

ALCOM-IT proje
t.

Jop Sibeyn: 7th Workshop on Algorithms for Future Te
hnologies (ALTEC{VII), Max-Plan
k-

Institute f�ur Informatik, Saarbr�u
ken, on May 1997. More information 
an be found at

http://www.mpi-sb.mpg.de/~jopsi/alte
.html.
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Christos Zaroliagis: 2nd Workshop on Algorithm Engineering (WAE'98), Saarbr�u
ken, Germany.

More information about the workshop 
an be found at http://www.mpi-sb.mpg.de/~wae98.

11 Tea
hing A
tivities

The group 
ontributes intensively to the 
urri
ulum of the Department of Computer S
ien
e at

the Universit�at des Saarlandes. We tea
h 
ore 
ourses (like \Praxis des Programmierens", \Daten-

strukturen und Algorithmen") and spe
ialized 
ourses. The details follow.

Winter Semester 1997/98

Le
tures:

Datenstrukturen und Algorithmen (K. Mehlhorn, R. Fleis
her)

S
heduling (G. S
hmidt, S. Albers)

Computational Mole
ular Biology (H.-P. Lenhof, O. Kohlba
her, P. M�uller, K. Reinert)

Advan
ed C++ (S. S
hirra)

Seminars:

Ganzzahlige Optimierung (P. Mutzel, G. Klau, R. Weiskir
her)

Proje
t Classes:

Implementierung von dynamis
hen Graphenalgorithmen (C. Zaroliagis)

Visualisierung von Online-Algorithmen (R. Fleis
her)

Implementierung paralleler Algorithmen mit Hilfe der PAD Bibliothek (J. Tr�a�)

Summer Semester 1998

Le
tures:

Paralleles Programmieren (P. Sanders)

Advan
ed C++ (S. S
hirra)

Seminars:

Randomisierte Algorithmen (J. Sibeyn)

Proje
t Classes:

Visualisierung von Online-Algorithmen (R. Fleis
her)

Implementierung geometris
her Algorithmen (S. S
hirra)

Erl�auterung paralleler Algorithmen mittels Applets (J. Sibeyn)

Winter Semester 1998/1999

Le
tures:

Praxis des Programmierens (P. Sanders)

Komplexit�atstheorie (K. Mehlhorn, L. Porkolab, S. Funke, M. Ziegelmann)

Algorithmen und Datenstrukturen (R. Fleis
her, J. Sibeyn)

Seminars:

Bioinformatik (H.-P. Lenhof, S. Burkhardt)

Proje
t Classes:

Implementierung geometris
her Algorithmen (S. S
hirra)

Algorithmen f�ur gro�e Datenmengen (K. Mehlhorn, A. Crauser, M. Ziegelmann)

Algorithmen zum Zei
hnen von Graphen (P. Mutzel)
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Summer Semester 1999

Le
tures:

Optimierung (S. Albers, R. Fleis
her)

Parallele Algorithmen (P. Sanders, J. Sibeyn)

Proje
t Classes:

Bioinformatik (H.-P. Lenhof, S. Burkhardt)

Seminars:

Angewandte Algorithmis
he Geometrie (S. S
hirra, E. Ramos)

Our group o�ers 
ontinually an advan
e 
ourse, 
alled \Sele
ted Topi
s in Algorithms", on

various (advan
ed) topi
s in algorithms and 
omplexity. This 
ourse is a
tually a sequen
e of mini-


ourses on graduate-level; ea
h mini-
ourse is taught by a set (usually singleton) of instru
tors

whi
h are group members and/or visitors. The advan
e 
ourse is mainly intented to our PhD

students, but it is also attended by many members of the group. The 
ourse is organized by Stefan

S
hirra. Topi
s treated from April 1997 until Mar
h 1999 were:

Fun
tional Data Stru
tures (G. Brodal)

Con
entration of Measure for Computer S
ien
e Appli
ations (D. Dubhashi)

Parameterized Complexity (V. Raman)

Exa
t and Approximate Nearest Neighbor Queries in Eu
lidean Spa
e (E. Ramos)

Random Number Generators (C. R�ub)

Parallel Heuristi
 Sear
h: Algorithms, Analysis and Appli
ations (P. Sanders)

Elementary Constru
tions of Expander Graphs Using Algebrai
 Graph Theory (O. S
heja)

Finding Paths and Cy
les in Graphs (C.R. Subramanian)

Diploma Theses

During the last two years, the following 29 diploma theses have been 
ompleted under guidan
e of

members of our group.

Werner Ba
kes: Bere
hnung k�urzester Gittervektoren, 1998.

Ralf Bro
kenauer: Separierung von Kuratowski-Unglei
hungen f�ur das gr�o�te planare Untergraphen-

problem, 1997.

Thomas Feld: Analyse und Implementierung von Algorithmen zum Minimum Cost Cir
ulation

Problem, 1998.

Sergej Fialko: Das planare Augmentierungsproblem, 1997.

Christoph Gast: Das Maximum-Weight-Tra
e-Problem bei multiplem Sequenz-Alignment, 1997.

Frank Guillaume: Paralleles List Ranking, 1997.

Holger Kappel: Eine Methode zur Bere
hnung von Vorzei
hen ganzzahliger Determinanten, 1998.

Bj�orn Kettner: Eine Implementation von k-Server-Algorithmen, 1998.

Jo
hen K�onemann: Fast 
ombinatorial algorithms for pa
king and 
overing problems, 1997.

Klaus Kursawe: Exploration von geometris
hen Umgebungen mit Hindernissen, 1998.

Carsten Kwappik: Exa
t Linear Programming, 1998.

Thorsten Lauer: Design und Implementierung eines Testmanagers f�ur LiDIA, 1998.

Stefan Leinenba
h: Eine eÆziente Implementierung des Datentyps Polyeder, 1997.

Erwin Margewits
h: Parallele Bere
hnung elektrostatis
her We
hselwirkungen f�ur synthetis
he

Polymere, 1997.

Tobias Miller: Implementation and Experimental Evaluation of Dynami
 Transitive Closure Algo-

rithms, 1998.
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Thomas Mue
k: Implementation of Hammo
k De
omposition with Appli
ation to Shortest Path

Problems, 1998.

Matthias M�uller: Ein Simulator f�ur Prozessornetzwerke, 1998.

Martin Nest: Verglei
h von praxisnahen seriellen und parallelisierten Verfahren zur Bestimmung

der S
hnittpunkte von Liniensegmenten in der Ebene, 1998.

Mar
o Nissen: Graph Iterators: De
oupling Graph Stru
tures from Algorithms, 1998.

Fred Oberhauser: Arithmetik der Transduktoren, 1997.

Martin Reinst�adtler: Verlustfreie Datenkompression mit selbstorganisierenden Listen, 1998.

Hein R�ohrig: Tree De
omposition: A Feasability Study, 1998.

Bian
a S
hr�oder: Upper and Lower Bounds for Basi
 S
heduling Problems, 1998.

Tillmann Seidel: Paralleles List Ranking, 1997.

Henrik Stormer: Ein Programm zum visuellen Erlernen von Graphalgorithmen, 1998.

Ren�e Weiskir
her: 2-S
hi
ht-Planarisierung bipartiter Graphen, 1997.

Mi
hael Wissen: Automatisiertes Zei
hnen von Zustandsdiagrammen, 1998.

Kurt Ziegenbein: Bewertung vers
hiedener paarweiser Alignment-Methoden, Ersetzungsmatrizen

und Gap-Funktionen, 1997.

12 Dissertations, Habilitations, and O�ers for Asso
iate Profes-

sorships

12.1 Dissertations

Completed:

Finkler, U.: Design of EÆ
ient and Corre
t Algorithms: Theoreti
al Results and Runtime Predi
-

tion of Implementations in Pra
ti
e, August 1997.

In preparation:

Bast, H.: Provably optimal s
heduling of irregular parallel loops.

Crauser, A.: External Memory Algorithms in Theory and Pra
ti
e.

Gergov, J.: Approximation Algorithms for Dynami
 Storage Allo
ation.

Meyer, U.: Parallel algorithms for large data sets.

M�uller, P.: Parallel Mole
ular Dynami
s Simulations for Syntheti
 Polymers.

Priebe, V.: Probabilisti
 analysis of 
ombinatorial algorithms.

Reinert, K.: A polyhedral approa
h to sequen
e alignment problems.

S
hilz, T.: EÆziente Algorithmen f�ur das verteilte Re
hnen auf Workstation
lustern.

Seel, M.: Interse
tion of Polyhedra in 3-Spa
e.

Ziegler, T.: Crossing Minimization in Automati
 Graph Drawing.

12.2 Habilitations

Susanne Albers

Rudolf Fleis
her

Petra Mutzel

Jop Sibeyn

The habilitation pro
edures of Hans-Peter Lenhof and Stefan S
hirra are on-going.
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12.3 O�ers for Asso
iate Professorships

Susanne Albers:

Universit�at Paderborn, 1999.

Universit�at Trier, 1999.

Rudolf Fleis
her:

University of Waterloo, Canada, 1999.

Torben Hagerup:

Universit�at Trier, 1997.

Universit�at Frankfurt, 1997.

Klaus Jansen:

Universit�at Kiel, 1999.

Petra Mutzel:

Te
hnis
he Universit�at Wien, Austria, 1999.

Christos Zaroliagis:

University of Patras, Gree
e, 1999.

13 Organization of our Group

The group meets two to four times a week at 1.30 pm.

On Monday and Wednesday (1.30 - 2.15) we have our noon seminar. It lasts about 45 minutes

and is reserved for presentations of new results and ongoing resear
h. We also ask our guests to

give presentations in the noon seminar.

On Tuesday and Thursday (1.30 - 3.00) we run the \Sele
ted Topi
s in Algorithms" advan
e


ourse. This 
ourse is reserved for two to four week intensive treatments of subje
ts of 
urrent

interest and it is organized by Stefan S
hirra. More information 
an be found in Se
tion 11.

There are also two other meetings:

(a) The \group-meeting" that runs on a monthly basis and in whi
h all the members of the

group parti
ipate to dis
uss various topi
s regarding the group and to be informed about several

other a
tivities.

(b) The \resear
h-asso
iates' meeting" that runs on a 2 to 3 weeks basis and makes the basi


de
isions 
on
erning the s
ienti�
 strategy of the group.

For several dire
tions that are studied in the institute, there are \Spe
ial Interest Groups".

Su
h groups may have di�erent natures, but typi
ally meet every few weeks, to present some work

within the s
ope of interest and to dis
uss this in some detail.

Presently groups in the following areas are a
tive:

Approximation and Online Algorithms (
onta
t Rudolf Fleis
her)

Automati
 Graph Drawing (
onta
t Petra Mutzel)

Optimization (
onta
t Zeev Nutov)

Computational Geometry (
onta
t Edgar Ramos and Stefan S
hirra)

Software Engineering (
onta
t Peter Sanders)

Aspe
ts of External Computing (
onta
t Jop Sibeyn).
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14 Cooperations

We start with lo
al 
ooperations. There is 
ooperation within the institute and with 
olleagues in

the 
omputer s
ien
e department. The 
ooperation with Raimund Seidel has led to joint publi
a-

tions. The 
ooperation with AG2 in the area of 
ombinatorial optimization has led to a PhD thesis

for whi
h Kurt Mehlhorn was the 
o-advisor. We expe
t 
onsiderable 
ooperation with Hans-Peter

Seidel's group and also see a potential for 
ooperation with Henzinger's group.

Our Computational Mole
ular Biology group 
ooperates in several proje
ts with the Theo-

retis
he Bioinformatik Gruppe of the Deuts
hes Krebsfors
hungszentrum (DKFZ) in Heidelberg

(Dr. Martin Vingron), with the Fors
hungsstelle der Max-Plan
k-Gesells
haft f�ur die Enzymologie

der Proteinfaltung in Halle (Dr. Peter Bayer), with the Max-Plan
k-Institut f�ur Molekulare Phys-

iologie in Dortmung (Dr. Axel S
heidig), with the Institut f�ur Biopharmazie und Pharmazeutis
he

Te
hnologie der Universit�at des Saarlandes (Prof. Dr. Claus-Mi
hael Lehr), with the Institut f�ur

Neue Materialien in Saarbr�u
ken (Prof. Dr. Helmut S
hmidt), with the Institut f�ur Humangenetik

der Universit�at des Saarlandes (Prof. Dr. E
khart Meese), and with the 
ompany A
ross Barriers

GmbH in Saarbr�u
ken (Dr. Ellen Haltner).

We work together with NEC C&C Resear
h Laboratories, Sankt Augustin, on 
olle
tive 
om-

muni
ation routines for parallel pro
essing, and with Philips Resera
h Eindhoven on using parallel

disks in multimedia servers.

At an institutional level we are involved in several resear
h proje
ts with various sour
es of

funds. The proje
ts are funded by the European Union, the German government through DFG

and BMBF, and by Industry. The details are given in the rest of this se
tion.

14.1 Proje
ts funded by the European Union

14.1.1 ALCOM-IT

ALCOM-IT (ALgorithms and COMplexity in Information Te
hnology) is an ESPRIT IV Long

Term Resear
h proje
t involving 12 partners from 9 di�erent 
ountries. ALCOM-IT and CGAL

are o�-shoots of the ALCOM I and II proje
ts. ALCOM-IT di�ers form its prede
essors in that

there is a stronger fo
us and greater emphasis on the applied part of resear
h. The aim is to bridge

the gap between resear
h in the �eld of algorithms and appli
ations in information te
hnology, and

to play for European industry the role that the strong algorithm groups within IBM Resear
h and

Bell Labs play for their 
ompanies.

The proje
t was originally planned to run from January 1, 1996 to De
ember 31, 1998, but was

re
ently extended to June 30, 1999, and is 
oordinated by Prof. Giorgio Ausiello. Rudolf Fleis
her

is our lo
al 
onta
t person.

The ALCOM-IT proje
t brings together resear
hers from major European institutions. The

partners and group leaders are:

University of

�

Arhus,

�

Arhus, Denmark (Prof. E.M. S
hmidt)

Universitat Polite
ni
a Catalunya, Bar
elona, Spain (Prof. J. Diaz)

Universit�at zu K�oln, K�oln, Germany (Prof. M. J�unger)

EHESS, Paris, Fran
e (Dire
teur P. Rosenstiehl)

INRIA-Paris, Ro
quen
ourt, Fran
e (Dr. P. Flajolet)

Universit�at-GH Paderborn, Paderborn, Germany (Prof. B. Monien)

Computer Te
hnology Institute, Patras, Gree
e (Prof. P. Spirakis)

Universit�a di Roma \La Sapienza", Roma, Italy (Prof. G. Ausiello)
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Utre
ht University, Utre
ht, The Netherlands (Prof. J. van Leeuwen)

University of Warwi
k, Coventry, United Kingdom (Prof. M. Paterson)

ETH Z�uri
h, Z�uri
h, Switzerland (Prof. G. Gonnet)

Max-Plan
k-Institut f�ur Informatik, Saarbr�u
ken, Germany (Prof. K. Mehlhorn)

On January 15{17, 1998, the annual review workshop of ALCOM-IT was held at the Max-

Plan
k-Institut f�ur Informatik in Saarbr�u
ken.

14.1.2 ALTEC

The ALTEC (ALgorithms for future TECnologies) proje
t was �nan
ed by the EU, and had the

purpose of joining the expertise of a number of Western and Central/Eastern European resear
h

groups while establishing a network of resear
h and 
ooperation. It aimed at the further develop-

ment of algorithm-based te
hniques for future information pro
essing te
hnologies.

The �rst period of the proje
t (Cooperative A
tion IC 1000) had expired on Mar
h 1996. In

the fall of 1996, we entered a se
ond period. This was a so-
alled \Keep In Tou
h" proje
t. It

built further on the a
hievements of ALTEC: its main obje
tive was to support the existen
e of

the ALTEC 
o-operative network. On the te
hni
al level, the goal was to stimulate joint resear
h

and 
ooperation in the areas of parallel ar
hite
tures, parallel algorithms and their implementation,

and the underlying 
ommuni
ation networks of parallel 
omputers. More generally, it stimulated

resear
h on the e�e
tive exploitation of novel programming te
hniques and programming support

environments in the area of high performan
e 
omputing and networking (HPCN). The proje
t

ended in 1998.

Jop Sibeyn was our lo
al 
onta
t person. The ALTEC web-page is maintained by our institute,

and provides more information about the proje
t. It 
an be found at http://www.mpi-sb.mpg.

de/~jopsi/alte
.html.

14.1.3 CGAL and GALIA

The goal of the ESPRIT Long Term Resear
h proje
ts CGAL (Constru
ting a Geometri
 Algo-

rithms Library) and GALIA (Geometri
 ALgorithms for Industrial Appli
ations) is to make the

most important of solutions and methods developed in the �eld of 
omputational geometry avail-

able to users in industry and a
ademia in a software library. This software library is 
alled Cgal

(Computational Geometry Algorithms Library). The work on Cgal has been started in the CGAL-

proje
t (O
tober 1996 til June 1998) and is now 
ontinued in the GALIA proje
t (November 1995

til May 2000). The proje
ts have their roots in the ALCOM proje
ts. While Utre
ht University was

prime 
ontra
tor for the CGAL proje
t, Max-Plan
k-Institut f�ur Informatik is prime 
ontra
tor for

GALIA.

Partners and group leaders of the CGAL proje
t are:

Utre
ht University, Utre
ht, The Netherlands (Prof. M. Overmars, Dr. M. de Berg, Dr. R. Veltkamp)

ETH, Z�uri
h, Switzerland, (Prof. E. Welzl, Prof. P. Widmayer, Prof. J. Nievergelt)

Freie Universit�at Berlin, Germany (Prof. H. Alt)

INRIA Sophia-Antipolis, Sophia-Antipolis, Fran
e (Dr. J.-D. Boissonnat, Dr. A. Fabri)

RISC, Linz, Austria (Dr. S. Stifter)

Tel Aviv University, Israel (Prof. D. Halperin, Prof. M. Sharir)

Max-Plan
k-Institut f�ur Informatik, Saarbr�u
ken, Germany (Prof. K. Mehlhorn, Dr. S. S
hirra)

Partners and group leaders of the GALIA proje
t are:
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Max-Plan
k-Institut f�ur Informatik, Saarbr�u
ken, Germany (Prof. K. Mehlhorn, Dr. S. S
hirra)

ETH, Z�uri
h, Switzerland, (Prof. E. Welzl, Prof. P. Widmayer)

Freie Universit�at Berlin, Germany (Prof. H. Alt)

INRIA Sophia-Antipolis, Sophia-Antipolis, Fran
e (Dr. J.-D. Boissonnat, Dr. M. Yvine
)

Martin-Luther-Universit�at Halle, Germany (Prof. S. N�aher)

Tel Aviv University, Israel (Prof. D. Halperin)

Utre
ht University, Utre
ht, The Netherlands (Prof. M. Overmars, Dr. R. Veltkamp)

14.1.4 TADEQ

TADEQ is a resear
h and development proje
t in the EU Esprit Programme, R&D in the domain

of Software Te
hnologies 
on
erning the topi
 of Statisti
al Systems. TADEQ is a short form for

\A Tool for the Analysis and Do
umentation of Ele
troni
 Questionnaires". National Statisti
al

Institutes, resear
h institutes, and 
ommer
ial marketing resear
h organizations are making an in-


reased use of 
omputer-assisted interview (CAI) systems for 
olle
ting survey data. The growing

possibilities of 
omputer hardware and software have made it possible to develop very large, and


omplex ele
troni
 questionnaires. It has be
ome more and more diÆ
ult for developers, interview-

ers, supervisors, and managers to keep 
ontrol of the 
ontent and stru
ture of CAI instruments.

The TADEQ proje
t proposes to develop a tool to make a human-readable presentation (on

paper or ele
troni
ally in hypertext format) of the ele
troni
 questionnaire. Su
h a tool should not

only provide a useful do
umentation of the 
ontents and stru
ture, but also help to analyze the

questionnaire, and report possible sour
es of problems in its stru
ture.

Partners and group leaders of the proje
t are:

Statisti
s Netherlands (Prof. Dr. J. Bethlehem)

Max-Plan
k-Institut f�ur Informatik (Dr. P. Mutzel)

OÆ
e of National Statisti
s, United Kingdom (T. Manners)

Statisti
s Finland (V. Kuusela)

Instituto Na
ional de Estatisti
a, Portugal (J.C. Marques Nunes)

14.2 Proje
ts funded by DFG

Four proje
ts are funded by the German National S
ien
e Foundation (DFG { Deuts
he Fors
hungs-

gemeins
haft). The �rst proje
t was supported by the spe
ial resear
h area program (SFB { Son-

derfors
hungsberei
h) of DFG, while the other three are supported by a spe
ial program of DFG

(DFG-S
hwerpunktprogramm).

14.2.1 SFB 124 VLSI{Entwurfsmethoden und Parallelit�at

The SFB 124 was a spe
ial resear
h e�ort on VLSI design methods and parallelism. The part of

the proje
t in whi
h our group has been involved has been 
entered around more pra
ti
al aspe
ts

of parallel systems: design, programming (language and implementation aspe
ts) and appli
ations.

The SFB 124 was initiated in 1983, and has ended by De
ember 1997.

For the last, 3 year period of the proje
t the partners were as follows:

Universit�at Kaiserslautern (Prof. Zimmermann, Dr. S
huermann)

Universit�at des Saarlandes (Professors: Bu
hmann, Hotz, Loe
kx, Paul, Wilhelm; Dr. Ruenger)

Max-Plan
k-Institut f�ur Informatik (Prof. Mehlhorn)

157



The Algorithms and Complexity Group

14.2.2 Mole
ular Dynami
s Simulations of Syntheti
 Polymers

The proje
t was part of the DFG-S
hwerpunktprogramm \EÆ
ient Algorithms for Dis
rete Prob-

lems and their Appli
ations". The goal of the proje
t was the development and implementation

of eÆ
ient parallel algorithms for MD-simulations of syntheti
 polymers. It started in 1995 and

ended at the end of 1997.

Partners and group leaders of the proje
t were:

Max-Plan
k-Institut f�ur Polymerfors
hung, Mainz, (Dr. B. Jung)

Max-Plan
k-Institut f�ur Informatik, Saarbr�u
ken, (Dr. C. R�ub, Dr. H.-P. Lenhof)

14.2.3 Graph Drawing

We are involved in the 
luster \EÆ
ient Algorithms for Dis
rete Problems and Their Appli
ations"

with the proje
t \Design, Analysis, Implementation, and Evaluation of New Algorithms for Graph

Drawing". The aim of this proje
t is mainly to develop new te
hniques for drawing graphs. More-

over, we have designed a software library (AGD-LIB), whi
h is independent of the used graph

editor (e.g., GraphWin or Graphlet) and 
ontains modules of graph drawing algorithms. For more

information, see Se
tion 8.2.

The proje
t started in 1995, and will be running until the end of 1999. Hopefully, we 
an get a

prolongation for one more year this fall.

Partners and group leaders of the proje
t are:

Universit�at Halle (Prof. Dr. S. N�aher)

Universit�at K�oln (Prof. Dr. M. J�unger)

Universit�at Passau (Prof. Dr. F. Brandenburg)

Max-Plan
k-Institut f�ur Informatik (Dr. P. Mutzel)

14.2.4 Protein-Protein-Do
king

The proje
t is part of the DFG-S
hwerpunktprogramm \Computer s
ien
e methods for the analysis

and interpretation of large genomi
 data sets". The goal of the proje
t is the development and

implementation of algorithms for the protein-protein-do
king problem. It started in O
tober 1998

and funds one resear
h assistant position for two years.

Partners and group leaders of the proje
t are:

Max-Plan
k-Institut f�ur Molekulare Physiologie, Dortmund (Dr. A. S
heidig)

Fors
hungsstelle der Max-Plan
k-Gesells
haft f�ur die Enzymologie der Proteinfaltung, Halle (Dr.

P. Bayer)

Max-Plan
k-Institut f�ur Informatik, Saarbr�u
ken (Dr. H.-P. Lenhof)

14.3 BMBF Grant

The German Ministry of Edu
ation, S
ien
e, and Te
hnology founded the mathemati
al program

\Mathemati
al Methods for Problem Solving in Trade and Industry". Promoted are proje
ts that

are developing new mathemati
al methods for real pra
ti
al problems in dire
t 
ooperations with

partners from trade and industry. We got a BMBF grant, that is a position for an asso
iate

resear
her for the duration of three years starting in July 1997. In our proje
t we are investigating

the (map) labeling problem in 
onne
tion with the drawing problem, sin
e for the drawing of the

�nite state ma
hines for SIEMENS, the relatively big labels of the states and the state transitions
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lead to serious problems. Our industrial partner is SIEMENS AG. The proje
t leader is Petra

Mutzel.

14.4 Cooperations with Industry

We are 
ooperating with SIEMENS on a proje
t on automati
 drawing of �nite state ma
hines

that des
ribe the 
ontrol of 
omputer integrated manufa
turing pro
esses. Here, we show that our

graph drawing te
hniques based on planarization methods are indeed pra
ti
al. The SIEMENS AG

is sponsoring a PhD fellowship to us for three years. The proje
t started in 1996, and the proje
t

leader is Petra Mutzel. Our 
onta
t person at SIEMENS is Dr. U. Lauther.

For the LEDA proje
t the main industrial partner is Algorithmi
 Solutions GmbH. This part-

nership is \legalized" by a 
ontra
t between the Max-Plan
k-Gesells
haft and Algorithm Solutions

GmbH whi
h gives Algorithm Solutions GmbH the right to market LEDA and regulates the royal-

ties that have to be paid by Algorithm Solutions GmbH in return.

159



The Algorithms and Complexity Group

15 Re
ent Publi
ations

Books

[1℄ J. Keller, C. W. Ke�ler, and J. L. Tr�a�. Pra
ti
al PRAM Programming. Wiley International, 1999.

Book in preparation, s
heduled for late 1999.

[2℄ K. Mehlhorn and S. N�aher. The LEDA Platform for Combinatorial and Geometri
 Computing. Cam-

bridge University Press, 1999. The book is available at www.mpi-sb.mpg.de/\~mehlhorn.

In Journals and Book Chapters

[1℄ S. Albers and H. Koga. New on-line algorithms for the page repli
ation problem. Journal of Algorithms,

27:75{96, 1998.

[2℄ S. Albers and S. Leonardi. Online algorithms. ACM Computing Surveys, Ele
troni
 Issue, 1999.

[3℄ S. Albers and M. Mitzenma
her. Revisiting the 
ounter algorithms for list update. Information

Pro
essing Letters, 64(3):155{160, 1997.

[4℄ E. Althaus and K. Mehlhorn. Maximum network 
ow with 
oating point arithmeti
. Information

Pro
essing Letters, 66(3):109{113, 1998.

[5℄ A. Andersson, T. Hagerup, S. Nilsson, and R. Raman. Sorting in linear time? Journal of Computer

and System S
ien
es, 57(1):74{93, Aug. 1998.

[6℄ S. Arikati, S. Chaudhuri, and C. Zaroliagis. All-pairs min-
ut in sparse networks. Journal of Algorithms,

29:82{110, 1998.

[7℄ G. Barnes and J. A. Edmonds. Time-spa
e lower bounds for dire
ted st-
onne
tivity on graph automata

models. SIAM Journal on Computing, 27(4):1190{1202, August 1998.

[8℄ H. L. Bodlaender, J. S. Deogun, K. Jansen, T. Kloks, D. Krats
h, H. M�uller, and Z. Tuza. Ranking of

graphs. SIAM Journal on Computing, 11(1):168{181, February 1999.

[9℄ P. G. Bradford, G. J. Rawlins, and G. E. Shannon. EÆ
ient matrix 
hain ordering in polylog time.

SIAM Journal on Computing, 27(2):466{490, 1998.

[10℄ F. J. Brandenburg, M. J�unger, and P. Mutzel. Algorithmen zum automatis
hen Zei
hnen von Graphen.

Informatik Spektrum, 20(4):199{207, 1997.

[11℄ D. Breslauer, T. Jiang, and Z. Jiang. Rotations of periodi
 strings and short superstrings. Journal of

Algorithms, 24(1):340{353, 1997.

[12℄ G. S. Brodal, J. L. Tr�a�, and C. Zaroliagis. A parallel priority queue with 
onstant time operations.

Journal of Parallel and Distributed Computing, Spe
ial Issue on Parallel Data Stru
tures, 49(1):4{21,

1998.

[13℄ C. Burnikel, S. Funke, and M. Seel. Exa
t geometri
 predi
ates using 
as
aded 
omputation. Interna-

tional Journal of Computational Geometry and Appli
ations | spe
ial issue. To appear.

[14℄ S. Chaudhuri, N. Garg, and R. Ravi. The p-neighbor k-
enter problem. Information Pro
essing Letters,

65:131{134, 1998.

[15℄ S. Chaudhuri, K. V. Subrahmanyam, F. Wagner, and C. Zaroliagis. Computing mimi
king networks.

Algorithmi
a, Spe
ial Issue on Graph Algorithms and Appli
ations. To appear.

[16℄ J. Cheriyan and K. Mehlhorn. An analysis of the highest-level sele
tion rule in the pre
ow-push

max-
ow algorithm. Information Pro
essing Letters, 69(5):239{242, 1999.

[17℄ K. W. Chong and T. W. Lam. Approximating bi
onne
tivity in parallel. Algorithmi
a, 21:395{410,

1998.

160



The Algorithms and Complexity Group

[18℄ T. Christof, M. J�unger, J. Ke
e
ioglu, P. Mutzel, and G. Reinelt. A bran
h-and-
ut approa
h to

physi
al mapping of 
hromosomes by unique end-probes. Journal of Computational Biology, 4(4):433{

447, 1997.

[19℄ C. Cooper, A. Frieze, K. Mehlhorn, and V. Priebe. Average-
ase 
omplexity of shortest-paths problems

in the vertex-potential model. Random Stru
tures Algorithms. To appear.

[20℄ M. Cro
hemore, Z. Galil, L. Gasienie
, K. Park, and W. Rytter. Constant-time randomized parallel

string mat
hing. SIAM Journal on Computing, 26(4):950{960, 1997.

[21℄ M. Cro
hemore, L. Gasienie
, R. Hariharan, S. Muthukrishnan, and W. Rytter. A 
onstant time opti-

mal parallel algorithm for two-dimensional pattern mat
hing. SIAM Journal on Computing, 27(3):668{

681, June 1998.

[22℄ G. Das, S. Kapoor, and M. Smid. On the 
omplexity of approximating eu
lidean traveling salesman

tours and minimum spanning trees. Algorithmi
a, 19:447{460, 1997.

[23℄ M. de Berg, M. van Kreveld, and S. S
hirra. Topologi
ally 
orre
t subdivision simpli�
ation using the

bandwidth 
riterion. Cartography and Geographi
 Information Systems, 25(4):243{257, 1998.

[24℄ X. Deng and S. Mahajan. The 
ost of derandomization: Computability or 
ompetitiveness. SIAM

Journal on Computing, 26(3):786{802, 1997.

[25℄ K. Diks and T. Hagerup. More general parallel tree 
ontra
tion: Register allo
ation and broad
asting

in a tree. Theoreti
al Computer S
ien
e, 203(1):3{29, 1998.

[26℄ D. Dubhashi and D. Ranjan. Balls and bins: A study in negative dependen
e. Random Stru
tures &

Algorithms, 13(5):99{124, August 1998.

[27℄ P. Eades and P. Mutzel. Graph drawing algorithms. In M. J. Atallah, editor, Algorithms and Theory

of Computation Handbook, 
hapter 9, pages 9{26. CRC Press, New York, USA, November 1998.

[28℄ H. Edelsbrunner and E. A. Ramos. In
lusion-ex
lusion 
omplexes for pseudo-disk 
olle
tions. Dis
rete

and Computational Geometry, 17:287{306, 1997.

[29℄ P. Ferragina and R. Gross. Optimal on-line sear
h and sublinear time update in string mat
hing.

SIAM Journal on Computing, 27(3):713{736, June 1998.

[30℄ P. Ferragina and R. Grossi. The string B-tree: A new data stru
ture for string sear
h in external

memory and its appli
ations. Journal of the ACM), 1999. To appear.

[31℄ R. Fleis
her. On the Bahn
ard problem. Theoreti
al Computer S
ien
e. To appear.

[32℄ R. Fleis
her and C. Hirs
h. Appli
ations of graph drawing. In M. Kaufmann and D. Wagner, editors,

Drawing Graphs: Methods and Models. Teubner-Verlag, Leipzig, 1999. In preparation.

[33℄ F. Follert, E. S
h�omer, J. Sellen, M. Smid, and C. Thiel. Computing the largest empty an
hored


ylinder, and related problems. International Journal of Computational Geometry and Appli
ations,

7(6):563{580, 1997.

[34℄ G. N. Frederi
kson and R. Solis-Oba. Algorithms for measuring perturbability in matroid optimization.

Combinatori
a, 18(4):503{518, 1998.

[35℄ L. Gasienie
 and A. Pel
. Broad
asting with a bounded fra
tion of faulty nodes. Journal of Parallel

and Distributed Computing, 42(1):11{20, 1997.

[36℄ M. J. Golin, R. Raman, C. S
hwarz, and M. Smid. Randomized data stru
tures for the dynami



losest-pair problem. SIAM Journal on Computing, 27(4):1036{1072, August 1998.

[37℄ A. Gupta and S. Mahajan. Using ampli�
ation to 
ompute majority with small majority gates. Com-

putational Complexity, 6(1):46{63, 1997.

[38℄ P. Gupta, R. Janardan, and M. Smid. EÆ
ient algorithms for 
ounting and reporting pairwise inter-

se
tions between 
onvex polygons. Information Pro
essing Letters, 69(1):7{13, January 1999.

161



The Algorithms and Complexity Group

[39℄ P. Gupta, R. Janardan, M. Smid, and B. Dasgupta. The re
tangle en
losure and point-dominan
e

problems revisited. International Journal of Computational Geometry and Appli
ations, 7(5):437{456,

1997.

[40℄ T. Hagerup. Allo
ating independent tasks to parallel pro
essors: An experimental study. Journal of

Parallel and Distributed Computing, 47(2):185{197, 1997.

[41℄ T. Hagerup, J. Katajainen, N. Nishimura, and P. Ragde. Chara
terizing multiterminal 
ow networks

and 
omputing 
ows in networks of small treewidth. Journal of Computer and System S
ien
es,

57(3):366{375, De
. 1998.

[42℄ S. Hert and V. Lumelsky. Motion planning in R

3

for multiple tethered robots. IEEE Transa
tions on

Roboti
s and Automation. To appear.

[43℄ C. Hunda
k, H. J. Pr�omel, and A. Steger. Extremal graph problems for graphs with a 
olor-
riti
al

vertex. In B. Bellob�as and A. Thomason, editors, Combinatori
s, Geometry and Probability: a tribute

to Paul Erd�os, pages 421{433. Cambridge University Press, Cambridge, 1997.

[44℄ M. J�unger, S. Leipert, and P. Mutzel. A note on 
omputing a maximal planar subgraph using PQ-trees.

IEEE Transa
tions on Computer-Aided Design of Integrated Cir
uits and Systems, 17(7):609{612,

1998.

[45℄ M. J�unger and P. Mutzel. 2-layer straightline 
rossing minimization: Performan
e of exa
t and heuristi


algori thms. Journal of Graph Algorithms and Appli
ations (JGAA) http:// www.
s.brown.edu/

publi
ations/jgaa/ , 1(1):1{25, 1997.

[46℄ M. J�unger, P. Mutzel, T. Odenthal, and M. S
harbrodt. The thi
kness of a minor-ex
luded 
lass of

graphs. Dis
rete Mathemati
s, 182:169{176, 1998.

[47℄ M. Kaufmann, U. Meyer, and J. F. Sibeyn. Matrix transpose on meshes: Theory and pra
ti
e.

Computers and Arti�
ial Intelligen
e, 16(2):107{140, May 1997.

[48℄ M. Kaufmann, R. Raman, and J. F. Sibeyn. Routing on meshes with buses. Algorithmi
a, 18(3):417{

444, 1997.

[49℄ J. D. Ke
e
ioglu, H.-P. Lenhof, K. Mehlhorn, P. Mutzel, K. Reinert, and M. Vingron. A polyhedral

approa
h to sequen
e alignment problems. Dis
rete Applied Mathemati
s. To appear.

[50℄ C. W. Ke�ler and J. L. Tr�a�. Language and library support for pra
ti
al PRAM programming. Parallel

Computing, 1998. To appear.

[51℄ L. Kha
hiyan and L. Porkolab. Integer optimization on 
onvex semi-algebrai
 sets. Dis
rete and

Computational Geometry, 1999. To appear.

[52℄ O. Kohlba
her and H.-P. Lenhof. New developments in protein-protein do
king. Ma
romol. Theory

and Simulation, 1999. To appear.

[53℄ P. Krysta and L. Pa
holski. The STO problem is NP-
omplete. Journal of Symboli
 Computation,

27(2):207{219, February 1999.

[54℄ H.-P. Lenhof, B. Morgenstern, and K. Reinert. An exa
t solution for the segment-to-segment multiple

sequen
e alignment problem. BIOINFORMATICS. To appear.

[55℄ H.-P. Lenhof, K. Reinert, and M. Vingron. A polyhedral approa
h to RNA sequen
e stru
ture align-

ment. Journal of Computational Biology, 5(3):517{530, 1998.

[56℄ S. Leonardi. On-line network routing. In A. Fiat and G. J. Woeginger, editors, Online Algorithms:

The State of the Art, pages 242{267. LNCS 1442, Springer Verlag, 1998.

[57℄ K. Mehlhorn, M. M�uller, S. N�aher, S. S
hirra, M. Seel, C. Uhrig, and J. Ziegler. A 
omputational basis

for higher-dimensional 
omputational geometry and appli
ations. Computational Geometry: Theory

and Appli
ations, 10(4):289{304, July 1998.

162



The Algorithms and Complexity Group

[58℄ P. Mutzel. An alternative method to 
rossing minimization on hierar
hi
al graphs. SIAM Journal on

Optimization, 1999. To appear.

[59℄ P. Mutzel. Optimization in leveled graphs. In P. Pardalos and C. Floudas, editors, En
y
lopedia of

Optimization. Kluwer A
ademi
 Publishers, 1999. To appear.

[60℄ P. Mutzel, T. Odenthal, and M. S
harbrodt. The thi
kness of graphs: A survey. Graphs and Combi-

natori
s, 14:59{73, 1998.

[61℄ A. Pan
onesi, M. Papatrianta�lou, P. Tsigas, and P. Vitanyi. Randomized naming using wait-free

shared variables. Distributed Computing, 11(3):113{124, 1998.

[62℄ M. Papatrianta�lou and P. Tsigas. Self-stabilizing wait-free 
lo
k syn
hronization. Parallel Pro
essing

Letters, 7(3):321{328, 1997.

[63℄ E. A. Ramos. Interse
tion of unit-balls and diameter of a point set in R

3

. Computational Geometry

Theory and Appli
ations, 8:57{65, 1997.

[64℄ U. Rathe, P. Sanders, and P. Knight. A 
ase study in s
alability: an ADI method for the two-

dimensional time-dependent Dira
 equation. Parallel Computing, 1999. To appear.

[65℄ P. Sanders. Random permutations on distributed, external and hierar
hi
al memory. Information

Pro
essing Letters, 67(6):305{309, 1998.

[66℄ P. Sanders. Randomized priority queues for fast parallel a

ess. Journal Parallel and Distributed

Computing, 49(1):86{97, 1998.

[67℄ J. F. Sibeyn. Routing on triangles, tori and honey
ombs. International Journal on the Foundations of

Computer S
ien
e, 8(3):269{287, 1997.

[68℄ J. F. Sibeyn. List ranking on meshes. A
ta Informati
a, 35(7):543{566, 1998.

[69℄ J. F. Sibeyn, M. Grammatikakis, D. Hsu, and M. Kraetzl. Pa
ket routing in �xed-
onne
tion networks:

A survey. Journal of Parallel and Distributed Computing, 54:77{132, 1998.

[70℄ J. F. Sibeyn, F. Guillaume, and T. Seidel. Pra
ti
al parallel list ranking. Journal of Parallel and

Distributed Computing, 56(2):156{180, February 1999.

[71℄ J. F. Sibeyn, B. Juurlink, and P. S. Rao. Gossiping on meshes and tori. IEEE Transa
tions on Parallel

and Distributed Systems, 9(6):513{525, June 1998.

[72℄ J. F. Sibeyn and M. Kaufmann. Randomized multipa
ket routing and sorting on meshes. Algorithmi
a,

17:224{244, 1997.

[73℄ J. F. Sibeyn, M. Kaufmann, and B. S. Chlebus. Deterministi
 permutation routing on meshes. Journal

of Algorithms, 22(1):111{141, 1997.

[74℄ K. Sridharan, C. R. Subramanian, and N. Sudha. Some properties of tou
hing distan
es for polygons

and polyhedra. Applied Mathemati
s Letters, 11(5):1{7, August 1998.

[75℄ C. R. Subramanian, M. F�urer, and C. E. Veni Madhavan. Algorithms for 
oloring semi-random graphs.

Random Stru
tures & Algorithms, 13(2):125{158, September 1998.

In Conferen
e Pro
eedings

[1℄ P. Agarwal, L. Arge, G. S. Brodal, and J. Vitter. I/O-eÆ
ient dynami
 point lo
ation in monotone

subdivisions. In Pro
. 10th Annual ACM-SIAM Symposium on Dis
rete Algorithms, pages 11{20, 1999.

[2℄ S. Albers, S. Arora, and S. Khanna. Page repla
ement for general 
a
hing problems. In Pro
eedings

10th Annual ACM-SIAM Symposium on Dis
rete Algorithms (SODA'99), pages 31{40, 1999.

[3℄ S. Albers, M. Charikar, and M. Mitzenma
her. On delayed information and a
tion in on-line algorithms.

In Pro
eedings 39th Annual IEEE Symposium on Foundations of Computer S
ien
e (FOCS'98), pages

71{80, 1998.

163



The Algorithms and Complexity Group

[4℄ S. Albers, N. Garg, and S. Leonardi. Minimizing stall time in single and parallel disk systems. In

Pro
eedings 30th Annual ACM Symposium on Theory of Computing (STOC'98), pages 454{462, 1998.

[5℄ S. Albers, K. Kursawe, and S. S
huierer. Exploring unknown environments with obsta
les. In Pro-


eedings 10th ACM-SIAM Symposium on Dis
rete Algorithms (SODA'99), pages 842{843, Baltimore,

USA, 1999.

[6℄ S. Albers and M. Mitzenma
her. Average 
ase analyses of �rst-�t and random-�t bin pa
king. In

Pro
eedings 9th Annual ACM-SIAM Symposium on Dis
rete Algorithms (SODA'98), pages 290{299,

1998.

[7℄ S. Albers and G. S
hmidt. S
heduling with unexpe
ted ma
hine breakdowns. In Pro
eedings of

APPROX'99. LNCS, Springer Verlag, 1999. To appear.

[8℄ D. Alberts, G. Cattaneo, G. Italiano, U. Nanni, and C. Zaroliagis. A software library of dynami
 graph

algorithms. In Pro
. Workshop on Algorithms and Experiments { ALEX'98, pages 129{136, 1998.

[9℄ D. Alberts, C. Gutwenger, P. Mutzel, and S. N�aher. The design of the AGD-Algorithms Library. In

G. Italiano and S. Orlando, editors, Pro
eedings of the Workshop on Algorithm Engineering (WAE

'97), 1997. Veni
e, Italy, Sept. 11-13, http://www.dsi.unive.it/�wae97/.

[10℄ P. Alefragis, C. Goumopoulos, E. Housos, P. Sanders, T. Takkula, and D. Wedelin. Parallel 
rew

s
heduling in PAROS. In 4th Euro-Par, number 1470 in LNCS, pages 1104{1113. Springer, 1998.

[11℄ H. Bast. Dynami
 s
heduling with in
omplete information. In Pro
eedings of the 10th Annual ACM

Symposium on Parallel Algorithms and Ar
hite
tures (SPAA-98), pages 182{191, Puerto Vallarta,

Mexi
o, June 1998. Asso
iation for Computing Ma
hinery (ACM), ACM Press.

[12℄ T. Biedl, M. Kaufmann, and P. Mutzel. Drawing planar partitions II: HH-drawings. In J. Hromkovi


and O. Sykora, editors, Pro
eedings of the 24th Workshop on Graph-Theoreti
 Con
epts in Computer

S
ien
e (WG-98), volume 1517 of Le
ture Notes in Computer S
ien
e, pages 124{136, Smoleni
e, 1998.

Springer.

[13℄ H. L. Bodlaender and T. Hagerup. Tree de
ompositions of small diameter. In Pro
eedings of the 23th

International Symposium on Mathemati
al Foundations of Computer S
ien
e (MFCS'98), volume 1450

of Le
ture Notes in Computer S
ien
e, pages 702{712. Springer, Berlin, 1998.

[14℄ F. J. Brandenburg, M. J�unger, P. Mutzel, and T. Lengauer. SPP 731 : Algorithmen zum automatis-


hen Zei
hnen von Graphen im Rahmen des DFG-S
hwerpunkts \EÆziente Algorithmen f�ur diskrete

Probleme und ihre Anwendungen". In M. Jarke, K. Paseda
h, and K. Pohl, editors, Informatik '97: In-

formatik als Innovationsmotor: 27. Jahrestagung der Gesells
haft f�ur Informatik, pages 58{67, Aa
hen,

1997. Springer.

[15℄ G. S. Brodal. Prede
essor queries in dynami
 integer sets. In R. Reis
huk and M. Morvan, editors,

Pro
eedings of the 14th Annual Symposium on Theoreti
al Aspe
ts of Computer S
ien
e (STACS-97),

volume 1200 of Le
ture Notes in Computer S
ien
e, pages 21{32, L�ube
k, Germany, 1997. Springer.

[16℄ G. S. Brodal. Finger sear
h trees with 
onstant update time. In Pro
eedings of the 9th Annual ACM-

SIAM Symposium on Dis
rete Algorithms (SODA-98), pages 540{549, San Fran
isko, USA, 1998.

Asso
iation of Computing Ma
hinery/So
iety for Industrial and Applied Mathemati
s, ACM Press /

SIAM.

[17℄ G. S. Brodal and J. Katajainen. Worst-
ase eÆ
ient external-memory priority queues. In S. Arnborg

and L. Ivansson, editors, Pro
eedings of the 6th S
andinavian Workshop on Algorithm Theory (SWAT-

98), volume 1432 of Le
ture Notes in Computer S
ien
e, pages 107{118, Sto
kholm, Sweden, July

1998. Springer.

[18℄ G. S. Brodal and M. C. Pinotti. Comparator networks for binary heap 
onstru
tion. In S. Arnborg and

L. Ivansson, editors, Pro
eedings of the 6th S
andinavian Workshop on Algorithm Theory (SWAT-98),

volume 1432 of Le
ture Notes in Computer S
ien
e, pages 158{168, Sto
kholm, Sweden, July 1998.

Springer.

164



The Algorithms and Complexity Group

[19℄ H. Br�onnimann, C. Burnikel, and S. Pion. Interval analysis yields eÆ
ient dynami
 �lters for 
omputa-

tional geometry. In Pro
eedings of the 14th International Annual ACM Symposium on Computational

Geometry (SCG-98), pages 165{174, Minneapolis, Minnesota, June 1998. Asso
iation Computing Ma-


hinery (ACM), ACM Press.

[20℄ S. Burkhardt, A. Crauser, P. Ferragina, H.-P. Lenhof, E. Rivals, and M. Vingron. q-gram based

database sear
hing using a suÆx array (QUASAR). In Pro
. of the Third Annual International Con-

feren
e on Computational Mole
ular Biology (RECOMB 99), pages 77{83, 1999.

[21℄ C. Burnikel, R. Fleis
her, K. Mehlhorn, and S. S
hirra. EÆ
ient exa
t geometri
 
omputation made

easy. In Pro
eedings of 15th ACM Symposium on Computational Geometry, 1999. To appear.

[22℄ C. Burnikel, S. Funke, and M. Seel. Exa
t geometri
 predi
ates using 
as
aded 
omputation. In

Pro
eedings of the 14th International Annual ACM Symposium on Computational Geometry (SCG-

98), pages 175{183, Minneapolis, USA, 1998. Asso
iation of Computing Ma
hinery (ACM), ACM

Press.

[23℄ S. Chaudhuri, K. V. Subrahmanyam, F. Wagner, and C. Zaroliagis. Computing mimi
king networks.

In K. G. Larsen, S. Skyum, and G. Winskel, editors, Pro
eedings of the 25th International Colloquium

on Automata, Languages and Programming (ICALP-98), volume 1443 of Le
ture Notes in Computer

S
ien
e, pages 556{567, Aalborg, Denmark, 1998. Springer.

[24℄ J. Cheriyan, T. Jord�an, and Z. Nutov. Approximating k-out
onne
ted subgraph problems. In Pro-


eedings 1st Workshop on Approximation Algorithms for Combinatorial Optimization (APPROX'98),

Le
ture Notes in Computer S
ien
e, pages 77{88. LNCS 1444, Springer Verlag, 1998.

[25℄ B. S. Chlebus, A. Czumaj, and J. F. Sibeyn. Routing on the PADAM: Degrees of optimality. In

C. Lengauer, M. Griebl, and S. Gorlat
h, editors, Pro
eedings of the 3rd International Euro-Par Con-

feren
e on Parallel Pro
essing (Euro-Par-97), volume 1300 of Le
ture Notes in Computer S
ien
e,

pages 272{279, Passau, Germany, 1997. Springer.

[26℄ K. W. Chong, Y. Han, and T. Lam. On the parallel time 
omplexity of undire
ted 
onne
tivity and

minimum spanning trees. In Pro
. 10th Annual ACM-SIAM Symposium on Dis
rete Algorithms, pages

225{234, 1999.

[27℄ K. W. Chong and E. A. Ramos. Improved deterministi
 parallel padded sorting. In G. Bilardi, G. F.

Italiano, A. Pietra
aprina, and G. Pu

i, editors, Pro
eedings of the 6th Annual European Symposium

on Algorithms (ESA-98), volume 1461 of Le
ture Notes in Computer S
ien
e, pages 405{416, Veni
e,

Italy, 1998. Springer.

[28℄ A. Crauser and P. Ferragina. On 
onstru
ting suÆx arrays in external memory. In European Symposium

on Algorithms (ESA), 1999. To appear.

[29℄ A. Crauser, P. Ferragina, K. Mehlhorn, U. Meyer, and E. A. Ramos. Randomized external-memory

algorithms for some geometri
 problems. In Pro
eedings of the 14th International Annual ACM Sym-

posium on Computational Geometry (SCG-98), pages 259{268, Minneapolis, Minnesota, 1998. ACM,

ACM Press.

[30℄ A. Crauser, K. Mehlhorn, and U. Meyer. K�urzeste-Wege-Bere
hnung bei sehr gro�en Datenmengen. In

O. Spaniol, editor, Promotion tut not: Innovationsmotor "Graduiertenkolleg", volume 21 of Aa
hener

Beitr�age zur Informatik, pages 113{132, Aa
hen, Germany, September 1997. Augustinus.

[31℄ A. Crauser, K. Mehlhorn, U. Meyer, and P. Sanders. A parallelization of Dijkstra's shortest path

algorithm. In L. Brim, J. Gruska, and J. Zlatuska, editors, Pro
eedings of the 23rd International

Symposium on the Mathemati
al Foundations of Computer S
ien
e (MFCS-98), volume 1450 of Le
ture

Notes in Computer S
ien
e, pages 722{731, Brno, Cze
h Republi
, August 1998. Springer.

[32℄ A. Czumaj, P. Ferragina, L. Gasienie
, S. Muthukrishnan, and J. L. Tr�a�. The ar
hite
ture of a

software library for string pro
essing. In G. Italiano and S. Orlando, editors, Pro
eedings of the

Workshop on Algorithm Engineering (WAE-97), pages 166{176, Veni
e, Italy, 1997. Universit�a Ca'

Fos
ari di Venezia.

165



The Algorithms and Complexity Group

[33℄ G. Das, D. Gunopulos, R. Fleis
her, L. Gasienie
, and J. K�arkk�ainen. Episode mat
hing. In A. Apos-

toli
o and J. Hein, editors, Pro
eedings of the 8th Symposium on Combinatorial Pattern Mat
hing

(CPM-97), volume 1264 of Le
ture Notes in Computer S
ien
e, pages 12{27, Aarhus, Denmark, June

1997. Springer.

[34℄ T. K. Dey and P. Kumar. A simple provable algorithm for 
urve re
onstru
tion. In Pro
. 10th. SIAM

Sympos. Dis
r. Algorithms, pages 893{894, 1999.

[35℄ T. K. Dey, K. Mehlhorn, and E. A. Ramos. Curve re
onstru
tion: Conne
ting dots with good reason.

In Pro
. 15th Ann. Sympos. Comput. Geom., 1999. To appear.

[36℄ Y. Dinitz, N. Garg, and M. Goemans. On the single-sour
e unsplittable 
ow problem. In Pro
eedings

39th Annual IEEE Symposium on Foundations of Computer S
ien
e (FOCS'98), pages 290{299, 1998.

[37℄ P. Eades, J. Marks, P. Mutzel, and S. North. Graph drawing 
ontest report. In S. H. Whitesides,

editor, Pro
eedings of the 6th International Symposium on Graph Drawing (GD-98), volume 1547 of

Le
ture Notes in Computer S
ien
e, pages 423{435, Montreal, Canada, 1998. Springer.

[38℄ T. Erleba
h and K. Jansen. EÆ
ient implementation of an optimal greedy algorithm for wavelength

assignment. In Pro
eedings of Workshop on Algorithm Engineering (WAE'98), pages 13 { 24, 1998.

[39℄ T. Erleba
h and K. Jansen. Maximizing the number of 
onne
tions in opti
al tree networks. In

Pro
eedings International Symposium on Algorithms and Computation (ISAAC'98), pages 179 { 188.

LNCS 1533, Springer Verlag, 1998.

[40℄ M. Fara
h, P. Ferragina, and S. Muthukrishnan. Over
oming the memory bottlene
k in suÆx tree


onstru
tion. In IEEE Symposium on Foundations of Computer S
ien
e (FOCS), pages 174{183,

1998.

[41℄ P. Ferragina and F. Lu

io. Multi-string sear
h in BSP. In SEQS: Compression and Complexity of

Sequen
es 1997. IEEE Press, 1998.

[42℄ S. Fialko and P. Mutzel. A new approximation algorithm for the planar augmentation problem. In

Pro
eedings of the 9th Annual ACM-SIAM Symposium on Dis
rete Algorithms (SODA-98), pages 260{

269, San Fran
is
o, USA, 1998. ACM, ACM Press / SIAM.

[43℄ R. Fleis
her. FUN with implementing algorithms. In Pro
eedings of FUN with Algorithms, Elba, Italy.

Carleton S
ienti�
, 1998.

[44℄ R. Fleis
her. On the Bahn
ard problem. In W.-L. Hsu and M.-Y. Kao, editors, Pro
eedings of the 4th

International Conferen
e on Computing and Combinatori
s (COCOON-98), volume 1449 of Le
ture

Notes in Computer S
ien
e, pages 65{74, Taipei, Taiwan, R.o.C., 1998. Springer.

[45℄ R. Fleis
her and S. S. Seiden. Page repli
ation|Variations on a theme. In International Conferen
e

on Optimization (SIGOPT'99), Trier, Germany, 1999.

[46℄ G. Frederi
kson and R. Solis-Oba. Rooted spanning trees with small weight and average length. In

Pro
eedings 6th Italian Conferen
e on Theoreti
al Computer S
ien
e, pages 114{125. World S
ienti�


Publishing, 1998.

[47℄ D. Frigioni, T. Miller, U. Nanni, G. Pasqualone, G. S
h�afer, and C. Zaroliagis. An experimental study

of dynami
 algorithms for dire
ted graphs. In G. Bilardi, G. F. Italiano, A. Pietra
aprina, and G. Pu

i,

editors, Pro
eedings of the 6th Annual European Symposium on Algorithms (ESA-98), volume 1461 of

Le
ture Notes in Computer S
ien
e, pages 368{380, Veni
e, Italy, 1998. Springer.

[48℄ N. Garg and J. K�onemann. Faster and simpler algorithms for multi
ommodity 
ow and other fra
tional

pa
king problems. In Pro
eedings 39th Annual IEEE Symposium on Foundations of Computer S
ien
e

(FOCS'98), pages 300{309, 1998.

[49℄ L. Gasienie
 and P. Indyk. EÆ
ient parallel 
omputing with memory faults. In B. S. Chlebus

and L. Czaja, editors, Pro
eedings of the 11th Symposium on Fundamentals of Computation The-

ory (FCT-97), volume 1279 of Le
ture Notes in Computer S
ien
e, pages 188{197, Krak
w, Poland,

1997. Springer.

166



The Algorithms and Complexity Group

[50℄ L. Gasienie
, J. Jansson, A. Lingas, and A. Oestlin. On the 
omplexity of 
omputing evolutionary trees.

In T. Jiang and D. T. Lee, editors, Pro
eedings of the 3rd International Conferen
e on Computing and

Combinatori
s (COCOON-97), volume 1276 of Le
ture Notes in Computer S
ien
e, pages 134{145,

Shanghai, China, 1997. Springer.

[51℄ J. Gergov. Algorithms for 
ompile-time memory optimization. In Pro
eedings 10th ACM-SIAM Sym-

posium on Dis
rete Algorithms (SODA'99), pages 907{908, January 1999.

[52℄ C. Gutwenger and P. Mutzel. Planar polyline drawings with good angular resolution. In S. H. White-

sides, editor, Pro
eedings of the 6th International Symposium on Graph Drawing (GD-98), volume

1547 of Le
ture Notes in Computer S
ien
e, pages 167{182, Montreal, Canada, 1998. Springer.

[53℄ T. Hagerup. Simpler and faster di
tionaries on the AC

0

RAM. In K. G. Larsen and S. Skyum, editors,

Pro
eedings of the 25th International Colloquium on Automata, Languages and Programming (ICALP-

98), volume 1443 of Le
ture Notes in Computer S
ien
e, pages 79{90, Aalborg, Denmark, July 1998.

Springer.

[54℄ T. Hagerup. Sorting and sear
hing on the Word RAM. In M. Morvan, C. Meinel, and D. Krob, editors,

Pro
eedings of the 15th Annual Symposium on Theoreti
al Aspe
ts of Computer S
ien
e (STACS-98),

volume 1373 of Le
ture Notes in Computer S
ien
e, pages 366{398, Paris, Fran
e, 1998. Springer.

[55℄ T. Hagerup, P. Sanders, and J. L. Tr�a�. An implementation of the binary blo
king 
ow algorithm.

In K. Mehlhorn, editor, Pro
eedings of the 2nd Workshop on Algorithm Engineering (WAE-98), pages

143{154, Saarbr�u
ken, Germany, August 1998. Max-Plan
k-Institut f�ur Informatik.

[56℄ M. Henzinger and S. Leonardi. S
heduling multi
asts on unit 
apa
ity trees and meshes. In Pro
eedings

10th Annual ACM-SIAM Symposium on Dis
rete Algorithms (SODA'99), pages 438{447, 1999.

[57℄ C. Hunda
k, P. Mutzel, I. Pou
hkarev, and S. Thome. Ar
he: A graph drawing system for ar
haeology.

In G. Di Battista, editor, Pro
eedings of the 5th Symposium on Graph Drawing (GD-97), volume 1353

of Le
ture Notes in Computer S
ien
e, pages 297{302, Rome, Italy, 1997. Springer.

[58℄ K. Jansen. An approximation algorithm for bin pa
king with 
on
i
ts. In Pro
eedings Skandinavian

Workshop on Algorithm Theory (SWAT'98), pages 35 { 46. LNCS 1432, Springer Verlag, 1998.

[59℄ K. Jansen. The mutual ex
lusion s
heduling problem for permutation and 
omparability graphs. In

M. Morvan, C. Meinel, and D. Krob, editors, Pro
eedings of the 15th Annual Symposium on Theoreti
al

Aspe
ts of Computer S
ien
e (STACS-98), volume 1373 of Le
ture Notes in Computer S
ien
e, pages

287{297, Paris, Fran
e, 1998. Springer.

[60℄ K. Jansen and L. Porkolab. Improved approximation s
hemes for s
heduling unrelated parallel ma-


hines. In Pro
eedings 31st Annual ACM Symposium on Theory of Computing (STOC'99), 1999. To

appear.

[61℄ K. Jansen and L. Porkolab. Linear-time approximation s
hemes for s
heduling malleable parallel

tasks. In Pro
eedings 10th Annual ACM-SIAM Symposium on Dis
rete Algorithms (SODA'99), pages

490{498, 1999.

[62℄ K. Jansen, R. Solis-Oba, and M. Sviridenko. Makespan minimization in job shops: a polynomial

time approximation s
heme. In Pro
eedings 31st Annual ACM Symposium on Theory of Computing

(STOC'99), 1999. To appear.

[63℄ B. Jung, H.-P. Lenhof, P. M�uller, and C. R�ub. Simulating syntheti
 polymer 
hains in parallel. In

Pro
. of the 7th International Conferen
e on High Performan
e Computing (HPCN), Amsterdam,

LNCS 1593, pages 13{22. Springer, April 1999.

[64℄ M. J�unger, E. K. Lee, P. Mutzel, and T. Odenthal. A polyhedral approa
h to the multi-layer 
rossing

minimization problem. In G. Di Battista, editor, Pro
eedings of the 5th Symposium on Graph Drawing

(GD-97), volume 1353 of Le
ture Notes in Computer S
ien
e, pages 13{24, Rome, Italy, 1997. Springer.

167



The Algorithms and Complexity Group

[65℄ M. J�unger, S. Leipert, and P. Mutzel. Pitfalls of using PQ-trees in automati
 graph drawing. In

G. Di Battista, editor, Pro
eedings of the 5th Symposium on Graph Drawing (GD-97), volume 1353 of

Le
ture Notes in Computer S
ien
e, pages 193{204, Rome, Italy, 1997. Springer.

[66℄ M. J�unger, S. Leipert, and P. Mutzel. Level planarity testing in linear time. In S. H. Whitesides,

editor, Pro
eedings of the 6th International Symposium on Graph Drawing (GD-98), volume 1547 of

Le
ture Notes in Computer S
ien
e, pages 224{237, Montreal, Canada, 1998. Springer.

[67℄ L. Kha
hiyan and L. Porkolab. Computing integral points in 
onvex semi-algebrai
 sets. In Pro
eedings

of the 38th Annual IEEE Symposium on Foundations of Computer S
ien
e, pages 162{171, 1997.

[68℄ G. W. Klau and P. Mutzel. Optimal 
ompa
tion of orthogonal grid drawings. In G. P. Cornuejols,

editor, Integer Programming and Combinatorial Optimization (IPCO '99), Pro
eedings of the Seventh

Conferen
e, volume 1610 of Le
ture Notes in Computer S
ien
e. Springer-Verlag, 1999. To appear.

[69℄ P. Krysta and K. Lory�s. EÆ
ient approximation algorithms for the a
hromati
 number. In Pro
eedings

7th Annual European Symposium on Algorithms (ESA'99). LNCS, Springer Verlag, Berlin, 1999. To

appear.

[70℄ P. Krysta and R. Solis-Oba. Approximation algorithms for bounded fa
ility lo
ation. In Pro
eedings

5th Annual International Computing and Combinatori
s Conferen
e (COCOON'99). LNCS, Springer

Verlag, Berlin, 1999. To appear.

[71℄ H.-P. Lenhof, K. Reinert, and M. Vingron. A polyhedral approa
h to RNA sequen
e stru
ture align-

ment. In Pro
eedings of the Se
ond Annual International Conferen
e on Computational Mole
ular

Biology (RECOMB 98), pages 153{162, 1998.

[72℄ S. Leonardi, A. Mar
hetti-Spa

amela, A. Pres
iutti, and A. Ros�en. On-line randomized 
all-
ontrol

revisited. In Pro
eedings 9th ACM-SIAM Symposium on Dis
rete Algorithms (SODA'98), pages 323{

332, 1998.

[73℄ S. Mahajan, E. A. Ramos, and K. Subrahmanyam. Solving some dis
repan
y problems in NC. In

S. Ramesh and G. Sivakumar, editors, Pro
eedings of the 17th Conferen
e on Foundations of Soft-

ware Te
hnology and Theoreti
al Computer S
ien
e (FSTTCS-97), volume 1346 of Le
ture Notes in

Computer S
ien
e, pages 22{36, Kharagpur, India, 1997. Springer.

[74℄ L. Malmi and E. Soisalon-Soininen. Group updates for relaxed height-balan
ed trees. In Pro
eedings

of the 18th ACM SIGACT-SIGMOD-SIGART Symposium on Prin
iples of Database Systems, 1999.

To appear.

[75℄ K. Mehlhorn, M. M�uller, S. N�aher, S. S
hirra, M. Seel, C. Uhrig, and J. Ziegler. A 
omputational

basis for higher-dimensional 
omputational geometry and appli
ations. In 13th Symposium on Compu-

tational Geometry (SCG-97): Ni
e, Fran
e, June 4-6, 1997; pro
eedings, pages 254{263S., New York,

NY, 1997. ACM Press.

[76℄ K. Mehlhorn and S. N�aher. From algorithms to working programs: On the use of program 
he
king

in LEDA. In L. Brim, J. Gruska, and J. Zlatuska, editors, Pro
eedings of the 23rd International

Symposium On Mathemati
al Foundations of Computer S
ien
e (MFCS-98), volume 1450 of Le
ture

Notes in Computer S
ien
e, pages 84{93, Brno, Cze
h Republi
, August 1999. Springer.

[77℄ K. Mehlhorn, S. N�aher, and C. Uhrig. The LEDA platform for 
ombinatorial and geometri
 
omputing.

In P. Degano, R. Gorrieri, and A. Mar
hetti-Spa

amela, editors, Pro
eedings of the 24th International

Colloquium on Automata, Languages, and Programming (ICALP-97), volume 1256 of Le
ture Notes

in Computer S
ien
e, pages 7{16, Bologna, Italy, 1997. Springer.

[78℄ U. Meyer and P. Sanders. Æ-stepping: A parallel single sour
e shortest path algorithm. In G. Bilardi,

G. F. Italiano, A. Pietra
aprina, and G. Pu

i, editors, Pro
eedings of the 6th Annual European Sym-

posium on Algorithms (ESA-98), volume 1461 of Le
ture Notes in Computer S
ien
e, pages 393{404,

Veni
e, Italy, August 1998. Springer.

168



The Algorithms and Complexity Group

[79℄ U. Meyer and J. F. Sibeyn. Gossiping large pa
kets on full-port tori. In D. Prit
hard and J. Reeve,

editors, Pro
eedings of the 4th International Euro-Par Conferen
e (Euro-Par-98), volume 1470 of

Le
ture Notes in Computer S
ien
e, pages 1040{1046, Southampton, United Kingdom, September

1998. Springer.

[80℄ T. Miller and C. Zaroliagis. A �rst experimental study of a dynami
 transitive 
losure algorithm. In

G. Italiano and S. Orlando, editors, Pro
eedings of the Workshop on Algorithm Engineering (WAE-97),

pages 64{73, Veni
e, Italy, 1997. Universit�a Ca' Fos
ari di Venezia.

[81℄ P. Mutzel, C. Gutwenger, R. Bro
kenauer, S. Fialko, G. Klau, M. Kr�uger, T. Ziegler, S. N�aher,

D. Alberts, D. Ambras, G. Ko
h, M. J�unger, C. Bu
hheim, and S. Leipert. AGD: A Library of

Algorithms for Graph Drawing (poster-abstra
t). In S. Whitesides, editor, Graph Drawing (Pro
. GD

'98), volume 1547 of Le
ture Notes in Computer S
ien
e, pages 456{457. Springer-Verlag, 1998.

[82℄ P. Mutzel and R. Weiskir
her. Two-layer planarization in graph drawing. In K.-Y. Chwa and O. H.

Ibarra, editors, Pro
eedings of the 9th International Symposium on Algorithms and Computation

(ISAAC-98), volume 1533 of Le
ture Notes in Computer S
ien
e, pages 69{78, Taejon, Korea, De
em-

ber 1998. Korea Information S
ien
e So
iety; Korea Advan
ed Institute of S
ien
e and Te
hnology,

Springer.

[83℄ P. Mutzel and R. Weiskir
her. Optimizing over all 
ombinatorial embeddings of a planar graph. In G. P.

Cornuejols, editor, Integer Programming and Combinatorial Optimization (IPCO '99), Pro
eedings of

the Seventh Conferen
e, volume 1610 of Le
ture Notes in Computer S
ien
e. Springer-Verlag, 1999.

To appear.

[84℄ P. Mutzel and T. Ziegler. The 
onstrained 
rossing minimization problem - a �rst approa
h. In P. Kall

and H.-J. Lthi, editors, Operations Resear
h Pro
eedings 1998, pages 125{134, Z�uri
h, Switzerland,

1999. Springer.

[85℄ D. Neumann, E. Haltner, C.-M. Lehr, O. Kohlba
her, and H.-P. Lenhof. Investigating the sugar-le
tin

intera
tion by 
omputational 
hemistry: tunneling the epithelial barrier. In Abstra
ts of the AAPS

Annual Meeting, San Fran
is
o, USA. Ameri
an Asso
iation of Pharmazeuti
al S
ientists, Nov. 1998.

[86℄ Z. Nutov. Approximating multiroot 3-out
onne
ted subgraphs. In Pro
eedings 10th ACM-SIAM Sym-

posium on Dis
rete Algorithms (SODA'99), pages 951{952, 1999.

[87℄ E. A. Ramos. On range reporting, ray shooting and k-level 
onstru
tion. In Pro
. 15th Annu. Sympos.

Comput. Geom., 1999. To appear.

[88℄ C. R�ub. On Bat
her's merge sorts as parallel sorting algorithms. In M. Morvan, C. Meinel, and

D. Krob, editors, Pro
eedings of the 15th Annual Symposium on Theoreti
al Aspe
ts of Computer

S
ien
e (STACS-98), volume 1373 of Le
ture Notes in Computer S
ien
e, pages 410{420, Paris, Fran
e,

1998. Springer.

[89℄ P. Sanders. Tree shaped 
omputations as a model for parallel appli
ations. In A. Bode, editor,

Anwendungsbezogene Lastverteilung (ALV), pages 123{132, M�un
hen, 1998. SFB 342, TU M�un
hen.

Appeared as Te
hni
al Report TUM-I9806 SFB-Beri
ht Nr. 342/01/98 A.

[90℄ P. Sanders. A

essing multiple sequen
es through set asso
iative 
a
hes. In ICALP, LNCS, 1999. To

appear.

[91℄ P. Sanders. Fast priority queues for 
a
hed memory. In Workshop in Algorithmi
 Engineering and

Experimentation (ALENEX), Le
ture Notes in Computer S
ien
e. Springer, 1999.

[92℄ P. Sanders. Random permutations on distributed, external and hierar
hi
al memory. In PARS-

Mitteilungen, number 17 in PARS-Mitteilungen, pages 160{165, Karlsruhe, 1999. GI-ITG: Parallel-

Algorithmen, -Re
hnerstrukturen und -Systemsoftware.

[93℄ P. Sanders, R. Reussner, L. Pre
helt, and M. M�uller. SkaMPI: A detailed, a

urate MPI ben
hmark.

In V. Alexandrov and J. Dongarra, editors, Pro
eedings of the 5th European PVM/MPI Users' Group

Meeting, volume 1497 of Le
ture Notes in Computer S
ien
e, pages 52{59, Liverpool, UK, September

1998. Springer.

169



The Algorithms and Complexity Group

[94℄ P. Sanders, T. Takkula, and D. Wedelin. High performan
e integer optimization for 
rew s
heduling.

In 7th International Conferen
e on High Performan
e Computing and Networking Europe, number

1593 in LNCS, pages 3{12, 1999. To appear.

[95℄ S. S
hirra. A 
ase study on the 
ost of geometri
 
omputing. In Pro
. of ALENEX'99, 1999. To

appear.

[96℄ C. P. S
hnorr and C. R. Subramanian. Almost optimal (on the average) algorithms for boolean

matrix produ
t witnesses, 
omputing the diameter. In M. Luby, J. Rolim, and M. Serna, editors,

Pro
eedings of the 2nd International Workshop on Randomization and Approximation Te
hniques in

Computer S
ien
e (RANDOM-98), volume 1518 of Le
ture Notes in Computer S
ien
e, pages 218{231,

Bar
elona, Spain, O
tober 1998. Springer.

[97℄ S. S. Seiden. A manifesto for the 
omputational method. In Pro
eedings of FUN with Algorithms,

Elba, Italy. Carleton S
ienti�
, 1998.

[98℄ J. F. Sibeyn. Routing with �nite speeds of memory and network. In I. Pr

�

ivara and P. Ruzi
ka, editors,

Pro
eedings of the 22nd Symposium on the Mathemati
al Foundations of Computer S
ien
e (MFCS-

97), volume 1295 of Le
ture Notes in Computer S
ien
e, pages 488{497, Bratislava, Slovakia, 1997.

Springer.

[99℄ J. F. Sibeyn. Sample sort on meshes. In C. Lengauer, M. Griebl, and S. Gorlat
h, editors, Pro
eedings

of the 3rd International Euro-Par Conferen
e on Parallel Pro
essing (Euro-Par-97), volume 1300 of

Le
ture Notes in Computer S
ien
e, pages 389{398, Passau, Germany, 1997. Springer.

[100℄ J. F. Sibeyn. Solving fundamental problems on sparse-meshes. In S. Arnborg and L. Ivansson, editors,

Pro
eedings of the 6th S
andinavian Workshop on Algorithm Theory (SWAT-98), volume 1432 of

Le
ture Notes in Computer S
ien
e, pages 288{299, Sto
kholm, July 1998. Springer.

[101℄ J. F. Sibeyn. Better deterministi
 routing on meshes. In Pro
. 13th International Parallel Pro
essing

Symposium. IEEE Computer So
iety Press, 1999.

[102℄ J. F. Sibeyn. External sele
tion. In Pro
. 16th Symposium on Theoreti
al Aspe
ts of Computer S
ien
e,

volume 1563 of Le
ture Notes in Computer S
ien
e, pages 291{301. Springer, 1999.

[103℄ J. F. Sibeyn, F. Guillaume, and T. Seidel. Pra
ti
al parallel list ranking. In G. Bilardi, A. Ferreira,

R. L�uling, and J. Rolim, editors, Pro
eedings of the 4th Symposium on Solving Irregularly Stru
tured

Problems in Parallel (IRREGULAR-97), volume 1253 of Le
ture Notes in Computer S
ien
e, pages

25{36, Paderborn, Germany, 1997. Springer.

[104℄ R. Solis-Oba. 2-approximation algorithm for �nding a spanning tree with maximum number of leaves.

In G. Bilardi, G. F. Italiano, A. Pietra
aprina, and G. Pu

i, editors, Pro
eedings of the 6th Annual

European Symposium on Algorithms (ESA-98), volume 1461 of Le
ture Notes in Computer S
ien
e,

pages 441{452, Veni
e, Italy, August 1998. Springer.
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1 Personnel

Dire
tor:

Harald Ganzinger

Senior resear
h s
ientist:

Andreas Podelski

Resear
hers:

Alexander Bo
kmayr ({O
tober 1998)

Witold Charatonik

Manfred Jaeger (O
tober 1997{)

Se�an Matthews ({February 1999)

Hans de Nivelle (May 1999{)

Andreas Nonnengart ({Mar
h 1999)

Sergei Vorobyov ({Mar
h 1999)

Uwe Waldmann

Christoph Weidenba
h

Emil Weydert

Post-do
toral fellows and long-term guests:

Ri
hard Booth (January 1999{; previously at the University of Man
hester)

Georgio Delzanno (O
tober 1996{; previously at University of Genova)

Florent Ja
quemard (January 1996{September 1998; previously at the LRI, Orsay)

Ralamboniaina Ramangalahy (January 1996{April 1998; previously at the EDF, Clamart)

Viori
a Sofronie-Stokkermans (O
tober 1997{; previously at RISC, Linz)

Jean-Mar
 Talbot (O
tober 1998{; previously at LIFL, Lille)

Leon van der Torre (Mar
h 1997{November 1997; De
ember 1998{April 1999; previously at the

Erasmus University Rotterdam)

Margus Veanes (September 1997{; previously at the University of Uppsala)

Jinzhao Wu (January 1998{; previously at the Texas A&M University)

Ph.D. students:

Hubert Baumeister ({November 1998)

Fritz Eisenbrand

J�orn Hopf

Ullri
h Hustadt ({November 1997)

Thomas Kasper ({April 1999)

Patri
k Maier (July 1998{)

Christoph Meyer

Supratik Mukhopadhyay (August 1997{)

Renate S
hmidt ({De
ember 1997)

Georg Struth ({November 1997)

J�urgen Stuber

Miroslava Tzakova

Lu
a Vigan�o ({O
tober 1997)
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Se
retaries:

Brigitta Hansen (January 1999{)

Ellen Fries ({November 1998)

Christine Kiesel
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2 Visitors

1997

Fran
ois Fages 21.04.97{23.04.97 E.N.S. Paris

Leo Ba
hmair 29.05.97{10.07.97 SUNY Stony Brook

Patri
k Cousot 01.06.97{02.06.97 E.N.S. - DMI Paris

Laurent Perron 11.06.97{12.06.97 E.N.S. Paris

Pawel Rze
honek 12.06.97{31.08.97 University Wro
law

Andrzej Lukaszewski 12.06.97{10.08.97 University Wro
law

Andrei Voronkov 15.06.97{31.07.97 University Uppsala

Daniel Ku
ner 16.06.97{31.08.97 University Wro
law

Grazyna Salbierz 16.06.97{31.08.97 University Wro
law

Slawomir Ziolkowski 16.06.97{16.08.97 University Wro
law

Mandana Eibegger 17.06.97{20.06.97 TU Wien

Hans Moser 17.06.97{20.06.97 TU Wien

Tobias Nipkow 19.06.97{20.06.97 TU M�un
hen

Suman Roy 24.07.97{26.07.97 Institute of S
ien
e Bangalore

David Basin 31.08.97{01.09.97 Universit�at Freiburg

Tomasz Zaja
 01.08.97{23.08.97 University Wro
law

Lin
oln Wallen 18.08.97{29.09.97 Oxford University

Andrei Voronkov 01.09.97{15.10.97 University Uppsala

Damian Niwinski 24.09.97{20.12.97 University of Warsaw

Andrea Formisano 06.10.97{06.02.98 Universit�a dell'Aquila

Stefano Sorgi 06.10.97{06.02.98 Universit�a dell'Aquila

Tomasz Charatonik 08.10.97{14.11.97 University Wro
law

Hans de Nivelle 08.10.97{15.11.97 University of Amsterdam

Dexter Kozen 16.10.97{19.10.97 Cornell University

David M
Allister 22.10.97{23.10.97 AT&T Labs

Moshe Y. Vardi 26.10.97{28.10.97 Ri
e University

Hans J�urgen Ohlba
h 02.11.97{04.11.97 Imperial College, London

Yannis Dimopoulos 12.11.97{14.11.97 Universit�at Freiburg

Pierre Wolper 18.11.97 Universit�e de Liege

Andrei Voronkov 20.11.97{21.11.97 University Uppsala

Leo Ba
hmair 26.11.97{27.11.97 SUNY Stony Brook

Hans van Maaren 09.12.97{11.12.97 University Delft

Damian Niwinski 07.01.98{29.01.98 University of Warsaw

John Gallagher 15.01.98{16.01.98 University of Bristol

Johannes Waldmann 26.01.98{27.01.98 Universit�at Jena

Lu
a Vigan�o 29.01.98{30.01.98 Universit�at Freiburg

Leon van der Torre 03.02.98{09.02.98 IRIT Toulouse

Javier Esparza 18.02.98{19.02.98 TU M�un
hen

Manfred S
hramm 25.02.98 FH Ravensburg-Weingarten
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1998

Gerhard S
hellhorn 04.03.98{05.03.98 Universit�at Ulm

Wolfgang Reif 04.03.98{05.03.98 Universit�at Ulm

Reiner H�ahnle 06.03.98 Universit�at Karlsruhe

Lu
a Vigan�o 09.03.98{11.03.98 Universit�at Freiburg

Renate S
hmidt 09.03.98{11.03.98 Man
hester Metropolitan University

Ullri
h Hustadt 09.03.98{11.03.98 Man
hester Metropolitan University

Bernd Fis
her 09.03.98{11.03.98 TU Brauns
hweig

Hans de Nivelle 15.04.98{06.05.98 University of Amsterdam

Mi
hele Bugliesi 09.05.98{14.05.98 University Padova

Nevin Heintze 19.05.98{10.06.98 Bell Labs

Yannis Dimopoulos 31.05.98{19.06.98 University of Cyprus

Leo Ba
hmair 01.06.98{02.08.98 SUNY Stony Brook

Pablo Argon 15.06.98 E
ole Central Nantes

Paola Inverardi 15.06.98{18.06.98 University of L'Aquila

Moni
a Nesi 15.06.98{18.06.98 University of L'Aquila

Andrei Voronkov 03.07.98{31.08.98 Uppsala University

V�eronique Cortier 06.07.98{01.08.98 ENS Ca
han

Christopher Lyn
h 11.07.98{19.07.98 Clarkson University

Mateja Jamnik 13.07.98{15.07.98 University of Edinburgh

Sabine Glesner 15.07.98 Universit�at Karlsruhe

Ri
hard Booth 03.08.98{09.08.98 University of Man
hester

M.J. Gabbay 14.08.98{92.09.98 Trinity College, Cambridge

Moshe Vardi 17.08.98{22.08.98 Ri
e University

Neil Jones 17.08.98{22.08.98 University Kopenhagen

Dov Gabbay 17.08.98{28.08.98 King's College London

Ian Pratt 03.09.98{15.09.98 University of Man
hester

Damian Niwinski 09.09.98{22.09.98 University of Warsaw

E. R. Olderog 24.08.98{28.08.98 Universit�at Oldenburg

Leon van der Torre 10.09.98{12.09.99 IRIT Toulouse

Mauri
e Margenstern 23.09.98 Universit�e Metz

Yannis Dimopoulos 28.09.98{10 12.98 University of Cyprus

Madala R.K. Krishna Rao 08.10.98 CIT Brisbane

Thomas Hillenbrand 13.10.98 Universit�at Kaiserslautern

Leon van der Torre 16.10.98{17.10.99 IRIT Toulouse

Jens Knoop 03.11.98{05.11.98 Universit�at Dortmund

Mauri
e Nivat 15.11.98{18.11.98 LIAFA Paris 7

Bernhard Ste�en 18.11.98{20.11.98 Universit�at Dortmund

Tiziana Margaria 18.11.98{20.11.98 Universit�at Dortmund

Peter Revesz 23.11.98{25.11.98 University of Nebraska at Lin
oln
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1999

Javier Esparza 01.02.99{26.02.99 TU M�un
hen

Lesze
k Pa
holsky 03.02.99{12.02.99 University of Wro
law

Wolfgang Heydri
h 10.02.99 Universit�at Hamburg

Ullri
h Hustadt 05.03.99{10.03.99 Man
hester Metropolitan University

Rana Barua 08.03.99{12.03.99 Indian Statisti
al Institute

Bernard Boigelot 22.04.99{23.04.99 Universit�e de Li�ege
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3 First-Order Theorem Proving and Term Rewriting

Work in this area has 
ontinued to be both theoreti
al and experimental. On the methodologi-


al level we have given a systemati
 a

ount of the prin
ipal paramodulation-based methods (
f.

Se
tion 3.1). We have 
ontinued our work on 
ombining algebrai
 and logi
 methods and ex-

tended our methodologi
al repertoire by 
onsidering representation theorems also in this 
ontext

(
f. Se
tion 3.3).

De
idable fragments of �rst-order and modal logi
s have 
ontinued to be a major topi
 of

investigation. That part of the work that is more dire
tly related to standard methods in automated

theorem proving will be des
ribed in the Se
tion 3.2 below, additional results are explained in the

Se
tions 7 and 6.

On the experimental side, substantial e�ort has been devoted to the further development of

the spass system (
f. Se
tion 10.1). spass has 
ontinued to be one of the leading ATP systems

world-wide with regard to its performan
e. Apart from an experimental analysis of the behaviour

of di�erent systems on the modal logi
 K (
f. Se
tion 7), we have also started to use the system in

spe
i�
 appli
ations domains su
h as the analysis of se
urity proto
ols (
f. Se
tion 3.4).

3.1 Dedu
tion Systems

Investigators: Leo Ba
hmair, Harald Ganzinger, Andreas Nonnengart, Andrei Voronkov, Christoph

Weidenba
h, Jinzhao Wu

Stri
t Basi
 Superposition We have solved a long-standing open problem by showing that

stri
t superposition|that is, superposition without equality fa
toring|is refutationally 
omplete.

The 
al
ulus was introdu
ed in [17℄ but its refutational 
ompleteness has been an open problem

sin
e. The diÆ
ulty of the problem arises from the fa
t that the stri
t 
al
ulus, in 
ontrast to the

standard 
al
ulus with equality fa
toring, is not 
ompatible with arbitrary removal of tautologies,

so that the usual te
hniques for proving the (refutational) 
ompleteness of paramodulation 
al
uli

are not dire
tly appli
able. In [6℄ we have dealt with the problem by introdu
ing a suitable notion

of dire
t rewrite proof and modifying proof te
hniques based on 
andidate models and 
ounterex-

amples in that we de�ne these 
on
epts in terms of dire
t provability, not semanti
 truth. We have

also introdu
ed a 
orresponding 
on
ept of redundan
y with whi
h stri
t superposition is 
ompati-

ble and that 
overs most simpli�
ation te
hniques, though not, of 
ourse, removal of all tautologies.

Reasoning about the stri
t 
al
ulus, as it has turned out, requires te
hniques known from the more

advan
ed basi
 variant of superposition [1, 15℄. We have also shown that 
ertain superposition infer-

en
es from variables are redundant|a result that has turned out to be an indispensable ingredient

in the proofs of our results about equality elimination in [7℄.

For modularizing the 
ompleteness proof we have extra
ted the main ideas behind our proof

method into an abstra
t 
on
ept of 
andidate models, 
ounterexamples and redundan
y. This


on
ept turned out to be helpful in the uniform presentation of various paramodulation-based

theorem proving methods in our overview paper [5℄.

Equality Elimination Brand's method [3℄ is one of the early methods for equality handling in

resolution-based theorem proving. Its main idea is that, by 
attening terms into terms of depth

at most one, the requirement for 
ompatibility of fun
tion appli
ation with the equality relation is

e�e
tively eliminated. We have re�ned Brand's method for eliminating equality axioms by imposing

ordering 
onstraints on auxiliary variables introdu
ed during the transformation pro
ess and, in
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addition, by avoiding 
ertain transformations of positive equations with a variable on one side [7℄.

The re�nements are both of theoreti
al and pra
ti
al interest. For instan
e, the se
ond re�nement

is implemented in the Setheo prover [4℄ and appears to be 
riti
al for its performan
e on equational

problems. The 
orre
tness of this variant of Brand's method was an open problem that is solved by

our more general results in [7℄. The experimental results that we have obtained from a prototype

implementation of our proposed method have indi
ated that dramati
 improvements of the proof

sear
h with tableau methods are possible through the re�ned transformation. Our 
ompleteness

proof is also interesting in that we were able to establish a dire
t 
onne
tion to basi
 paramodulation


al
uli, and thereby shed new light on the 
onne
tion between di�erent approa
hes to equational

theorem proving.

Boolean Ring-Based Methods By abstra
ting from 
ertain 
ommon properties of various

inferen
e systems for �rst-order logi
, we have derived the notion of well-behaved inferen
e rules

[12, 11℄. Many known inferen
e system in
luding resolution belong to this 
ategory. In addition,

we have identi�ed two further su
h well-behaved 
al
uli that were derived from, respe
tively, the

NC-resolution and the pseudo-remainder 
omputation in the Wu-Ritt method. Both of them use

single and parallel overlaps between polynomial representations of �rst-order formulas. We have

shown that well-behaved inferen
e rules are 
omplete, and, in addition, 
ompatible with linear and

set-of-support restri
tions.

In addition to the fa
t that algebrai
 te
hniques may be 
onveniently applied, another advantage

of our 
lass of inferen
e systems is that it depends only weakly upon the underlying logi
. Therefore,

it is less diÆ
ult to extend it to 
ertain non-
lassi
al logi
s. In this regard, we have fo
used on

annotated and many-valued logi
s. Spe
i�
ally, we have presented a well-behaved proof system for

annotated logi
s in [8℄. In [14℄ we have des
ribed an algorithm to de
ide the dedu
tion problem

in many-valued logi
s based on the Wu-Ritt method. In [13℄ we have dis
ussed the extensions of

various 
losed world assumptions to many-valued logi
s. The methods are e�e
tive for any �nitely

many-valued logi
 in a uniform way.

Generating Small Clause Normal Forms It is well-known that the quality of the 
lausal

normal form translation has a great impa
t on proof sear
h. Attempting to generate small sets of


lauses is a heuristi
s whi
h often has a positive e�e
t in this regard. We have investigated formula

renaming, improved Skolemization te
hniques and simpli�
ation rules and have experimentally

evaluated the impa
t of these te
hniques [9℄. Running all TPTP [16℄ examples, it turned out that {

ex
ept for a few problems { our te
hniques signi�
antly improve the performan
e of an automated

reasoning system.

Formula renaming is the repla
ement of subformulae by new predi
ate symbols. This te
hnique

is well-known and preserves more of the stru
ture of the original formula. Aiming at small CNFs we

followed the approa
h of Boy de la Tour [2℄, where a subformula is only repla
ed if this eventually

leads to a smaller 
lause set. In the original formulation this test required the 
omputation of

exponentially growing fun
tions making it intra
table for some problem domains. We improved

this test to a 
ombination of some boolean 
onditions that 
an be 
he
ked in linear time (with

respe
t to the size of the input formula) and do not require any numeri
 
omputation at all [10℄.

Skolemization is the standard te
hnique to eliminate existentially quanti�ed variables by repla
-

ing these with suitable appli
ations of Skolem fun
tions. This, ultimately, leads to formulae in whi
h

all quanti�
ations are universal. In the literature we �nd essentially two kinds of Skolemization

te
hniques whi
h di�er mainly in the 
hoi
e of the argument variables for the Skolem fun
tions. In

[10℄ we have proposed two alternative Skolemization te
hniques whi
h we 
all \Optimized Skolem-
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ization" and \Strong Skolemization", respe
tively. The e�e
t of these two new te
hniques 
ompared

to the standard ones 
an best be observed after the whole 
lause normal form generation has been


ompleted. Optimized Skolemization produ
es 
lauses with fewer literals based on the derivation of

non-emptiness and totality properties of relations. Strong Skolemization exploits 
ertain semanti


independen
ies between variables so that some arguments to Skolem fun
tions 
an be repla
ed by

fresh variables. Both of the two new approa
hes have shown to have a 
onsiderable impa
t on

resolution-based theorem provers.

For problems 
ontaining equality we have investigated a set of simpli�
ation rules that eliminate

o

urren
es of equations [10℄. For example, the rule

8x [x � t �  ℄ !  fx 7! tg


an be used to remove the equation x � t if x does not o

ur in t. For some 
lasses of problems

like en
odings of planning problems or data type spe
i�
ations, 
ardinality properties of minimal

models are known or 
an be easily derived. This 
an be exploited by further simpli�
ation rules.

For example, if we know that any minimal model of some formula has at least two domain elements,

the rule

8x [x 6� t ^ �℄ ! ?

falsi�es an entire (sub)formula provided x does not o

ur in t.
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3.2 De
ision Pro
edures

Investigators: Harald Ganzinger, Ullri
h Hustadt, Florent Ja
quemard, Hans de Nivelle, Christoph

Meyer, Renate A. S
hmidt, Margus Veanes, Christoph Weidenba
h

The value of theoreti
al 
ompleteness results about general dedu
tion 
al
uli for �rst-order logi



an partly be measured by the 
apabilities they provide for obtaining in a uniform way de
ision

pro
edures for de
idable fragments. We have 
ontinued to explore the 
apabilities of standard


al
uli for �rst-order logi
 (superposition, ordered 
haining, semanti
 tableau) into this dire
tion.

Our main new results, whi
h are des
ribed in more detail below, may be summarized as follows:

(i) We have shown that the [loosely℄ guarded fragment with equality 
an be de
ided by a sur-

prisingly simple instan
e of superposition, and that the de
ision pro
edure is theoreti
ally optimal.

(ii) We have analyzed de
idability and 
omplexity issues related to extensions of shallow equa-

tional theories.

(iii) For the �rst time we have given a saturation-based de
ision pro
edure for 
ertain (modal)

logi
s with transitive (possibly non-symmetri
) relations as an instan
e of ordered 
haining.

(iv) We have shown by exploiting the de
idability of (non-simultaneous) rigid E-uni�
ation that

the 8

�

98

�

fragment of intuitionisti
 logi
 with equality is de
idable by tableau methods.

The advantage of inferen
e-based de
ision pro
edures over semanti
 pro
edures based on 
ollaps-

ing models is that the former use synta
ti
, uni�
ation-based inferen
es to enumerate 
andidate

witnesses of in
onsisten
y. There is experimental eviden
e [16℄ that su
h inferen
e-based pro
e-

dures perform well in pra
ti
e, in parti
ular they often will not exhibit the usually exponential or

double-exponential worst-
ase 
omplexity of the respe
tive fragments. Also, when having a 
exible

saturation theorem prover su
h as spass (
f. se
tion 10.1) at hand it suÆ
es to appropriately adjust

its parameters in order to eÆ
iently implement the pro
edure.

The Guarded Fragment The guarded fragment was introdu
ed in [1℄ as 'the modal fragment

of 
lassi
al logi
'. It is a fun
tion-free fragment in whi
h quanti�
ation is relativized in the form

8y[R(x; y) � A(x; y)℄ and 9y[R(x; y) ^A(x; y)℄:
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The atoms R(x; y) whi
h, in the general 
ase, have to 
ontain all the free variables of the body

of the quanti�
ation, are 
alled guards. These forms naturally arise when modal formulae are

translated into 
lassi
al logi
 using the standard translation based on the Kripke frames. The

guarded fragment retains many of the ni
e properties of modal logi
s, in
luding the tree model

property and de
idability. Any de
ision pro
edure for this fragment, hen
e, is a de
ision pro
edure

for those modal logi
s that 
an be embedded into it, in parti
ular K;D;S3, and B. In [7℄ it was

shown that equality 
an be admitted in the guarded fragment without a�e
ting de
idability. In the

fragment with equality additional logi
s su
h as di�eren
e logi
 
an be expressed (where ♦A means

A holds in a world di�erent from the present).

In [5℄ a resolution de
ision pro
edure was given for the guarded fragment without equality. In

this pro
edure, a non-liftable ordering is employed, and, hen
e, some additional and non-trivial

argument was required for proving refutational 
ompleteness. In [11℄ we have now presented a

de
ision pro
edure for the guarded fragment with equality whi
h is based on resolution and super-

position. Despite the fa
t that it applies to a larger fragment, our new pro
edure is simpler than

the one in [5℄ in that we employ a liftable ordering (plus sele
tion) so that we are able to re-use

standard results about refutational 
ompleteness. Our method is also interesting as there are not so

many saturation-based de
ision pro
edures for fragments with equality des
ribed in the literature.

Furthermore, the worst-
ase time 
omplexity of the de
ision pro
edure is double exponential whi
h

is optimal, given that the logi
 is 2EXPTIME-
omplete [7℄. We were able to extend the method

to the loosely guarded fragment with equality, where it be
omes te
hni
ally mu
h more involved.

In the loosely guarded 
ase, a 
onjun
tion of atoms may serve as a guard, provided 
ertain 
o-

o

urren
e requirements for free variables are satis�ed. For the extension, hyper-inferen
es whi
h

simultaneously resolve a 
onjun
tion of guard atoms were needed. Some non-trivial results were

required about the existen
e of suitable partial inferen
es to avoid the generation of 
lauses whi
h

are too deep, together with meta-theorems about the refutational 
ompleteness of these partial

inferen
es.

Extensions of Shallow Equational Theories Semanti
 methods for proof sear
h are based

on the truth value of 
lauses with respe
t to 
ertain interpretations, 
alled model hypotheses. In

[14℄ we have proposed a method 
alled soft typing whi
h 
ombines this idea into resolution and

superposition theorem proving. The model hypotheses there are exa
tly the ones on whi
h the

theoreti
al 
ompleteness proofs of these 
al
uli are based upon. In its full generality the approa
h

is merely a theoreti
al 
on
ept. The interpretations might not be e�e
tively representable or the

truth value of a universally quanti�ed 
lause might not be de
idable. Therefore, in general one

employs suitable approximations. Sorted equational theories appear to be useful 
andidates in this

regard. This motivates our interest in de
idability questions related to sorted equational theories.

A detailed exposition of the soft typing te
hniques as well as a 
omprehensive dis
ussion of sorted

equational theories is 
urrently in preparation [8℄.

Our main result [19℄ in this area is the de
idability of uni�
ation with respe
t to so-
alled

semi-linear sorted equational theories. Basi
ally, a semi-linear theory is given by identities in whi
h

non-linear variables only appear in the same subterms. For example, the equation f(f(x; x); y) �

g(f(x; x)) is semi-linear whereas f(g(x); h(x)) � h(g(x)) is not. The result was obtained by �rst

transforming a semi-linear theory into an essentially equivalent so-
alled shallow sorted equational

theory in whi
h all equations are shallow. An equation is shallow if any proper subterm in the

equation is a variable, e.g. the equation f(x; x) � g(x) is shallow. The transformation was originally

suggested by Uribe [25℄ in the 
ontext of set 
onstraints and exploited by Weidenba
h [22℄ for sort

theories. We have also proved that shallow sorted equational theories 
an be �nitely saturated by a
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ertain re�nement of superposition with sele
tion. Uni�ability with respe
t to a saturated shallow

sorted equational theory is then shown to be de
idable.

Shallow sorted equational theories naturally generalize tree automata with equality 
onstraints

[2℄ as well as shallow sort theories [22℄. The saturation of shallow sorted equational theories under

superposition is related to te
hniques based on the 
ompletion of (standard) tree automata as

proposed by Comon [3℄. However, we have demonstrated that tree automata te
hniques, even with

extended 
on
epts su
h as tree automata with equality 
onstraints [2℄, are not suÆ
ient for our

purpose.

Semi-linear sorted equational theories stri
tly in
lude the shallow theories as suggested in [4℄.

They are related to Nieuwenhuis' standard theories [23℄, but do not stri
tly generalize these. In

[19℄ we also dis
uss a generalization of semi-linear sorted equational theories whi
h stri
tly embeds

the standard theories. There pseudo-linear extensions, however, have turned out to be unde
idable.

Transitive Propositional Modal Logi
s Transitive propositional modal logi
s are 
hara
ter-

ized by the iterated modality in the s
hema 4 = �p � ��p. In 
ontrast to systems like K, KD or

KT, the number of modal operators does not diminish during dedu
tion in Hilbert 
al
uli due to

the s
hema 4. In order to avoid unlimited derivations, some form of 
y
le dete
tion me
hanism is

therefore essential when using tableaux-like 
al
uli or modal resolution 
al
uli. In the semanti
s-

based translation approa
hes, modal formulae are embedded into �rst-order logi
 and 
onventional

�rst-order theorem proving is applied hen
eafter. Here the diÆ
ulty is 
aused by transitivity 
lause

8x; y; z (R(x; y) ^ R(y; z) � R (x; z)) whi
h leads, in general, to unlimited growth of the size of

formulae. It is possible to use pre-
omputed term depth bounds, whereby termination 
an be

guaranteed [21, 20℄. However, in pra
ti
e this approa
h performs poorly [18℄. For non-transitive

modal logi
s, good performan
e results have been obtained with the resolution theorem prover

spass [16, 17, 18, 20℄ (
f. se
tion 10.1). A general term rewriting-based 
al
ulus designed for binary

relations satisfying the 
omposition laws of the form R ÆR

0

� R

00

(in
luding equality) was given by

Ba
hmair and Ganzinger [9℄, and 
ombines ideas from term rewriting and resolution in a 
al
ulus of

ordered 
haining. A spe
i�
 problem with non-symmetri
 transitive relations is that 
haining into

variables 
annot be avoided in general. Fortunately, in ordered 
haining these problems only arise

with unshielded variables. Yet, there was no natural fragment known for whi
h ordered 
haining

yields a de
ision pro
edure.

In [12℄ we have now shown how ordered 
haining may be used to obtain a saturation de
ision

pro
edures for the relational translation of a range of transitive propositional modal logi
s, in

parti
ular, of the logi
s K4, KD4, and S4. The method may be applied also to multi-modal logi
s

with modal operators satisfying (a subset of) D, T, and 4 as well as 
ombinations thereof. The

important ingredients of our method are stru
tural CNF transformation and ordered 
haining with

sele
tion. Stru
tural transformation allows us to embed the logi
s and formulae under 
onsideration

into a well-behaved 
lass of 
lauses. Me
hanisms like 
y
le dete
tion or enumerating all 
lauses up

to a pre-
omputed size bound are not required. Our solution requires no spe
ialized te
hniques,

only standard theorem proving te
hniques are used. The whole e�ort has been to �nd a suitable

ordering and sele
tion fun
tion so as to ensure termination for extensions of K4.

En
ouraged by this result we have tried to extend the method to the monadi
 guarded fragment

with equality and transitive relations. In this variant of the guarded fragment (GF), binary relations

may be spe
i�ed as transitive, but non-monadi
 predi
ates, and in parti
ular the transitive relations,

are only allowed to o

ur in guards. In the monadi
 GF one may have 
lauses of the form 8x (C _

R(x; f(x))) as well as 8x (C_R(f(x); x)) whereas in the modal fragment formulas of the latter kind

do not o

ur. Although the monadi
 GF with transitive relations was found to be de
idable by
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other methods [13℄, 
f. Se
tion 6, we were not able to deal with the resulting te
hni
al 
ompli
ations

in the 
haining framework.

Intuitionisti
 Predi
ate Logi
 with Equality Herbrand's theorem plays a fundamental role

in automated theorem proving methods based on tableaux. The 
ru
ial step in pro
edures based

on su
h methods 
an be des
ribed as the 
orroboration problem or the Herbrand skeleton problem,

where, given a positive integer m, 
alled multipli
ity, and a quanti�er free formula, one seeks a

valid disjun
tion of m instantiations of that formula. In the presen
e of equality, whi
h is the 
ase

here, 
orroboration with multipli
ity 1 is 
losely related to a problem 
alled simultaneous rigid

E-uni�
ation (SREU) that was initially proposed to handle equality in tableaux or matrix methods

[6℄.

In [15℄ the 
orroboration problem and SREU are studied in detail, and new elementary unde-


idability proofs are presented for new restri
ted 
ases of those problems. The main 
ontributions

are two theorems. The �rst, the Partisan Corroboration Theorem, relates 
orroboration problems

with di�erent multipli
ities. The se
ond, the Shifted Pairing Theorem, is a �nite tree automata

formalization of a te
hnique that was introdu
ed in [24℄ for proving unde
idability results through

dire
t en
odings of Turing ma
hine 
omputations. These theorems are used in [15℄ to explain

and sharpen several re
ent results related to the 
orroboration problem, the simultaneous rigid

E-uni�
ation problem and the prenex fragment of intuitionisti
 logi
 with equality.

In [10℄ SREU is shown to be de
idable, and in fa
t EXPTIME-
omplete, if only a single variable

is allowed. This result is used to prove that the 8

�

98

�

fragment of intuitionisti
 logi
 with equality

is de
idable. This is in 
ontrast with the unde
idability of SREU with two variables, and the unde-


idability of the 99-fragment [26℄. Altogether one now has a 
omplete 
lassi�
ation of de
idability

for prenex fragments of intuitionisti
 logi
 with equality, in terms of the quanti�er pre�x.
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3.3 Combination of Algebrai
 and Logi
 Methods

Investigators: Viori
a Sofronie-Stokkermans, Georg Struth, J�urgen Stuber, Uwe Waldmann

We have 
ontinued to work on 
ombining algebrai
 and logi
 methods in automated theorem proving

for varieties of groups, rings, �elds, and latti
es. In the previous period, most of our approa
hes

were 
entered around spe
ializations of superposition and 
haining. Equational reasoning in the

presen
e of the asso
iativity and 
ommutativity axioms is known to be diÆ
ult { theoreti
ally as

well as in pra
ti
e. Using AC-uni�
ation and extended 
lauses the worst ineÆ
ien
ies of a na��ve

approa
h 
an be avoided, but still the need for extended 
lauses leads to numerous variable overlaps,

one of the most proli�
 types of inferen
es in resolution or superposition style 
al
uli. The hope

was that more spe
ialized 
al
uli would avoid many, if not all, of these impli
it variable overlaps.

Inequality reasoning as it is required for reasoning about orderings, in parti
ular latti
es, su�ers

from related problems. There, even overlaps below variables have to be 
onsidered.

Within the period reported here, our methodologi
al repertoire with regard to dealing with

latti
es was extended by model-theoreti
 
on
epts based on representation theorems. The main idea

behind representation theorems is to de
ompose a given algebrai
 stru
ture into simpler stru
tures.

Usually, this makes it possible to better understand the properties of these stru
ture.

The Priestley representation theorem, for instan
e, states that every bounded distributive latti
e

A is isomorphi
 to the latti
e of all 
ontinuous, order-preserving maps from its Priestley dual D(A)

(a partially-ordered topologi
al spa
e) into the partially-ordered set with two elements. Thus, every

bounded distributive latti
e A 
an be represented as a sublatti
e of a dire
t produ
t of 2-element

latti
es, where the index set is partially-ordered. The main goal of our resear
h in this area was

to study and extend the Priestley representation theorem for bounded distributive latti
es, and to

investigate its appli
ations, in parti
ular by developing automated theorem proving pro
edures for


ertain 
lasses of non-
lassi
al logi
s, or, more generally, for varieties of distributive latti
es with

operators.

Rewrite-Based Te
hniques for Abelian Groups, Rings, and Latti
es The problems 
aused

by the AC axioms 
an be mitigated by integrating more algebrai
 stru
ture: In the presen
e of

the axioms of Abelian groups or at least 
an
ellative Abelian monoids, ordering restri
tions render

most variable overlaps unne
essary, and it remains to 
onsider inferen
es with unshielded variables,

that is, variables not o

urring anywhere below a free fun
tion symbol (Waldmann [27℄).

Divisible torsion-free abelian groups (e. g., the rational or real numbers) allow quanti�er elim-

ination: For every quanti�ed formula over 0, +, and � there exists a quanti�er-free formula that

is equivalent modulo the theory axioms. In parti
ular, every 
losed formula over this vo
abulary is

provably true or false: the theory of divisible torsion-free abelian groups is 
omplete and de
idable.

Superposition 
al
uli, however, work on formulae that do not 
ontain any existential quanti�ers,

but that may 
ontain free fun
tion symbols { possibly introdu
ed by Skolemization, possibly given

initially. In the presen
e of free fun
tion symbols, and possibly other sorts, there is of 
ourse no

way to eliminate all variables from a formula { not even all universally quanti�ed ones { but we


an at least give an e�e
tive method to eliminate all unshielded variables.

This elimination algorithm has been integrated into the 
an
ellative superposition 
al
ulus in

(Waldmann [24, 25, 27℄). The resulting 
al
ulus is a de
ision pro
edure if there is only one sort
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and all free fun
tions are the result of Skolemization (Waldmann [28℄). In the presen
e of arbitrary

free fun
tion symbols and additional sorts it is still refutationally 
omplete [27℄. The integration

of the elimination algorithm allows us to dispense with variable overlaps altogether. Using eager

abstra
tion, it is also possible to avoid the 
omputation of ACU uni�ers and ACU orderings. The

latter result is a 
onsequen
e of the fa
t that every redu
tion ordering over terms not 
ontaining

+ that is total on ground terms and for whi
h 0 is minimal 
an be extended to an ordering that is

ACU-
ompatible and has the multiset property (Waldmann [26℄).

In the 
ontext of 
ommutative rings and algebras te
hni
al problems arise due to AC-extensions

for multipli
ation. In the partial interpretations used in our 
ompleteness proof, transitivity, or

equivalently the Chur
h-Rosser property, holds only for terms below a 
ertain bound with respe
t

to the given term ordering. It is therefore ne
essary to 
onstru
t equational proofs that stay below

this bound. By 
ombining the equivalen
e of normalized and unrestri
ted rewriting for systems

that are Chur
h-Rosser with the notions of strong symmetrization and semi-
ompatibility we found

a te
hnique that is powerful enough to 
arry out our proofs [20℄. This is for instan
e used in a

detailed exposition of the 
ase of 
ommutative rings [22℄.

We have also 
onsidered the 
ase of modules over integers [21℄. In the 
ases of modules and

of algebras we need spe
ial orderings that 
annot be obtained by 
ombining orderings previously

found in the literature. To simplify the 
onstru
tion of suitable orderings we have developed the

notion of a theory path ordering [23℄ that is a generalization of the asso
iative path ordering. To

de�ne an ordering it suÆ
es to give an ordering over interpreted fun
tion symbols and 
onstants,

whi
h is then extended to the whole signature by a pre
eden
e on free fun
tion symbols, whi
h are

assumed to have lexi
ographi
 status.

In [19℄ the 
ombinatorial theory of non-symmetri
 rewriting (modulo 
ongruen
es) is applied to

obtaining new rewriting-based proof 
al
uli for semilatti
es and distributive latti
es. In parti
ular,

ordered resolution 
an be re
onstru
ted as ordered 
haining (modulo AC) for distributive and

Boolean latti
es.

Representation Theorems for Distributive Latti
es with Operators The resear
h in this

dire
tion has as its goal the better understanding of the link between the algebrai
 and the Kripke-

style models for 
ertain 
lasses of non-
lassi
al logi
s. In [17℄ we made a �rst step in this dire
tion,

by developing a Priestley duality theorem for a 
lass of algebras 
alled SHn-algebras (Symmetri


Heyting algebras of order n) introdu
ed and studied by Luisa Iturrioz [6, 7℄, who used them in

the investigation of SHn-logi
s, an extension of  Lukasiewi
z logi
s [6℄ (a brief presentation of the

properties of SHn-algebras and SHn-logi
s 
an be also found e.g. in [9℄). We have shown that

this Priestley-style duality helps in proving in a dire
t way the soundness and 
ompleteness of

SHn-logi
s with respe
t to a 
lass of Kripke-style models similar to those introdu
ed by Iturrioz

and Or lowska in [8℄, by using only soundness and 
ompleteness of SHn-logi
s with respe
t to the

variety of SHn-algebras. Subsequently we have extended these results to more general 
lasses

of algebras. In [14℄ we have given a Priestley-type duality for distributive latti
es endowed with

a general 
lass of well-behaved operators, in
luding various types of anti(hemi)morphisms. This

extends the Priestley duality theorem for bounded distributive latti
es [29, 30℄ as well as the

Priestley-style duality theorem for distributive latti
es endowed with hemimorphisms established

by Goldblatt in [3℄. We also have shown that �nitely-generated varieties of distributive latti
es

with operators are 
losed under 
anoni
al embedding algebras. The results have been used in

[15℄ to 
onstru
t topologi
al and non-topologi
al Kripke-style models for logi
s that are sound and


omplete with respe
t to varieties of distributive latti
es with operators in the above-mentioned


lasses.
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Theorem Proving in Varieties of Distributive Latti
es with Operators In [16℄ we have

proposed a method for automated theorem proving in the universal theory of 
ertain varieties of

distributive latti
es with well-behaved operators. We have exploited our extension of Priestley's

representation theorem for distributive latti
es in [14℄ to establish a link between satis�ability of

universal senten
es with respe
t to varieties of distributive latti
es with operators, and satis�ability

with respe
t to 
ertain 
lasses of relational stru
tures. This has resulted in a new embedding for

universal senten
es over su
h varieties into 
lauses over 
ertain quasi-orderings. As a result, some

of the more 
riti
al aspe
ts of the latti
e stru
ture are lifted to related stru
tures on the level of

�rst-order 
lause logi
 where they 
an be dealt with by standard methods. In parti
ular, saturation-

based te
hniques for theories of re
exive and transitive relations, su
h as ordered 
haining with

sele
tion [10℄, 
an then be applied su

essfully. De
idability and 
omplexity results follow in

many 
ases as 
onsequen
es of existing de
ision pro
edures based on ordered resolution or ordered


haining. The embedding is stru
ture-preserving be
ause one 
an establish dire
t 
orresponden
es

between the stru
ture of the sets of 
lauses that are generated with our method, and 
ertain

algebrai
 properties of the original varieties.

The embedding into 
lassi
al logi
 
an, in parti
ular, be used for automated theorem proving

in many 
lasses of non-
lassi
al propositional logi
s. In [18℄ we have analyzed a 
ertain 
lass of

logi
s whi
h 
an be proved sound and 
omplete with respe
t to 
lasses of distributive latti
es with

operators. We have shown that, given su
h a logi
 L, very often properties of their Priestley duals


an be exploited to de�ne a 
lass of Kripke-style models with respe
t to whi
h L is sound and


omplete. If this 
lass of Kripke-style models is elementary, it may then form the basis for applying

standard �rst-order methods su
h as resolution. Preliminary results (where, however, the emphasis

was on �nitely-valued logi
s) were also presented in [12℄.

In �nitely-valued logi
s the situation is even simpler. If L is a �nitely-valued logi
 having as

algebra of truth values a �nite distributive latti
e with operators A, then the Priestley dual D(A)

of A 
an be seen as a �nite Kripke-style frame with respe
t to whi
h L is sound and 
omplete.

Sin
e A is �nite, D(A) is in bije
tive 
orresponden
e with the set of join-irredu
ible elements of A,

hen
e has fewer elements than A itself. Exploiting this fa
t in the CNF transformation, in many


ases fewer 
lauses are generated than with very general pro
edures, su
h as those des
ribed in

[1℄ or with pro
edures whi
h are based on sets-as-signs (
f., e.g., [4, 2℄). Moreover, our results

show that only prin
ipal �lters generated by join-irredu
ible elements of A and their 
omplements

are needed as signs for that latter approa
h. Even a version of �rst-order �nitely-valued logi
s

with quanti�ers 8;9 (interpreted as generalized meets resp. joins in A), de�ned by following the

ideas in [1℄, is tra
table this way. These ideas have been illustrated by means of an example in

[13℄, and presented in their full generality in [32℄, where we have extend our earlier results in [31℄


onsiderably. In
uen
ed by ongoing resear
h in many-valued logi
s, in these papers we regarded

the resulting sets of 
lauses as \signed 
lauses". In [11℄ we have shown that the translation to


lause form is a
tually a translation to 
lassi
al logi
, and that soundness and 
ompleteness of

various re�nements of the (signed) resolution pro
edure, as well as de
idability and 
omplexity

results for 
ertain 
lasses of signed 
lauses, follow as a 
onsequen
e of results from �rst-order logi
.

This explains and extends earlier results on theorem proving in �nitely-valued logi
s, and espe
ially

regular logi
s [5℄.

Thus, the method in [16℄ subsumes the standard methods for embedding modal logi
s in 
lassi
al

logi
, as well as our extension to more general non-
lassi
al logi
s des
ribed in [18℄, and also some of

our methods for automated theorem proving in �nitely-valued logi
s based on distributive latti
es

with operators [13, 32℄.
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3.4 Analyzing Se
urity Proto
ols in First-Order Logi


Investigator: Christoph Weidenba
h

The growing importan
e of the internet 
auses a growing need for se
urity proto
ols that pro-

te
t transa
tions and 
ommuni
ation. It turns out that the design of su
h proto
ols is highly

error-prone. Therefore, a variety of di�erent methods have been des
ribed that analyze se
urity

proto
ols to dis
over 
aws. Well known methods are based on model 
he
king [1℄ or indu
tion

[4℄. The former eventually maps the potentially in�nite state (message) spa
e to a �nite state

spa
e where properties 
an then be shown automati
ally, whereas the latter uses expli
it indu
tion

(supported by the higher-order theorem prover Isabelle) on the in�nite state (message) spa
e as

its reasoning paradigm. The indu
tive method allows for subtle proto
ol models, but requires user

intera
tion at proof time. Our approa
h tries to 
ombine the bene�ts of both te
hniques. We

use (de
idable) monadi
 fragments of �rst-order logi
 as a spe
i�
ation language. The language is

suÆ
iently ri
h to model in�nite state (message) spa
es via its usual minimal model(s) semanti
s,

but reasoning remains automati
 via automated theorem proving. Following this approa
h we have

su

essfully analyzed the Neuman-Stubblebine key ex
hange proto
ol [3℄ and, in 
ooperation with

the 
ryptography group at the university Saarbr�u
ken, a re
ent signature signing proto
ol [5℄ using

our automated theorem prover spass [2℄ (
f. se
tion 10.1).

To illustrate our method, a typi
al formula des
ribing an intruder whi
h is able to re
ords all

messages that are sent is

8x; y; z[M(sent(x; y; z)) � Im(z)℄

where the term sent(x; y; z) represents the message z sent from parti
ipant x to parti
ipant y.

M holds pre
isely for all sent messages, and Im represents the set of messages the intruder is

able to re
ord (and, therefore, to resend, or to de
ompose into their 
omponents). Formulas of a

similar stru
ture 
an be employed to des
ribe that an intruder is able to 
ompose/de
ompose or

en
rypt/de
rypt messages. We were able to prove that the �rst-order theory with respe
t to the

minimal model of su
h an intruder theory is always de
idable [2℄.
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4 Logi
 Methods for Program Analysis

The goal of program analysis is to stati
ally 
ompute (possibly partial) answers to questions about

the runtime behavior of a program. Su
h questions may relate to data stru
tures at spe
i�
 program

points as in data 
ow analysis (\Does an expression always have a 
onstant value?") or to the overall

runtime behavior of program exe
utions (viz. a temporal property, su
h as termination) as in model


he
king. We investigate whether logi
 methods 
an be useful for this goal. By `logi
 methods' we

mean te
hniques, heuristi
s and (possibly partial) algorithms for solving logi
al de
ision problems

(as opposed to e.g. graph problems).

Generally, we aim at �nding strategies to help avoid redundant 
omputations for the `proofs'

needed in program analysis. We need to �nd out whether strategies 
an play a similarly important

role for solving diÆ
ult problems as they do e.g. in �rst-order theorem proving. Our e�orts here are


omplementary to the already heavily invested e�orts in optimizing data stru
tures (e.g. BDD's).

The motivation to look at logi
 methods is to be able to formulate algorithms on a high,

formally well-founded level. The formulation of an algorithm in terms of logi
al dedu
tion helps us

to devise provably 
orre
t optimizations (based on strategies and abstra
tion). The gap between the

data stru
tures used in the problem formulation and its solution, respe
tively, disappears. Logi
al

formulas yield an appropriate representation of data espe
ially over an in�nite domain.

Our work follows two bran
hes. In the one bran
h, we investigate the fundamental stru
ture of

the logi
al de
ision problems involved; this bran
h of work is mostly related to set 
onstraints; see

Se
tion 6 for a variety of results.

In the other bran
h, we investigate how program analysis problems 
an be translated into

logi
al de
ision problems in a fruitful way. The translation is fruitful if one gains new insight into

the problem by viewing it from a di�erent perspe
tive, or if one 
an exploit existing optimizations,

or if one 
an reuse existing implementations. All three 
riteria are ful�lled by our work reported

in the following two se
tions. There, we express the program property to be analyzed as a spe
i�


solution of appropriate 
onstraints. We thus redu
e the general program analysis problem to the

problem of solving a 
onstraint. `Solving a 
onstraint' is the logi
al dedu
tion problem of inferring

an equivalent 
onstraint in solved form. A `solved form' allows one to answer the relevant questions

about solutions e�e
tively, usually in linear time (that questions are typi
ally redu
ed to emptiness

or membership problems).

Our work opens a new 
onne
tion between theorem proving, program analysis and model 
he
k-

ing. The three te
hniques: dedu
tion for proofs of validity, �xpoint iteration for the 
omputation

of abstra
t program semanti
s, and proofs of the satisfa
tion of temporal formulas on models of

system behavior, 
an be formally related with ea
h other.

We separate the des
ription of our work on program analysis a

ording to the two basi
 
ases of

symboli
 resp. numeri
 data stru
tures on whi
h the program behavior may depend. Although the


onstraint-solving view des
ribed above applies to both 
ases on an abstra
t level, the respe
tive

methods have a quite di�erent 
avor.

4.1 Set-based analysis

Investigators: Witold Charatonik, Andreas Podelski

In this se
tion, we report on our work on the �rst kind of program analysis, where we analyze

program behavior that depends on `symboli
' data stru
tures su
h as lists, sta
ks, queues et
.. We

use strings or trees to model the data stru
tures. We have shown in [6℄ that one 
an translate the

analysis problem for su
h programs to the problem of solving 
onstraints overs sets of tuples of
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trees, a problem whi
h we immediately weaken to a de
idable problem for so-
alled set 
onstraints

(the 
orresponding abstra
tion 
onsists of ignoring tuple dependen
ies). The solved form of a set


onstraint is an indu
tive de�nition (or a more general �xpoint de�nition) that is paramount to

a notion of automaton (on �nite or in�nite strings or trees). The 
orresponding form of program

analysis is 
alled set-based.

More spe
i�
ally, in [6℄, we show that the set of all system states satisfying a given temporal

property spe
i�ed in Clarke and Emerson's Computation Tree Logi
 (CTL) 
an be expressed in

terms of least and greatest models of logi
 programs (whi
h 
oin
ides with the denotational program

semanti
s). The idea is that we model tree-valued states as ground atoms and transition systems

as logi
 programs. Here, logi
 programs are nothing but a synta
ti
 variant of set 
onstraints: the

(wlog. unary) predi
ates are variables over sets of trees. In [6℄, we show how this translation 
an be

used in two ways. (1) For the general 
lass of systems over tree-like data stru
tures (spe
i�ed e.g.

by while programs), the translation 
an be used for a type analysis (an abstra
tion yields a logi


program, viz. a set 
onstraint, for whi
h existing 
onstraint solving algorithms [3, 4℄ yield a type

for ea
h program expression; the type approximates the set of values for whi
h a state satis�es a

given temporal property). (2) For the spe
ial 
lass of pushdown systems that model (imperative)

programs with re
ursive pro
edure 
alls, the translation already yields a de
idable 
lass of set


onstraints; i.e., the 
orresponding algorithms yield a full test of CTL properties.

The idea of analyzing programs with respe
t to the least and greatest models is extended in [2℄

to arbitrary �xpoints (in the sense of the full �-
al
ulus). We introdu
e the Horn �-
al
ulus | a

logi
 programming language allowing arbitrary nesting of least and greatest �xed points. We show

that in spite of its extreme expressive power, nontrivial stati
 analysis is possible. In parti
ular,

we show that a variety of set-based type inferen
e algorithms for logi
 programs generalize to the

Horn �-programs.

Our original motivation to work on set-based analysis (as explained in the Third Biennial Report

of MPI-I) is the error diagnosis for 
on
urrent 
onstraint programming languages, in parti
ular the

language Oz being developed in Smolka's group at DFKI and the University of Saarbr�u
ken. In

an abstra
tion step that is too rough for veri�
ation but may still be useful for type analysis,

one asso
iates a 
on
urrent 
onstraint program with a logi
 program; the program states are now

non-ground atoms (viz. 
onstraints), in 
ontrast with the situation des
ribed above, whi
h makes

the analysis a more ambitious problem. In [7℄, we present the �rst approximation method of the

�nite-failure set of a logi
 program by set-based analysis (previous analyses had all 
onsidered

the su

ess set). We exhibit the 
onne
tion between �nite failure and the inevitability of the

`in
onsistent-store' error in fair exe
utions of 
on
urrent 
onstraint programs where no pro
ess

suspends forever. This way, we obtain a �rst automated error diagnosis method; its integration

into the Oz 
ompiler depends on the pra
ti
al eÆ
ien
y of the 
orresponding 
onstraint solver

(the theoreti
al 
omplexity of the problem is DEXPTIME [4℄). We have developed a BDD-based

algorithm and are 
urrently working on its implementation.

In [5℄ we apply methods of set-based analysis to 
he
king or inferring spe
i�
 types for logi


programs that take into a

ount the dire
tionality of predi
ate uses. We 
hara
terize so-
alled

dire
tional types for logi
 programs in model-theoreti
 terms. As a 
onsequen
e, we obtained the

�rst method for inferring dire
tional types. We also improve on previous work by Aiken who gave an

NEXPTIME-algorithm for 
he
king a sub
lass of regular dire
tional types. We give a DEXPTIME

algorithm and show that it is optimal. In [1℄, we extend this result to the full 
lass of regular

dire
tional types.
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4.2 Dedu
tive Model Che
king

Investigators: Giorgio Delzanno, Andreas Podelski, Supratik Mukhopadhyay

In the se
ond 
ase of program analysis, we analyze programs over in�nite numeri
 data, i.e. (un-

bounded) integers and reals. As in the �rst 
ase of set-based analysis des
ribed in the se
tion above,

we translate the analysis problem to the problem of solving 
onstraints overs sets, here sets of tu-

ples of numbers. There are two important di�eren
es, however. (1) We do not weaken the analysis

problem to a de
idable one. This is simply be
ause we don't know of any useful de
idable version

of the problem. (2) The solved form of the 
onstraints is a non-re
ursive de�nition of the solution

(expressing e.g. a union of polyhedra). This is be
ause the ma
hinery for dealing with re
ursive

de�nitions is not available; its development is still part of our plans for future work. Until today,

our method 
onsists of eliminating all the `re
ursion' that dire
tly stems from the loops of the

system to be analyzed. Sin
e this method takes the same basi
 
ontrol stru
tures (viz. �xpoint

iterations) as the model 
he
king method but is based not on exhaustive state spa
e exploration

but on dedu
tion, we have 
oined the term dedu
tive model 
he
king for our general method.

In [5℄ we use the terminology and the formal setup of Constraint Logi
 Programming (CLP).

We 
an write a 
onstraint over sets of, say, reals as a spe
ial form of a 
onstraint logi
 program with

arithmeti
 
onstraints over the domain of reals. (We here employ the unusual view that predi
ates

are free variables (over sets) of the logi
al formula that underlies a CLP program; note that `CLP

variables' (over reals) are all bound in this formula.) This allows us to exploit existing 
on
epts

and systems for programming over, say, arithmeti
 
onstraints as �rst-
lass data stru
tures. In

parti
ular, the CLP-based setting has helped us to �nd optimizations (related to �xpoint evalua-

tion strategies and to abstra
tion) that are natural, dire
tly implementable and provably 
orre
t.

Moreover, we have implemented a dedu
tive model 
he
king method in terms of transformations
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of CLP programs. This implementation shows a 
ompetitive performan
e (on ben
hmark-like ex-

amples) thanks to the built-in 
onstraint solver and other programming fa
ilities of a CLP system

(see also Se
tion 10.4).

The work reported in [5℄ is interesting also from the perspe
tive of the �eld of logi
 programming

sin
e it proposes a paradigm shift: instead of aiming at the synthesis of operational behavior

from programs viewed as exe
utable spe
i�
ations, do the analysis of the operational behavior of

given systems through the CLP programs obtained by a translation. The 
lassi
al 
orresponden
e

between denotational semanti
s and operational semanti
s be
omes here, for the �rst time, useful.

In [6℄, we further elaborates on this aspe
t.

We have used [5℄ as a starting point to investigate abstra
tions. In [2℄, we de�ne an abstra
tion

similar to widening that a

elerate least �xpoint 
omputations in model 
he
king over integers. We

show that this abstra
tion is 
omplete, i.e., we do not lose pre
ision by applying it. Preliminary

experimental results indi
ate the potential usefulness of our abstra
tion te
hniques. In [3℄, we de�ne

a narrowing operator to a

elerate greatest �xpoint 
omputations in model 
he
king for liveness

properties of integer-valued systems. To our knowledge this is the �rst proposal of a narrowing

operator in symboli
 model 
he
king. Our narrowing operator has the additional property that the

resulting greatest �xpoint is a

urate. Other re
ent work is on the veri�
ation of parameterized

broad
ast proto
ols [1℄ spe
i�ed by integer-valued programs and on the relaxation of the 
onstraint-

solving problems over integers to the reals in model 
he
kers for integer-valued programs [4℄.

We have applied our setup of 
onstraints/CLP-programs also to the veri�
ation of timed sys-

tems. In [7℄, we introdu
e the sub
lass of Timed Logi
al Pro
esses (TLP's) and establish their

formal 
onne
tion with the standard model, timed automata. We use this 
onne
tion to explain

the industrial-s
ale timed model 
he
ker UPPAAL in terms of XSB-style tabling with 
onstraints.

This allows us to dire
tly obtain a 
ompetitive implementation of the 
orresponding model 
he
king

pro
edure in the CLP system of Si
stus Prolog, to enfor
e termination through an operation on


onstraints, and to in
rease the expressiveness of the underlying timed temporal logi
.
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5 Numeri
al Constraints

The group on 
onstraint programming (Alexander Bo
kmayr, Thomas Kasper and Friedri
h Eisen-

brand) has 
ontinued and 
onsiderably extended its work at the interfa
e of �nite domain 
onstraint

programming and integer linear programming. They have developed a unifying logi
al framework,

bran
h-and-infer, that 
lari�es the relationship between these two approa
hes and shows how they


an be integrated. Moreover, they have studied the 
omplexity of Gomory-Chv�atal 
utting planes.

They proved a polynomial upper bound on the Chv�atal rank of 0/1 polytopes and solved a long-

standing open question by showing that the membership problem for the �rst elementary 
losure

is 
o-NP-
omplete.

5.1 Integration of integer linear programming and �nite domain 
onstraint pro-

gramming

Investigators: Alexander Bo
kmayr and Thomas Kasper

Integer linear programming and �nite domain 
onstraint programming are two general approa
hes

for solving dis
rete optimization problems. In order to 
larify the relationship between these two

approa
hes and to show how they 
an be integrated, we have developed a unifying logi
al framework,

bran
h-and-infer [1, 2℄. The framework is based on a distin
tion between primitive and non-

primitive 
onstraints. Primitive 
onstraints are those 
onstraints that 
an be solved easily and for

whi
h global methods are available. Non-primitive 
onstraints are those 
onstraints for whi
h su
h

methods do not exist and whi
h make the problem hard to solve. In integer linear programming,

the primitive 
onstraints are linear equations and inequalities, whi
h are solved over the real (or

rational) numbers. The only non-primitive 
onstraint is integer, i.e. the 
ondition that some or

all variables should take integer values. In �nite domain 
onstraint programming, the primitive


onstraints are domain 
onstraints of the form x � 2; y � 3; z 6= 4; x = y, whi
h are solved over the

integer numbers. All other 
onstraints are non-primitive. This in
ludes more general arithmeti



onstraints, like linear equations, inequalities or disequalities in several variables, and symboli



onstraints like alldifferent or 
umulative.

Symboli
 
onstraints are one of the main reasons for the su

ess of 
onstraint programming.

On the one hand, they extend the 
onstraint language and allow one to model many problems in

a mu
h more natural and 
ompa
t way. For example, alldifferent([x

1

; : : : ; x

n

℄) states that the

variables x

1

; : : : ; x

n

should take pairwise di�erent values, whi
h 
annot be expressed easily by linear

equations or inequalities. On the other hand, symboli
 
onstraints make it possible to in
orporate

eÆ
ient algorithms for a spe
i�
 problem area into a general solver. For example, to handle the

alldifferent 
onstraint, one 
an use the theory of mat
hing in bipartite graphs. Thus, symboli



onstraints not only in
rease the expressive power of the 
onstraint language. But, they are also


ru
ial for the eÆ
ien
y of problem solving.

The basi
 idea underlying the bran
h-and-infer framework is that, in both integer linear pro-

gramming and �nite domain 
onstraint programming, problems are solved by a 
ombination of

inferen
e and sear
h. The primitive 
onstraints de�ne a relaxation of the problem, for whi
h an ef-

�
ient global solution method is available. The non-primitive 
onstraints are handled lo
ally by an

inferen
e agent that derives from a given non-primitive 
onstraint and the 
urrent relaxation new

primitive 
onstraints that tighten this relaxation. Sin
e, in general, a problem 
annot be solved

using the relaxation alone, inferen
e has to be 
ombined with sear
h, whi
h together provide a


omplete solution method.

In integer linear programming, the primitive 
onstraints are solved by linear programming meth-
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ods, e.g. the Simplex algorithm. To handle the non-primitive 
onstraint integer, general 
utting

plane te
hniques, e.g the Gomory-Chv�atal method or disjun
tive programming, 
an be applied as

inferen
e algorithms. In �nite domain 
onstraint programming, the non-primitive 
onstraints are

handled by lo
al 
onsisten
y algorithms that redu
e the domain of the variables, whi
h 
orresponds

to the inferen
e of new bound inequalities or disequalities in the bran
h-and-infer framework.

Bran
h-and-infer provides a sound theoreti
al basis for the integration of integer linear pro-

gramming and �nite domain 
onstraint programming. In parti
ular, it indi
ates how to introdu
e

symboli
 
onstraints into integer linear programming, where they 
an play a similar role as in


onstraint programming. Con
erning expressiveness, symboli
 
onstraints extend the language of

linear equations and inequalities. Symboli
 
onstraints allow the modeler to in
lude large families

of linear inequalities into the model, without writing them down expli
itly. For example, when

solving a traveling salesman problem, we might use a symboli
 
onstraint tsp(...) to state the

problem-de�ning degree and the subtour elimination 
onstraints. De
laratively, this 
onstraint is

equivalent to exponentially many linear inequalities. Operationally, however, only some of these

inequalities will be added to the model at runtime (as 
utting planes). Another example would be

a non-linear 
onstraint in 0-1 variables. De
laratively, this de�nes a set X of 0-1 ve
tors and, by

polarity, a set of linear inequalities valid for X. Operationally, we 
an realize su
h a 
onstraint by

a linearization pro
edure, whi
h again will add to the model only some of the linear inequalities

that are implied by the 
onstraint.

Con
erning eÆ
ien
y, symboli
 
onstraints allow one to integrate spe
ialized 
utting plane al-

gorithms based on polyhedral 
ombinatori
s into a general bran
h-and-
ut solver. Symboli
 
on-

straints give the modeler the possibility to identify some spe
i�
 stru
ture in the problem, whi
h

later 
an be exploited when the model is solved. For example, when we solve a model 
ontaining

the symboli
 
onstraint tsp, we 
an enhan
e our general bran
h-and-
ut solver by 
omputing spe-


ialized 
utting planes for tsp instead of using more general 
utting planes for arbitrary linear 0-1

programs.

Referen
es

[1℄ A. Bo
kmayr and T. Kasper. Bran
h-and-infer: A unifying framework for integer and �nite domain�


onstraint programming. INFORMS Journal on Computing, 10(3):287{300, 1998.

[2℄ T. Kasper. A Unifying Logi
al Framework for Integer Linear Programming and Finite Domain Con-�

straint Programming. PhD thesis, Universit�at des Saarlandes, De
ember 1998.

5.2 Elementary 
losure and bounds on the Chv�atal rank of 0-1 polytopes

Investigators: Alexander Bo
kmayr and Friedri
h Eisenbrand

The Gomory-Chv�atal rounding pro
edure is a method for 
omputing the integer hull of a polyhedron

P = fx 2 Rn

j Ax � bg; A 2 Qm�n

; b 2 Qm

. The pro
edure is the su

essive appli
ation of all

Gomory-Chv�atal 
uts to P . The number of iterations needed to 
ompute the integer hull P

I

of P

is 
alled the Chv�atal rank of the polyhedron P . This notion was introdu
ed by Chv�atal in 1973 as

an indi
ator for the \degree of dis
reteness" and thus the 
omplexity of an integer linear program

of the form maxf


T

x j x 2 P \ Zn

g; 
 2 Rn

. For a long time, a polynomial upper bound of the

rank fun
tion for polytopes in the 0/1 
ube was not known and other 
utting planes based on the

lift-and-proje
t method have been argued to be superior to Gomory-Chv�atal rounding, sin
e the

rank de�ned by these methods is at most the dimension of the 
ube.

In a re
ent paper (with M. Hartmann and A. S. S
hulz) [2℄ (see also [1℄ for an earlier geometri


proof of this result) we showed that the Chv�atal rank of a polytope in the 0/1 
ube is bounded
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by a fun
tion in O(n

3

logn). This polynomial upper bound is a
hieved by s
aling possibly large

integral fa
et-de�ning ve
tors, i.e., using 
utting planes de�ned by short integer normal ve
tors

�rst and by postponing 
uts with huge normal ve
tors until the end, when the relaxation is already

tight enough. Gomory-Chv�atal 
uts 
an be used in a bran
h-and-
ut framework. Our theoreti
al

observations are 
ompliant with observations made in pra
ti
e, namely that 
utting planes de�ned

by short ve
tors are preferable.

In [4℄ we improved this bound to O(n

2

logn). We also showed that the rank of valid inequalities




T

x � Æ, where k
k

1

is bounded by a 
onstant is at most O(n). The latter observation explains why

for most 
utting planes derived in polyhedral studies of several popular 
ombinatorial optimization

problems only linear growth has been observed; the 
oeÆ
ients of the 
orresponding inequalities

are usually small.

In 1986, S
hrijver asked whether there is a polynomial algorithm for the problem

Given a matrix A 2 Zm�n

, a ve
tor b 2 Zm

and a rational x 2 Qn

, is x outside of the

elementary 
losure of P = fx 2 Rn

j Ax � bg?

This question is motivated for example by the fra
tional mat
hing polytope. If it was possible to

optimize over the elementary 
losure of a polyhedron in polynomial time, then this would imply a

polynomial algorithm for the weighted mat
hing problem, sin
e the fra
tional mat
hing polytope

has Chv�atal rank 1. We have been able to provide a negative answer to this longstanding open

question. In [3℄, we show that the problem mentioned above is NP-
omplete. By the equivalen
e of

separation and optimization, it follows that the optimization problem over the elementary 
losure

is NP-hard.
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6 Symboli
 Constraints

Constraint satisfa
tion problems usually arise from logi
 modelling of 
ertain appli
ation domains

(e.g. performan
e analysis, 
omputational linguisti
s), or as well-de�ned subproblems of logi


dedu
tion in general theorem proving. We speak of symboli
 
onstraints if the interpretation of


onstraints is relative to stru
tures over domains whi
h are well-suited for the representation of

symboli
 expressions.

6.1 Set 
onstraints

Investigators: Witold Charatonik, Andreas Podelski, Jean-Mar
 Talbot

Although work on set 
onstraints already started with John Reynolds in 1969 and Neil Jones

in 1979, the topi
 has re
eived broad interest mainly in the nineties, when the term `set 
onstraints'

was 
oined and the general problem of solving set 
onstraints was formulated. Important results

before 1997 in
lude work by Heintze, Aiken, Tison, Kozen, Vardi and M
Allester.

A well-known spe
ial 
ase of set 
onstraints are regular systems of equations over strings (sys-

tems whi
h 
orrespond to automata, viz. nfa's). In more general set 
onstraints, one goes from

strings to trees and one adds more set operations. The motivation to 
onsider sets of trees stems

from the fa
t that trees model symboli
 information and are thus used in all tools for reasoning

about programs (ranging from spe
i�
 tools su
h as 
ompilers or veri�ers to general ones su
h as

logi
 or fun
tional programming systems). Set 
onstraint solvers are employed as enhan
ements of

su
h tools on various levels (e.g. for pruning proof sear
h, or for inferring types) and 
an be viewed

as a program reasoning tool on its own; see also Se
tion 4. In [13, 14℄ we give overviews of this

area.

We have 
ontinued to pursue the resear
h dire
tion that we have already outlined in the Third

Biennial Report of MPI-I. Namely, given the NEXPTIME-
ompleteness results of the general 
lass

of set 
onstraints, it is worth to single out pra
ti
ally relevant and fundamentally interesting 
lasses

with a restri
ted expressiveness and investigate their (hopefully better) algorithmi
 properties. We

found that there is an important gap: it seems that for many 
lasses, adding expressiveness pushes

the time 
omplexity in one step from 
ubi
 to DEXPTIME-
omplete. This tells us in a drasti
 way

that the extra pre
ision that one obtains in the 
orresponding program analyses has its pri
e.

Jones 1979 introdu
ed atomi
 set 
onstraints for the analysis of while programs over trees.

In [17℄, an extended version of [10℄, we propose a 
onstraint system with atomi
 
onstraints that

are, however, interpreted over non-empty sets of �nite trees. We give an O(n

3

) time algorithm

for testing satis�ability, the �rst in
remental one in this area. This work has been pi
ked up by

F�ahndri
h at Mi
rosoft Resear
h; at a Dagstuhl seminar on program analysis in April 1999 he

presented an implementation of the algorithm for large-s
ale problems, with important (not always

sound) optimizations.

In [11℄ we introdu
e the 
onstraint system FEAT

�

and investigate its logi
al properties and

expressiveness. The 
onstraints are essentially atomi
 set 
onstraints interpreted over feature trees

(instead of standard Herbrand trees. The satis�ability notion does not 
hange whether we take

feature trees (with the subtree relation) or non-empty sets of feature trees (with the in
lusion) for

the interpretation. We solve the satis�ability and entailment problems of FEAT

�

in 
ubi
 time and

prove that FEAT

�

has the independen
e property. A revised version [12℄ of [11℄ will appear in a

spe
ial issue of Constraints.

De�nite set 
onstraints arise from atomi
 ones by adding the interse
tion operator. This addition

is motivated either by the gain of pre
ision in Jones' analysis or by the analysis of programs with
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alternation, to whi
h logi
 programs or 
on
urrent 
onstraint programs belong. These 
onstraints

form the histori
ally �rst 
lass for whi
h the de
idability was shown (by Heintze/Ja�ar 1991).

In [6, 9℄ we introdu
e a natural 
lass that we simply 
all set 
onstraints with interse
tion and

show that its satis�ability problem is DEXPTIME-
omplete. We prove the equivalen
e with de�nite

set 
onstraints, and thereby settle the 
omplexity question also for that 
lass. The 
omplexity


hara
terization 
ontinues to hold when we add negated in
lusions or when we 
onsider entailment

instead of satis�ability.

In [8, 7℄ we introdu
e the 
lass of 
o-de�nite set 
onstraints. This 
lass is motivated by the

analysis of the kind of programs mentioned above, but wrt. liveness properties su
h as termination,

or for the type analysis wrt. ongoing program behavior. We show that its satis�ability problem

is DEXPTIME-
omplete. The duality between de�nite and 
o-de�nite set 
onstraints lies in the

existen
e of least resp. greatest solutions.

Both, the 
lasses of de�nite and 
o-de�nite set 
onstraints are further investigated in [15℄.

We extend these two 
lasses by adding an intensional set 
onstru
tion, the so 
alled membership

expression. As we 
an prove, the extensions stri
tly in
rease the expressiveness but preserve the

properties of the existen
e of the least or greatest solutions and of the DEXPTIME-
ompleteness

for the satis�ability problem.

It turns out that there is an interesting di�eren
e in 
omplexity between the 
ase of a �nite

signature for the tree algebra and the 
ase of an in�nite one. In [16℄ we investigate entailment

problem for the 
lass of atomi
 set 
onstraints; we show that it 
an express the validity problem

of quanti�ed boolean formulas and is thus PSPACE-hard. For in�nite signatures, we also present a

PSPACE-algorithm for solving atomi
 set 
onstraints with negation. This proves that entailment of

atomi
 set 
onstraints is PSPACE-
omplete for in�nite signatures. In 
ase of �nite signatures, the

problem is known to be DEXPTIME-hard.

We 
ontinued to investigate the frontier between de
idable and unde
idable 
lasses of set 
on-

straints. In [4℄ we prove the unde
idability of the 9

�

8

�

-fragment of the �rst-order theory of atomi


set 
onstraints. In [3℄ we studied possible extensions of set 
onstraints by adding additional

equational axioms like asso
iativity or 
ommutativity. It turns out that in the most interesting


ases (asso
iativity, asso
iativity together with 
ommutativity) the satis�ability problem be
omes

unde
idable.

We have su

eeded to improve the 
ompli
ated solutions for two hard problems that we had

given previously. In [5℄ we investigate the 
lasses of positive as well as positive and negative set


onstraints. These are the two NEXPTIME-
omplete 
lasses that attra
ted the most attention in

the past. We present a new simple algorithm for testing satis�ability, based on a new 
lass of tree

automata that we introdu
e. The ideas from this paper are extended in [2℄ to give a new solution

to the satis�ability problem for the general 
lass of set 
onstraints; this solution will be understood

by more people than the previous one in [1℄.
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6.2 Subtype Constraints

Investigators: Sergei Vorobyov

Solving systems of subtype 
onstraints (or subtype inequalities) is in the 
ore of eÆ
ient type

re
onstru
tion in modern obje
t-oriented languages with subtyping and inheritan
e, two problems

known polynomial time equivalent. It is important to know how di�erent 
ombinations of type


onstru
tors involved in the underlying type system in
uen
e the 
omplexity of the problem. Dif-

ferent 
lasses of subtype 
onstraints in various type systems have been well studied in the literature

during the last de
ade.
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In [6, 3℄ we demonstrated the NP-hardness and NEXPTIME-de
idability of the satis�ability

problem for subtype inequalities between obje
t types built by using simultaneously the fun
tional

and the nonempty re
ord type 
onstru
tors, but without any atomi
 types and atomi
 subtyping.

The 
lass of 
onstraints we address naturally arises in obje
t-oriented programming and is

intermediate with respe
t to known 
lasses. For pure fun
tional types with atomi
 subtyping of a

spe
ial non-latti
e (
rown) form solving subtype 
onstraints is PSPACE-
omplete [5, 1℄. On the

other hand, if there are no atomi
 types and subtyping on them, but the largest > type is in
luded,

then both pure fun
tional and pure re
ord (separately) subtype 
onstraints are polynomial time

solvable [2, 4℄, whi
h is mainly due to the latti
e type stru
ture. We showed that 
ombining the

fun
tional and nonempty re
ord 
onstru
tors yields NP-hardness without any atomi
 subtyping,

and the same is true for just a single type 
onstant with a nonempty re
ord 
onstru
tor.
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6.3 Quanti�ed Theories of One Step Rewriting

Investigators: Sergei Vorobyov

A �nite term rewriting system R generates the binary one step redu
ibility relation R on the

set of ground terms. A theory of one step rewriting in R is the �rst-order theory of this binary

relation R formulated in the language of the predi
ate 
al
ulus without equality 
ontaining the

unique binary predi
ate symbol R interpreted as R. The problem whether �rst-order theories of

one step rewriting in �nite systems are de
idable was several times iterated in the RTA list of open

problems.

The motivation for the problem is quite natural. For example, the ground redu
ibility of a term

and the strong 
on
uen
e of a system are expressible by the formulas of the theory. Note that

both properties are known to be de
idable. Similarly, the de
idability of properties like en
om-

passment, known to be de
idable, would follow from the general de
idability of theories of one step

rewriting. Re
all also that the �rst-order theories of one step rewriting in �nite ground systems

are de
idable. On the other hand, the transitive 
losure of the one step redu
ibility relation seems

to be inexpressible in the theories of one step rewriting (the opposite would immediately lead to

their unde
idability). All these fa
ts motivated the quest for the solution to the above problem

and for the general de
ision pro
edure appli
able to all rewrite systems. This would have allowed
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to de
ide all properties of rewrite systems, like dis
ussed above, expressible in the language of one

step rewriting uniformly.

Unfortunately, the problem appeared unde
idable, but the existing proofs suggested that non-

termination of a system was essential. Therefore the question remained 
on
erning the existen
e

of �nite �nitely terminating systems, possibly linear, that have (un)de
idable theories of one step

rewriting. The similar de
idability problem was put forward for the sub
lass of linear systems.

The de
idability 
onje
tures for �nitely terminating and linear systems were �rst dispelled in [1℄,

where a �xed �nite, simultaneously �nitely terminating and linear system with unde
idable theory

of one step rewriting was 
onstru
ted. The proof was given by redu
tion from the theory of binary


on
atenation (�nitely generated free semigroups), well known to be unde
idable. As a pra
ti
al

drawba
k 
ompensating for the ease of redu
tion, the quanti�er alternation of the senten
es forming

the unde
idable 
lass was quite high.

In [2℄ we further improved and sharpened the above unde
idability results by showing that

no de
ision algorithm 
an de
ide the 9888-theory of any given �nite, simultaneously 1) �nitely

terminating, 2) linear, and 3) 
on
uent rewrite system. Namely, by redu
tion from the halting

problem for Minsky's two-register ma
hines in [2℄ we proved that there is no algorithm 
apable

of de
iding the 9888-theory of one step rewriting of an arbitrary �nite linear 
on
uent �nitely

terminating term rewriting system (weak unde
idability). We also present a �xed su
h system

with unde
idable 98

�

-theory of one step rewriting (strong unde
idability). This improves over all

previously known results of the same kind. All the pre
eding proofs 
onstru
ted non-
on
uent

systems and used more 
ompli
ated quanti�er pre�xes.

We also 
onstru
t a �xed �nite linear 
anoni
al system with unde
idable 98

�

-theory of one step

rewriting (strong unde
idability). It is also important to note that the weak unde
idability results

of all other authors do not imply the existen
e of su
h systems.
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6.4 Se
ond-Order Uni�
ation, Rigid Rea
hability, and Rigid E-Uni�
ation

Investigators: Veronique Cortier, Harald Ganzinger, Florent Ja
quemard, Margus Veanes, Sergei

Vorobyov, Andrei Voronkov

Se
ond-order uni�
ation or SOU generalizes �rst-order uni�
ation by allowing variables to o

ur

also in the position of fun
tion symbols, and is unde
idable in general [4℄. For example, the

se
ond-order terms G(f(
; 
)) and f(f(
; 
); G(
)) (with the se
ond-order variable G) have a uni�er

that maps G to a �-term �x:f(x; x). Appli
ation of that uni�er to either term yields the term

f(f(
; 
); f(
; 
)). Se
ond-order uni�
ation and restri
ted forms thereof (su
h as 
ontext uni�
ation,

that appears as a subproblem in 
onstraint solving with membership 
onstraints and distributive

uni�
ation), play a fundamental role in several areas.

Rigid rea
hability is the problem, given a rewrite system R and two terms s and t, to de
ide

if there exists a ground substitution � su
h that s� rewrites in some number of steps via R� into
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t�. Simultaneous rigid rea
hability or SRR is the problem in whi
h a substitution is sought whi
h

simultaneously solves ea
h member of a system of rea
hability 
onstraints (R

i

; s

i

; t

i

). A spe
ial


ase of SRR arises when the R

i

are symmetri
, i.e., 
ontaining for ea
h rule l! r also its 
onverse

r ! l. The latter problem was introdu
ed in [3℄ as simultaneous rigid E-uni�
ation or SREU. It

has been shown in [1℄ that SREU is unde
idable, whereas the non-simultaneous 
ase (with just

one 
onstraint) is NP-
omplete [2℄. An overview of methods of equality reasoning in sequent-based

systems is presented in [9℄, in
luding the history of handling equality in sequent systems, methods

based on rigid E-uni�
ation, paramodulation-based methods, the equality elimination method, and

equality reasoning in non-
lassi
al logi
s.

In [13℄ the 
onne
tion between SOU and SREU is studied in detail. These problems are shown

to be almost the same and this 
onne
tion is used to give a very elementary unde
idability proof

of SOU, improving a resent result in [16℄. This 
onne
tion shows also that SOU is 
losely related

to 
onstraint satisfa
tion problems that arise in tableaux based global proof sear
h in logi
 with

equality. In [12℄ the unde
idability of SOU is studied further for various restri
ted fragments of

SOU. For example, it is shown that SOU is unde
idable already with a single unary se
ond-order

variable.

In [10℄ it is shown that for (non-symmetri
) rigid rea
hability already the 
ase of a single

rea
hability 
onstraint is unde
idable, even when the rule set is ground. The main tool in that

proof is the Shifted Pairing Theorem from [11℄. From this follows the unde
idability of a rather

restri
ted form of SOU for problems whi
h 
ontain just a single se
ond-order variable whi
h, in

addition, o

urs at most twi
e in the uni�
ation problem.

In [7℄ some restri
ted fragments of SRR are shown to be de
idable. The main results are that

monadi
 SRR with ground rules is PSPACE-
omplete, and that balan
ed SRR with ground rules

is EXPTIME-
omplete. The �rst result indi
ates the di�eren
e in 
omputational power between

fragments of SREU with ground rules and non-ground rules an improves some results in [5℄. The

se
ond result improves some results in [8℄. In [8℄ it is proved that SREU with one variable is

de
idable and even P-
omplete when the number of rea
hability 
onstraints is �xed. Also, some

fragments of SREU with more than one variable are shown to be de
idable.

Context uni�
ation is a parti
ular 
ase of se
ond-order uni�
ation in whi
h all se
ond-order

variables are unary and only linear fun
tions are admitted as solutions. Context uni�
ation is useful

in di�erent areas of Computer S
ien
e: term rewriting, theorem proving, equational uni�
ation,


onstraint solving, 
omputational linguisti
s, software engineering. Its de
idability is an intriguing

open problem, with only a very poor known NP-lower bound. The problem is know to be diÆ
ult

as a proof of de
idability would extend the famous result by [6℄ a

ording to whi
h the solvability

of equations in a free semigroup is de
idable: 
ontext uni�
ation 
oin
ides with word uni�
ation in

the 
ase of monadi
 signatures, where fun
tion symbols have arity of at most one.

In [14, 15, 17℄ we have presented a series of results whi
h gradually strengthen unde
id-

ability results about quanti�ed fragment of the theory of 
ontext uni�
ation. In the end we

were able to show that the set of 89

5

-quanti�ed 
ontext equations (i.e., senten
es of the form

8W 9 U; V; S;G;H s = t) is unde
idable and, in fa
t, is 
o-re
ursively enumerable hard (i.e., every

set with re
ursively enumerable 
omplement is many-one redu
ible to it).
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7 Extended modal logi
 and automated theorem proving

Modal logi
s and its relatives play a 
ru
ial role in various �elds of 
omputer s
ien
e in
luding

temporal reasoning, knowledge representation, and logi
s of programs. Their popularity probably

is due mainly to their natural possible worlds semanti
s and their de
idability (in many 
ases). It is

well-known that propositional modal logi
s 
an be embedded into �rst-order logi
 using a translation

morphism based on the Kripke semanti
s for these logi
s. However, although the mapping itself

preserves the properties of the modal logi
s and modal formulae under 
onsideration, the appli
ation

of standard theorem proving pro
edures and 
al
uli for �rst-order logi
 does not. In parti
ular, the

de
idability of propositional modal logi
s is easily lost. Therefore, it is important to investigate

alternative embeddings into �rst-order logi
 as well as re�nements of existing 
al
uli for �rst-order

logi
 whi
h provide better means for obtaining de
ision pro
edures for modal logi
s in the 
ontext

of �rst-order logi
.

In se
tion 7.1 we des
ribe some of our general lines of investigation into translations of non-


lassi
al into 
lassi
al logi
s, bringing to 
ompletion some of these lines. Se
tion 7.2 follows with

a more detailed presentation of our newest results on the fun
tional translation approa
h whi
h

avoids many of the disadvantages mentioned above. One of the ni
e features of this method is that

it preserves a lot of the original stru
ture. However, it requires a 
ertain equational ba
kground

theory to be in
luded whi
h depends on the modal logi
 under 
onsideration. Fortunately, the

parti
ular stru
ture of these ba
kground theories 
an be 
ast into spe
ial inferen
e rules based on

theory-uni�
ation and theory-resolution as des
ribed in se
tion 7.3. This approa
h turned out to

have a signi�
ant impa
t on eÆ
ien
y as the empiri
al study in se
tion 7.4 shows.

Examining and generalizing the (relational) translation from modal logi
s to �rst-order predi
ate

logi
 has lead to an interesting general synta
ti
 pattern, the so-
alled guarded fragment of �rst-

order logi
, whi
h also enjoys de
idability and whi
h nevertheless is fairly expressive. Our work on

these and related issues is des
ribed in se
tion 7.5.

However, it sometimes turns out that the synta
ti
al and semanti
al features of modal logi
s

are too restri
tive for 
ertain purposes. We therefore also examined some modal logi
 extensions,

the so-
alled hybrid logi
s. In se
tion 7.6 we present our newest results on this issue.

7.1 Translations from modal into 
lassi
al logi


Investigator: Andreas Nonnengart

Non-
lassi
al logi
s have been developed to des
ribe human-oriented appli
ations. Some of

them extend 
lassi
al logi
 with additional operators, 
onne
tives, and quanti�ers for appli
ations

involving time, knowledge, belief, ne
essity, a
tions, et
. Others even 
hange the basi
 dedu
tive

stru
ture of 
lassi
al logi
, as, for instan
e, in intuitionisti
 logi
, relevan
e logi
, linear logi
,

para
onsistent logi
, many-valued logi
 or fuzzy logi
.

Nevertheless, 
lassi
al logi
 has remained the main workhorse of logi
 and its appli
ations,

and for good reasons: It has very well understood and well-developed 
omputational aspe
ts and

it is expressive in the sense that one 
an translate into it (espe
ially into higher-order 
lassi
al

logi
) most of the non-
lassi
al logi
s we might be interested in. The idea, therefore, is to en
ode

non-
lassi
al logi
s in 
lassi
al logi
 in a way that preserves the most prominent synta
ti
al and

semanti
al features of the en
oded logi
.

In [3℄ we present various ways of en
oding (axiomatizing, translating) a logi
 in predi
ate logi


in su
h a way that predi
ate logi
 theorem provers, in parti
ular �rst-order predi
ate logi
 theorem

provers, 
an be used to reason about the given logi
. Here we examined various su
h methods.

A synta
ti
 translation, for instan
e, would be to en
ode a Hilbert-style 
onsequen
e relation in
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�rst-order logi
. Semanti
 translations, on the other hand, usually en
ode semanti
 information

of the logi
 under 
onsideration, e.g. a

essibility relations between possible worlds. In fa
t, we

emphasized on translations based on possible worlds semanti
s. To this end we 
onsidered standard

translations of normal propositional modal logi
s, of intuitionisti
 and relevan
e logi
 as well as

quanti�ed modal logi
s. But not only standard translations have been investigated. We also

looked for alternative en
odings that arise from related, yet slightly di�erent semanti
s for the

non-
lassi
al logi
s we were interested in. Typi
al examples 
an be found in the fun
tional and in

the semi-fun
tional translation approa
hes. Finally, we also examined the possibilities to perform

indire
t translations. As an example 
onsider the provability logi
 Grz (from Grzegor
zyk). Its

frames are not �rst-order des
ribable; nevertheless it is possible to translate Grz -formulae into

S4-formulae su
h that the translation is an S4-theorem if and only if the original formula is a

Grz -theorem. For S4, on the other hand, our en
oding in 
lassi
al logi
s applies.

It turns out that quite often there are di�erent ways of en
oding a logi
 in predi
ate logi
, and

predi
ate logi
 theorem provers behave di�erently for di�erent en
odings. This opens possibilities

to tune the en
oding and to optimize the eÆ
ien
y of predi
ate logi
 theorem provers for reasoning

with en
oded non-
lassi
al logi
 formulae.

One su
h tuning, for instan
e, 
an be found for modal logi
s after realizing that ba
kground

theories that des
end from the modal logi
's pe
uliarities are not unique. This ambiguity in general

is due to the synta
ti
 restri
tions on modal logi
s. It is thus of interest not only to �nd some

suitable ba
kground theory, but �nd the simplest one. For example, it is known that the modal

logi
 S5 is 
hara
terized by re
exivity, symmetry, and transitivity of the underlying a

essibility

relation. Nevertheless, it 
an be shown that S5 is also 
hara
terized by the more general universal

relation. Doubtless, it is easier for a theorem prover to work with the universal relation than with

equivalen
e relations. Therefore, su
h frame simpli�
ations are always worth being dete
ted. In [2℄

we des
ribe our method of �nding su
h simpli�
ations with the help of auxiliary modalities. The

main idea is based on the observation that we often 
an 
onservatively extend the syntax of the

modal logi
 under 
onsideration without 
hanging the set of valid formulae that are des
ribable in

the original syntax. Translating this enri
hed logi
 into 
lassi
al logi
 then reveals formulae that

also talk about symbols that are introdu
ed solely by the 
onservative extension. Eliminating these

extra symbols with the help of a se
ond-order quanti�er elimination approa
h �nally leads to a

ba
kground theory whi
h is often more general than the theories we would obtain if we had not


onsidered the 
onservative extension.

As a tool for su
h a se
ond-order quanti�er elimination we introdu
ed two methods: the S
an

algorithm [1, 6℄ by Hans J�urgen Ohlba
h and Dov Gabbay and the Fixpoint approa
h developed in

a joint work by A. Nonnengart and A. Sza las [5℄. For an overview on both approa
hes, the S
an

algorithm and the Fixpoint approa
h, see [4℄.
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7.2 An optimized translation method for modal logi
s and resolution

Investigator: Renate A. S
hmidt

The thesis of S
hmidt [3℄ studies and formalizes the optimized fun
tional translation method for

propositional modal logi
s and the treatment of inferen
e in resolution pro
edures, in parti
ular,

theory resolution pro
edures. The optimized fun
tional translation method follows the fun
tional

semanti
s of modal logi
 that de�nes a

essibility between worlds by fun
tions. A 
ertain opti-

mization is possible for propositional modal formulae [1, 2℄. The optimization allows for universal

and existential quanti�ers to be swapped arbitrarily. In the relational 
ontext this operation is

not admissible. However, in maximal or pat
hed fun
tional models swapping quanti�ers preserves

satis�ability. This property hinges on the generated frame property that embodies the fa
t that

truth in a world of a modal formula does not depend on prede
essor worlds.

The quanti�er ex
hange operation is important for our de
idability result, for it eliminates in

the 
lausal forms all Skolem fun
tions other than Skolem 
onstants [4, 5℄. Modal logi
s transform

by the optimized fun
tional translation to a latti
e of 
lausal logi
s, 
alled path logi
s. The weakest

path logi
 is 
alled basi
 path logi
 and is asso
iated with the basi
 modal logi
s K and KD. It

forms a fragment of monadi
 �rst-order logi
 with 
onstant symbols and one binary fun
tion symbol

(whi
h 
an be embedded into the Bernay-S
h�on�nkel 
lass). In [3℄ we show that resolution and


ondensing without additional re�nement strategies is a de
ision pro
edure for basi
 path logi


and 
ertain of its extensions. This result is important for a number of reasons. One, unre�ned

resolution and 
ondensing provides a de
ision pro
edure for the translation of many propositional

modal logi
s, in
luding K and arbitrary extensions with D, T and B, as well as their multi-

modal versions, and also S5. Two, any resolution pro
edure with 
ondensing and any 
ompatible

re�nement strategy is a de
ision pro
edure for the relevant modal and path logi
s. For pra
ti
al

purposes this is paramount, sin
e any fair implementation of a resolution theorem prover 
an serve

as a reasonable and eÆ
ient inferen
e tool for doing basi
 modal reasoning. This is 
on�rmed by a

series of ben
hmarks done with spass and other spe
ial purpose theorem provers (see se
tion 7.4).

Three, from a logi
al perspe
tive, basi
 path logi
 appears to be the �rst solvable 
lass (that is

non-trivial) for whi
h unre�ned resolution and 
ondensing solve the 
lass.

The optimized fun
tional translation method applies not only to modal formulae, but also to

axiom s
hemas [2, 3℄. A pleasant 
onsequen
e is that some modal logi
s not determined by any ele-

mentary 
lass of frames 
an be embedded in �rst-order logi
. This extends the appli
ability for the

resolution method (and other �rst-order theorem proving te
hniques) to essentially se
ond-order

modal logi
s, like K extended with M
Kinsey's s
hema. We make use of the new possibilities in a


ase study of a

ommodating reasoning in graded modal logi
 in a �rst-order resolution 
al
ulus

enhan
ed with routines for doing addition and subtra
tion of integers [6℄. Graded modal logi
 is
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important in many appli
ations, espe
ially in knowledge representation and 
omputational linguis-

ti
s, be
ause it in
ludes numeri
al quanti�ers su
h as `there are at least n' or `there are more than

n'.
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7.3 E-uni�
ation and E-resolution for path logi
s

Investigator: Renate A. S
hmidt

The optimized fun
tional translation of modal logi
s indu
es a latti
e of 
lausal logi
s, 
alled path

logi
s (see se
tion 7.2). Di�erent path logi
s are distinguished by di�erent theories involving equa-

tions. The theories asso
iated with serial modal logi
s 
onsist ex
lusively of equations. A

ordingly,

equational reasoning needs to be done, and [5℄ studies theory resolution, in parti
ular E-resolution,

for path logi
s.

For the appli
ation to path logi
s previously introdu
ed E-resolution 
al
uli [7, 1℄ are too weak,

for we need further re�nements in order to for
e termination for de
idable path logi
s. In [5℄ we

show that the resolution framework of Ba
hmair and Ganzinger [4℄ 
an be adapted to provide a

general 
al
ulus of ordered E-resolution with sele
tion and an abstra
t notion of redundan
y, whi
h

easily a

ommodates simpli�
ation rules required for di�erent path theories. In 
ombination with

the method of renaming, ordered E-resolution results in a 
onsiderable eÆ
ien
y gain.

Due to the 
hara
teristi
 properties of terms in path logi
s the uni�
ation problems are easier

than for general terms. [6, 5℄ presents a formal treatment of E-uni�
ation and normalization for

path theories explaining the 
ore issues exempli�ed for the equations 
orresponding to the modal

s
hemas T and 4, thus 
overing the uni�
ation problems for the modal logi
s K, KD, KT, KD4, S4

and S5. Our algorithm 
ombines adaptations of the general mutation rules 
onsidered separately

in [2℄ and [3℄ for our forms of the identity law and the asso
iativity law. Mutation rules have

the advantage that paramodulating into terms 
an be avoided. Related uni�
ation algorithms and

resolution 
al
uli found in the literature are all designed for the non-optimized translations whi
h

require extended (strong) forms of Skolemization in order that a parti
ular ordering within terms is

preserved. A

ordingly, our uni�
ation algorithms are more elegant and the proofs are 
onsiderably

210



The Programming Logi
s Group

simpler, though remaining te
hni
al. Our treatment pays spe
ial attention to normalization, whi
h

is essential.
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7.4 Empiri
al Evaluation of Modal Theorem Provers

Investigators: Ullri
h Hustadt and Renate A. S
hmidt

There have not been any exhaustive empiri
al evaluations or 
omparisons of the 
omputational

behaviour of modal theorem provers. We have 
ondu
ted an extensive series of empiri
al perfor-

man
e test of a number of modal theorem provers on ben
hmark suites of randomly generated

formulae [3, 4, 6℄. The theorem provers tested are the Davis-Putnam-based pro
edure Ksat,

the tableaux-based system KRIS, the sequent-based Logi
s Workben
h, and the optimized fun
-

tional translation approa
h (dis
ussed in se
tion 7.2) 
ombined with the �rst-order theorem prover

SPASS [7℄.

Our ben
hmark suites are sets of multi-modal formulae in a 
ertain normal form randomly gen-

erated a

ording to the s
heme of [1, 2℄. We investigate the quality of the random modal formulae

and show that the s
heme has some short
omings, whi
h may lead to mistaken 
on
lusions. We

propose improvements to the evaluation method and show that our translation approa
h provides

a viable alternative to the other approa
hes.

In [5℄ we study various s
hemes for enhan
ing the performan
e of modal tableau pro
edures.

We dis
uss te
hniques and strategies for dealing with the nondeterminism in tableau 
al
uli. We

fo
us on two te
hniques whi
h we think are key te
hniques for eÆ
ient modal tableau pro
edures,

and indeed all modal de
ision pro
edures: Simpli�
ation, ba
kjumping and dependen
y-dire
ted

ba
ktra
king. These te
hniques are well-known from other areas of 
omputer s
ien
e, like au-

tomated theorem proving in propositional logi
, (
onstraint) logi
 programming and games, and

deserve mu
h more attention in the area of modal tableau theorem proving. Ben
hmark results

obtained with randomly generated modal formulae show the e�e
t of 
ombinations of the di�erent

s
hemes.
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7.5 Guarded Fragment

Investigators: Harald Ganzinger, Christoph Meyer, and Margus Veanes

One important motivation for the identi�
ation of de
idable fragments of �rst-order logi
 is to

explain the \robust" de
idability [5℄ of (propositional) modal logi
s through the existen
e of a

�rst-order fragment whi
h is both, de
idable and suÆ
iently expressive to 
apture a predominantly

portion of modal logi
s. The guarded fragment GF [1℄ (
f. se
tion 3.2 as well as the two-variable

fragment FO

2

are prominent 
lasses with, however, parti
ular limits in both de
idability and ex-

pressiveness. In [3℄ we have studied 
ertain variants of the two-variable guarded fragment GF

2

of �rst-order logi
 (with equality) whi
h 
orresponds to the interse
tion GF \ FO

2

of the guarded

fragment and the two-variable fragment. We mean, by variants of GF

2

, the extension of formulae

in GF

2

with 
ertain 
onstraints whi
h impose additional 
losure properties on the relations, e.g. the

transitive 
losure of a relation. By GF

2

�

, we expli
itly denote the two-variable guarded fragment

without equality.

The two-variable fragment of �rst-order logi
 is de
idable and refers to the 
lass of all 
losed �rst-

order formulae 
ontaining at most two variables. Sin
e (propositional) modal logi
 
an be embedded

into FO

2

, the de
idability of FO

2

provides some understanding of the tra
tability of (propositional)

modal logi
s. However, while several extensions of modal logi
, like 
omputational tree logi
 or

CTL, remain de
idable (for validity), 
orresponding extensions of FO

2

lead to unde
idability. The

guarded fragment of �rst-order logi
 is another approa
h to 
apture the ni
e properties of modal

logi
s. It refers to the 
lass of formulae in whi
h all quanti�ers are appropriately relativized by

atoms. This fragment was later generalized to the loosely guarded fragment LGF [4℄, where all

quanti�ers are appropriately relativized by 
onjun
tions of atoms. Both fragments are de
idable

and enjoy several useful synta
ti
 and model theoreti
 properties that do not, in general, hold for

FO

2

. However, already very modest extensions of GF lead to unde
idability [2℄: GF with three
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variables and transitive relations, and GF with three variables and 
ounting quanti�ers, are both

unde
idable extensions of GF.

The two-variable guarded fragment GF

2

is, however, powerful enough to en
ode the Kripke

semanti
s of propositional multi-modal logi
s. For multi-modal logi
s with modalities of type K4,

S4, and S5, GF

2

�

with transitive relations appears as a natural 
hoi
e for a representation language.

We have shown that GF

2

�

with transitive relations is unde
idable [3℄. Moreover, this is the 
ase even

when all non-unary relations are transitive binary relations. Hen
e this 
lass is too large to 
apture

these multi-modal logi
s adequately. On the other hand, when en
oding propositional modal logi
s,

the non-unary relations only appear as guards, su
h guarded formulas are said to be monadi
. The

se
ond main result in [3℄ is that monadi
 GF

2

with binary relations that are transitive, symmetri


and/or re
exive, is de
idable. The latter result has been proved by an en
oding of this 
lass in

SkS (similar to how this 
an be done for CTL). We have also shown that LGF without equality

be
omes unde
idable as soon as a single relation is allowed to be transitive.
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7.6 Hybrid Logi
s

Investigator: Miroslava Tzakova

The expressivity of the basi
 modal language is 
omparatively limited, and must be typi
ally

boosted by the addition of various (appli
ation dependent) new modalities, su
h as the Until op-

erator. Hybrid languages were proposed in [7℄ as an alternative way of in
reasing the expressivity

of modal systems. The me
hanism is to add labels for states in Kripke models and to view these

labels as formulae. For example, given a label x { a spe
ial sort of formula { the formula x! :♦x

is well-formed. The latter formula expresses irre
exivity, whi
h is a �rst-order property that is

not modally de�nable. Hybrid languages 
ombine features of both modal and 
lassi
al logi
: they

possess Kripke semanti
s and in addition 
ontain quanti�ers to bind the labels. We 
onsider quan-

ti�ers over arbitrary states in Kripke models as well as quanti�ers that bind lo
ally, namely, that

bind labels to the 
urrent state (of evaluation) or to a

essible states.

As a 
onsequen
e, hybrid logi
s greatly in
rease the expressivity of modal systems, for example,

they 
an de�ne 
ounting modalities, su
h as `there are at least two su

essors', and the Until

operator. For if 9x is an existential quanti�er over all states in a Kripke model, then Until 
an be

de�ned by the formula:

Until ('; ) := 9x(♦(x ^ ') ^�(♦x!  )):
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This de�nition says: it is possible to bind the label x to a state in su
h a way that (1) the state

labeled x is a su

essor that satis�es ', and (2)  holds at all states pre
eding this labeled state.

In fa
t, hybrid logi
s 
an be viewed as fragments of 
lassi
al logi
 ranging from logi
s that are

proper fragments to systems having full �rst-order expressive power. Moreover, hybrid languages

not only 
an express the Until operator, and therefore possess the expressivity of linear time tempo-

ral logi
, but by enri
hing them with labels for paths and quanti�ers over paths, they 
an 
apture

the expressivity of bran
hing time temporal logi
. For more detailed dis
ussions on the relevan
e of

hybrid languages to linear and bran
hing time temporal logi
 as well as to knowledge representation

we refer to [1, 3, 4, 5℄.

Our work aims at answering some fundamental questions 
on
erning hybrid languages. In

[2, 4, 5℄ we present Hilbert-style axiomatizations for hybrid logi
s of various quanti�ers and prove

them 
omplete. Moreover, we investigate tableau proof systems for hybrid logi
s. In [6℄ we dis
uss

tableau 
al
uli for both hybrid logi
s that are proper fragments of 
lassi
al logi
 as well as for

systems having full �rst-order expressive power. We prove 
ompleteness of the proposed 
al
uli

and thus show that hybrid formalisms behave also proof-theoreti
ally well. For some de
idable

logi
s we give tableau-based de
ision pro
edures.
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8 Logi
 and Un
ertainty

We investigate formal frameworks for reasoning with un
ertain information. Su
h formal frame-

works 
an be purely qualitative non-
lassi
al logi
s that abstra
t from any numeri
al des
ription

of likelihood and utility, and thus try to 
apture the essential logi
al stru
ture of reasoning under

un
ertainty. They 
an also assume more quantitative forms, and ultimately lead to data stru
tures

and algorithms for 
omputing with 
on
rete numeri
al values.

Our main motivation for studying su
h frameworks 
omes from arti�
ial intelligen
e, where they

are used to model human reasoning and de
ision making under un
ertainty. The more numeri
al

frameworks we have studied (notably Bayesian networks), however, are 
losely related to formal

methods that are also used in areas as diverse as 
omputational e
onomi
s, 
omputational biology,


oding theory, and probabilisti
 veri�
ation.

In parti
ular, our work has 
entered on three topi
s: deonti
 logi
 as a basis for qualitative de-


ision theory, probabilisti
 foundations for default reasoning, and formal systems for (quantitative)

probabilisti
 reasoning. Ea
h of these topi
s is des
ribed in more detail below.

Ri
hard Booth, who has re
ently joined our group, has previously worked on the \ent model"

of belief { a numeri
al but non-probabilisti
 model of human belief introdu
ed by J. Paris and A.

Ven
ovsk�a.

8.1 Desires and obligations

Investigators: Leon van der Torre, Emil Weydert

In the PhD thesis [16℄ deonti
 logi
 has been studied, a modal logi
 in whi
h the modal

senten
e Op is read as `it is obligatory that p is the 
ase.' It has been developed as a bran
h

of philosophi
al logi
, and it has re
ently been studied in 
omputer s
ien
e. Topi
s identi�ed

are legal knowledge-based systems, the spe
i�
ation of fault tolerant systems, the spe
i�
ation of

se
urity poli
ies, the automatization of 
ontra
ting and the spe
i�
ation of normative integrity


onstraints for databases [2℄. However, deonti
 logi
 is not suÆ
ient for all appli
ations that are

based on normative reasoning. The problem is that deonti
 logi
 only formalizes reasoning about

obligations, that is, whi
h obligations follow from a set of obligations. However, there is a demand

to formalize reasoning with obligations. For example, a legal expert system may fa
e the diagnosti


problem to determine whether a suspe
t has violated a legal rule, and a robot may have to solve

the planning problem how to ful�ll the desires of his owner. This raised interest in the area of

Qualitative De
ision Theory (QDT). De
ision theory and related theories in e
onomi
s 
on
entrate

on a notion of expe
ted utility that is representable using quantitative preferen
es and probabilities.

More re
ent traditions in Arti�
ial Intelligen
e have explored qualitative de
ision methods in
luding


ontrol rules, rule orderings, default preferen
es, and qualitative approa
hes to probability. The

logi
s of desires and obligations have been studied from a proof-theoreti
 perspe
tive (variants of


onditional logi
 and labelled dedu
tive systems), as well as from a semanti
 perspe
tive (preferen
e-

based and de
ision-theoreti
 { utilitarian and probabilisti
 { semanti
s).

First, we studied the relation between qualitative de
ision theory and deonti
 logi
. In [1℄

we argue that 
onditional desires as well as obligations (and goals, ideals, preferen
es, a
tions,

beliefs, : : : ) 
an be formalized as inferen
e-like pro
esses on propositions, in whi
h inputs are not

in general in
luded among outputs, but in whi
h outputs may be re
y
led as inputs. We outline

a general theory of su
h pro
esses, both unrestri
ted and subje
t to 
onsisten
y 
onstraints. This

proof-theoreti
 perspe
tive builds on labelled logi
s for desires and obligations [4, 5, 6℄. A �rst


omparison between the semanti
 (preferen
e-based) perspe
tive of these two areas has been given
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in [7, 13℄ (see [8℄ for the relation with defeasible reasoning).

Se
ondly, we studied desires in Lang's framework for qualitative de
ision theory. In qualitative

de
ision-theoreti
 planning desires { qualitative abstra
tions of utility fun
tions { are 
ombined

with defaults { qualitative abstra
tions of probability distributions { to 
al
ulate the expe
ted

utilities of a
tions. In [15, 18℄ we 
onsider Lang's framework of qualitative de
ision theory, in

whi
h utility fun
tions are 
onstru
ted from desires. Unfortunately there is no 
onsensus about

the desired logi
al properties of desires, in 
ontrast to the 
ase for defaults. To do justi
e to the

wide variety of desires we de�ne parameterized desires in an extension of Lang's framework. There

are three parameters. The strength parameter en
odes the importan
e of the desire, the lifting

parameter en
odes how to determine the utility of a set from the utilities of its elements, and the

polarity parameter en
odes the relation between gain of utility for rewards and loss of utility for

violations. The parameters in
uen
e how desires intera
t, and they thus in
rease the 
ontrol on

the 
onstru
tion pro
ess of utility fun
tions from desires.

Third, we studied obligations in deonti
 logi
. The main problems to apply deonti
 logi


are the 
ontrary-to-duty and dilemma paradoxes. The 
on
eptual issue of the 
ontrary-to-duty

paradoxes is how to pro
eed on
e a norm has been violated. Clearly this issue is of great pra
ti
al

relevan
e, be
ause in most appli
ations norms are violated frequently. Usually it is stipulated in

the �ne print of a 
ontra
t what has to be done if a term in the 
ontra
t is violated. Usually the


ontra
ting parties do not want to 
onsider a violation as a brea
h of 
ontra
t, but simply as a

disruption in the exe
ution of the 
ontra
t that has to be repaired. The 
on
eptual problem of the

dilemma paradoxes is to determine the 
oheren
e 
onditions of a normative system. For example,

when drafting regulations a 
oheren
e 
he
k indi
ates whether they have this desired property, or

whether they should be further modi�ed. The re
ently developed preferen
e-based deonti
 logi
s

[9, 17, 10, 12℄, and in parti
ular the pres
riptive obligations in update semanti
s [3, 11, 14℄ have

delivered some promising approa
hes for these long-standing problems in normative reasoning and

their notorious deonti
 paradoxes, and a further in
rease in the above mentioned appli
ations may

be expe
ted.
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8.2 Probabilisti
 default reasoning

Investigator: Emil Weydert

Probabilisti
 approa
hes to default reasoning interpret default impli
ations, e.g. Bird(a) )

Can
y(a) (Bird(a) normally implies Can
y(a)), as 
onstraints over quasi-probabilisti
 plausibility

measures, e.g. QP (Bird(a) ^ :Can
y(a)) < QP (Bird(a) ^ Can
y(a)). Here we may distinguish

between the 
oarse-grained ranking measure semanti
s, whi
h uses probabilisti
 order-of-magnitude

valuations, and the �ne-grained nonstandard probability semanti
s, whi
h exploits extended prob-

ability distributions with in�nitesimal values. Nonstandard probability measures are linked to

ranking measures by a proje
tion fun
tion. The idea is then to determine the most reasonable or
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plausible models of the given 
onstraints within the 
hosen quasi-probabilisti
 framework, whi
h

de�nes a nonmonotoni
 plausible inferen
e relation.

In previous work, we have proposed preferen
e strategies for the 
oarse-grained and the �ne-

grained a

ount. Notably JJ-
onstru
tibility [7, 2℄ - only 
onsider those ranking measure models

a

essible by a minimal, irredundant iterated update pro
ess from the uniform, i.e. maximally igno-

rant valuation - and soft entropy maximization [6℄ - a more robust variant of entropy maximization

available within the nonstandard 
ontext (ne
essary to grasp the un
ertain 
hara
ter of default

knowledge and to avoid spurious 
on
lusions). During the past two years, we have addressed three

major questions, whi
h have been investigated in the 
ontext of the DFG-proje
t \Defaults and

Probability". Namely, what is the exa
t relation between these di�erent approa
hes? Is it possible

to single out a 
anoni
al, \most plausible" model of a given default knowledge base? How may we

extend the basi
 te
hniques to more expressive languages, i.e. to boolean or �rst-order 
onstraints?

Con
erning the �rst question, among others we were able to show that for �nite sets of ranking


onstraints of the form r(A) + a � r(A

0

) with a 6= 0, the JJ-
onstru
tible ranking measure models


orrespond to the proje
tions of the soft-entropy-maximal nonstandard probability models [3, 8℄.

This result is rather surprising given the distin
t intuitive ba
kgrounds. But it is very useful

be
ause JJ-
onstru
tibility is mu
h easier to handle than entropy maximization for a 
ontinuum of

parameter 
ombinations. Whether there is a similar result for 
onstraints of the type r(A) � r(A

0

)

remains an open problem.

In standard probabilisti
 reasoning, if we want to sele
t a single most plausible element from a


losed 
onvex set of probability distributions, possessing no additional information, axiomati
 
har-

a
terization results suggest that the maximum entropy model may 
onstitute the most reasonable


hoi
e. But how should we pro
eed in the ranking measure 
ontext? Be
ause the usual probabilis-

ti
 semanti
s for defaults produ
es 
losed 
onvex 
onstraint sets, the most straightforward strategy

would be to maximize entropy in the nonstandard 
ontext and to 
onsider the 
orresponding rank-

ing measure proje
tion. Unfortunately, this solution is not only diÆ
ult to 
ompute, but it is also

very sensitive to small 
hanges of the problem des
ription.

We have therefore de�ned a spe
i�
, maximally uniform JJ-
onstru
tion pro
ess, whi
h builds

the 
anoni
al JZ-model [4℄ for any 
onsistent �nite default knowledge base. This approa
h is not

representation dependent and determines a very powerful default entailment notion. It 
ombines

the transparen
y of rational 
losure, a popular a

ount proposed by Daniel Lehmann [1℄, with the

ability to handle inheritan
e to ex
eptional sub
lasses in a suitable way. We also have generalized

this algorithm to deal with 
onstraints of the form r(A) � r(A

0

). They require a more sophisti
ated

prioritized 
onstru
tion pro
edure to avoid that weak inequalities 
ause loops. Based on this,

we have been able to extend Spohn's iterated belief revision pro
edure - for ranking measures

representing epistemi
 states - to deal with multiple eviden
e expressed by sets of 
onditional

ranking 
onstraints [5℄.
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8.3 Formal Probabilisti
 Reasoning

Investigator: Manfred Jaeger

Our work in this area 
an be roughly divided into two distin
t parts: foundational issues in

probabilisti
 reasoning, and the development of a representation and inferen
e system for random

relations.

Foundations Main fo
us of our work here has been the problem of measure sele
tion. By mea-

sure sele
tion we mean the form of probabilisti
 inferen
e where from partial information about a

probability distribution (e.g. a set of linear 
onstraints) we do not merely infer those probability

bounds for events of interest that are implied through the rules of probability theory, but aim

to tighten these bounds by basing our inferen
e only on some preferred elements in the set of all

probability measures satisfying the 
onstraints.

As a formal rule for su
h a sele
tion pro
ess most often entropy maximization is proposed. As

an intuitive justi�
ation for this sele
tion prin
iple it is often stated that it implements a minimal

information gain prin
iple, i.e. by sele
ting the maximum entropy distribution only a minimal

amount of additional information will be assumed.

In [5℄ a quite di�erent prin
iple is proposed on whi
h to base the sele
tion rule: it is argued that

this sele
tion pro
ess is essentially a statisti
al parameter estimation problem, where from some

given data (the 
onstraints) we wish to determine the parameter that determines the distribution

of the data (the preferred or \true" distribution). Thus, this perspe
tive on the measure sele
tion

problem takes into a

ount that the \true" probability distribution will also a�e
t the likelihood

of obtaining 
ertain 
onstraints. While it is almost immediate that entropy maximization is in-


ompatible with this perspe
tive, it is not easy to �nd general sele
tion rules that will implement

this statisti
al perspe
tive without making too spe
i�
 statisti
al assumptions. The investigation

of su
h rules is the subje
t of ongoing work.

Another basi
 form of probabilisti
 inferen
e { 
onditioning { has been investigated in joint

work with Ian Pratt [2℄. Here we have shown that only under very restri
tive assumptions will

219



The Programming Logi
s Group


onditioning, as it is widely employed in probabilisti
 expert systems, yield probabilities that are


orre
t in the sense that the same numbers would also be obtained if we worked in a probability

spa
e in whi
h our evidential situation 
an be modeled 
ompletely.

Relational Bayesian Networks Bayesian networks are the most su

essful formal framework

for representing and manipulating probability distributions on large attribute spa
es. The ex-

pressiveness of standard Bayesian network, however, is limited to des
ribing random attributes of

individual obje
ts. Random relations between several obje
ts 
an only be des
ribed if a �xed, �nite,

domain of individual obje
ts is assumed { in whi
h 
ase a random relation between obje
ts be
omes

just a random attribute of the domain. However, very often, we want to deal with probabilisti


models of relations in a general way, without �xing a single domain. This has previously led to

proposals for knowledge based model 
onstru
tion (e.g. [7℄). These are approa
hes in whi
h prob-

abilisti
 information is expressed in representation languages whose key elements are probabilisti


Horn 
lauses. This rule-based representation paradigm tends to su�er from at least one of two prob-

lems: they often are not very expressive in that more 
ompli
ated intera
tions between random

relations 
an not be represented, and they often do not possess a very transparent semanti
s.

Relational Bayesian networks were proposed in [3℄ as a framework that 
ombines great expres-

siveness with a very 
lean semanti
s. The basi
 idea is to represent the probabilisti
 dependen
ies

of one random relation r on other relations s,t, : : : by a single fun
tional expression that deter-

mines the probability of ea
h ground r-atom as a fun
tion of the interpretations of the relations

s,t, : : : .

The simpli
ity both of the syntax rules for the formation of these fun
tional expressions, and

of the semanti
s of the resulting relational Bayesian networks, makes this approa
h more amenable

to investigations of its theoreti
al properties than the less manageable rule-based frameworks. In

parti
ular, it has been possible to show that the semanti
s of relational Bayesian networks 
an be

extended to 
ountably in�nite domains, and a method has been found to e�e
tively 
ompute the

probabilities de�ned in this 
ase [6℄. Another issue of great theoreti
al interest is the dependen
y

of the probability of ground formulas on the size of the underlying domain. Here we have shown

that for a 
ertain sub
lass of relational Bayesian networks these probabilities will 
onverge with

in
reasing domainsize [4℄. This result 
an also be read as a new kind of 
onvergen
e theorem in

�nite model theory.

A general result on the 
omplexity of probabilisti
 inferen
e about random relations has also

been derived [1℄. It is shown that when we 
onsider the 
omplexity in terms of the size of the

underlying domain, and assuming NETIME 6=ETIME, then for representation formalisms with the

expressiveness of relational Bayesian networks there do not exist inferen
e methods with a better

worst-
ase behavior than the 
ommonly employed te
hnique of 
onstru
ting an auxiliary standard

Bayesian network over ground atoms, and answering the query by applying standard algorithms to

this network.
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ture Notes in Computer S
ien
e

1023, pages 286{300, 1995.
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9 Other Work

9.1 Logi
al Frameworks

Investigators: Sean Matthews, Lu
a Vigan�o

Resear
h in 'Logi
al frameworks', whi
h in our group is taken to be loosely de�ned as the theory

of (intera
tive) theorem proving systems, has 
ontinued to be fruitful, and we have been able to

develop 
onsiderably work that was only beginning in the last report.

First, is the theory of labelled dedu
tion systems. These systems 
an be des
ribed as hybrid

dedu
tion systems whi
h attempt, on the basis of a (generalized) Kripke semanti
s, to provide

`natural' dedu
tion systems for families of non-
lassi
al logi
s, su
h as modal or substru
tural

(e.g. relevan
e and linear) logi
s, where `natural' means uniform, modular, and with the sort of

properties whi
h would allow them to be implemented dire
tly in a generi
 proof development

system su
h as the Edinburgh LF, whi
h assumes a `mathemati
al' dedu
tion system. In a series

of papers over the last two years [3, 6, 8, 5, 4, 7, 2℄, and in Vigan�o's PhD thesis [13℄, we have

been able to present a systemati
 investigation of the basi
 proof theoreti
 properties of su
h logi
s,

starting from propositional modal logi
s and progressively extending our framework to deal with

quanti�
ation and generalized non-
lassi
al modalities su
h as relevant impli
ation and negation.

What is probably most interesting about our systems is the fa
t that they are not universal: we


an distinguish 
lasses of labelled dedu
tion system whi
h are 
omplete only for subsets of logi
s

with �rst-order presentations (in 
ontrast to the standard treatment of `semanti
 embedding'). We

were able not only to do
ument the exa
t nature of this restri
tion, and the way it a�e
ts the


lass of de�nable logi
s, but also to exploit it for other purposes. Spe
i�
ally, we have used it as

the foundation of a new proof theoreti
 method for establishing spa
e 
omplexity bounds for the

de
ision problem in non-
lassi
al logi
s. We have applied our method to various modal logi
s, and

been able to provide results that are 
omparable with the best known. Preliminary results of this

work have been published in [5, 13, 2℄ and we have submitted a more systemati
 journal paper [1℄.

A se
ond area of work that has been developed further is into the use of a theory of indu
tive

de�nitions as a general framework for de�ning logi
s. An obvious problem with su
h theories is that,

even though they o�er more general metatheoreti
 fa
ilities, they seem to la
k the basi
 fa
ilities

needed in order to do simple obje
t theory. We have shown that it is possible to re
onstru
t many

of the fa
ilities of type-theoreti
 frameworks by a 
ombination of abstra
t theorems, and some

metatheory. This work is des
ribed in [10℄. This work is 
losely related to another question we

have investigated, that of how to re
on
ile theory stru
turing in a theorem proving system with

general (i.e. indu
tive) metatheorms for parti
ular theories. We develop me
hanisms for doing this,

and investigate some of the payo�s in the papers [12, 11℄. The se
ond of these papers in parti
ular

has attra
ted interest, David Basin being invited to SRI International, Menlo Park, last summer

in part to dis
uss it.

A third area of resear
h has been on extensions to the standard type-theoreti
al logi
al frame-

work theories. The problem is that while these notations are suitable for the standard logi
s of

mathemati
s, they are less and less suitable for the logi
s of 
omputer s
ien
e, arti�
ial intelli-

gen
e, or philosophy. The problem though is to �nd reasonable, well founded extensions that �t

the 'spirit' of the original idea. We have developed as an example, an extension of the standard

logi
al framework that provides the ma
hinery to formalize 'validity' (theoremhood) judgments,

using general ideas from proof theory [9℄.
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9.2 Complexity of Nonre
ursive Logi
 Queries

Investigators: Sergei Vorobyov, Andrei Voronkov

A large number of 
omplexity results have been established for logi
 query languages. New

relational query languages, for example SQL-3, extend traditional languages in several dire
tions.

One of them is the introdu
tion of 
omplex values, like sets. In [2, 1℄ we investigated 
omplexity

of the SUCCESS problem for logi
 query languages with 
omplex values: 
he
k whether a query
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de�nes a nonempty set. The SUCCESS problem for re
ursive query languages with 
omplex values is

unde
idable, in general, so we study the 
omplexity of nonre
ursive queries. By 
omplex values we

understand values su
h as trees, �nite sets, and multisets. Due to the well-known 
orresponden
e

between relational query languages and datalog, our results 
an be 
onsidered as results about

relational query languages with 
omplex values. The papers [2, 1℄ give a 
omplete 
omplexity


lassi�
ation of the SUCCESS problem for nonre
ursive logi
 programs over trees depending on the

underlying signature, presen
e of negation, and range restri
tedness. We also proved several results

about �nite sets and multisets.
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9.3 Natural Nonelementary Theories

Investigator: Sergei Vorobyov

What is the highest possible lower 
omplexity bound for a `natural' de
idable theory? Until

re
ently, it was widely believed that theories like B�u
hi's and Rabin's monadi
 se
ond-order arith-

meti
s are the most 
ompli
ated su
h theories, with lower bounds being sta
ks of twos growing

linearly with the length of a formula. In [5℄ we showed that a de
idable rudimentary theory 
 of

�nite typed sets [2, 4, 6, 3℄ requires spa
e ex
eeding in�nitely often (lower bound)

exp

1

(exp(
n)) = 2

2

�

�

�

2

)

height 2


n

for some 
onstant 
 > 0.

This gives the highest 
urrently known lower bound for a de
idable logi
al theory and aÆrmatively

answers to [1, Problem 10.13, p. 75℄:

Is there a `natural' de
idable theory with a lower bound of the form exp

1

(f(n)), where

f is not linearly bounded?

The highest previously known lower (and upper) bounds for `natural' de
idable theories, like WS1S,

S2S, have form exp

1

(dn), with just linearly growing sta
ks of twos.

Originally, in [5℄, this lower bound for 
 was settled by using the powerful uniform lower

bounds method due to [1℄, and probably would not have been dis
overed otherwise. Although very


on
ise, the original proof left a possibility that the method was pushed beyond the limits it was

originally designed and intended for, and some hidden assumptions were violated. In [7℄ we gave

an independent dire
t proof by generi
 redu
tion of the same lower bound. This alternative proof

also helped to �gure out several gaps and hidden assumptions overlooked in [5℄.

The lower bound for 
 was used in [5℄ to settle tight lower bounds for the �(�)-equality in the

simply typed lambda 
al
ulus, and also to settle a strong (nonelementary) lower bound for the


urrently open higher-order mat
hing problem due to G. Huet, see also [8℄.
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9.4 Formal Foundations for the State as Algebra Approa
h

Investigator: Hubert Baumeister

One way to model the state spa
e of a dynami
 system is as an abstra
t datatype. Ea
h

model of the abstra
t datatype is an admissible state of the dynami
 system. The theory of

abstra
t datatypes is well developed, has a rigorous formal basis and is institution independent,

i.e. independent of the parti
ular logi
 used for de�ning abstra
t datatypes, like, e.g., many sorted

equational logi
, or order sorted �rst order logi
 with partial fun
tions. The use of algebras to

model the state of a dynami
 system is quite 
ommon and is referred to as the state as algebra

approa
h.

In [1℄ we have given institution independent formal foundations for the state as algebra approa
h.

We have de�ned, based on a given institution des
ribing the state spa
e of a dynami
 system, a

new institution, where abstra
t datatypes are interpreted as relations on models of the abstra
t

datatypes from the base institution. The advantage of this approa
h is that the results from the

institution independent part of the theory of abstra
t datatypes 
an be reused. For example, we

have de�ned a spe
i�
ation language for the spe
i�
ation of relations, whi
h is based on the usual

operations de�ned on abstra
t datatypes, like, union, signature extension, hiding et
. Further,

we have shown how to apply an institution independent proof 
al
ulus for proving properties of

abstra
t datatypes to prove properties of relations and entailment of relations.

We have de�ned an institution for the logi
al system of the model-oriented spe
i�
ation language

Z, whi
h allowed us to formally relate the state as algebra approa
h to the model-oriented way of

spe
ifying dynami
 systems used by Z. This has resulted in a spe
i�
ation method whi
h is in

many aspe
ts similar to Z's method, but 
an be used with any suitable logi
al system, in
luding

the logi
al systems used for the state as algebra approa
h, as well as the logi
al system used by Z.
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9.5 Linear Logi


Investigator: Giorgio Delzanno

Linear logi
 is a powerful and expressive logi
 
onne
ted to a variety of topi
s in 
omputer

s
ien
e. From a proof-theoreti
al point of view, LL derives from 
lassi
al logi
 by eliminating the

stru
tural rules of weakening and 
ontra
tion. As a 
onsequen
e, in the resulting proof-
al
uli it is

possible to treat formulae as resour
es. Contra
tion and weakening are re-introdu
ed in a restri
ted

way, i.e., they 
an be applied only to the sub
lass of formulae pre�xed by spe
ial modalities.

We aim at studying linear logi
 as a spe
i�
ation language for advan
ed 
on
epts of program-

ming (e.g., 
on
urren
y and obje
t-orientation). Our approa
h is based on a re�nement of linear

logi
 sequent-
al
uli based on the proof-theoreti
 
hara
terization of logi
 programming. Spe
i�-


ally, we 
onsider uniform proof systems in the style of extensions of logi
 programming based on

intuitionisti
 logi
. Given a sequent s = � ! G, a uniform proof for s is a 
ut-free proof built

a

ording to the following strategy: (1) de
ompose the `goal' G to atomi
 formulas; (2) apply the

formulas in � (e.g. using resolution-like steps) and go ba
k to (1), until an axiom is rea
hed.

A well-founded 
ombination of higher-order logi
 programming and linear logi
 is used to give

a

urate en
odings of di�erent 
al
uli for obje
t-oriented and agent-oriented programming. In [3℄,

we have isolated a fragment of higher-order linear logi
 that serves as spe
i�
ation language for a

wide 
lass of obje
t-oriented primitives and 
onstru
ts. Then we have introdu
ed an obje
t-based

language (in Abadi-Cardelli style) and have shown that the fragment taken into 
onsideration is

powerful enough to en
ode this language. In [5, 1, 2℄, we have extended the previous idea to


on
urrent obje
t- and agent-systems. In [4℄, we analyze the relation with other formalisms used

to express 
omputational aspe
ts (term rewriting).
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10 Systems

Along with `pure' resear
h, the Logi
 of Programs group is developing various pie
es of software in

order to demonstrate the pra
ti
al feasibility of our theoreti
al 
on
epts.

In this se
tion we des
ribe our progress with regard to these systems, their availability, and

(where appli
able) their performan
e as measured against other 
ompetitive systems.

10.1 SPASS Version 1.0.0

Investigator: Christoph Weidenba
h

Resear
h assistants: Bijan Afshordel, Uwe Brahm, Christian Cohrs, Thorsten Engel, Enno Keen,

Christian Theobalt, Dalibor Topi�


spass is an automated theorem prover for full sorted �rst-order logi
 with equality that extends

superposition by a sort 
on
ept and by a splitting rule for 
ase analysis [7℄. It is one of most

powerful systems 
urrently available. For example, it won four pri
es at re
ent CADE theorem

prover system 
ompetitions, more than any other system. spass is meant to be useful for two

groups of users. People using it as a tool and people using it as a development platform. Many of

our re
ent e�orts went into improving ease of use for both groups.

Compared to the version of spass des
ribed in the previous progress report a large amount

of existing 
ode was re-implemented or adjusted. In addition, we have added many new features,

some of whi
h are des
ribed below.

One of our long term goals is to provide as mu
h of the fun
tionality of spass as possible in form

of a do
umented C-library. Towards this end, we improved modularization, debugging support and


ode do
umentation. Apart from the do
umentation 
ontained in the 
ode, there is 
urrently not

mu
h extra do
umentation available. The memory management module is an ex
eption in this

regard. The module allo
ates memory in pages of uniform size that are then 
ut into appropriate

pie
es. In addition to a gain in performan
e, the module supports many debugging features that are

otherwise only supported by 
ommer
ial software. For example, it 
an dete
t writes over memory

blo
ks or 
an point to memory leaks.

For spass we have adopted the GNU 
ommand line options pa
kage for C. So all spass options


an now be given as 
ommand line options to spass. In addition to options sele
ting inferen
e or

redu
tion rules, the sele
tion of various strategies (e.g. set of support), and various possibilities to

in
uen
e the way spass's output looks like, there is the possibility to feed spass via pipes and to

use the prover in an intera
tive way: �rst, a set of axioms is given to spass and then the prover 
an

be subsequently given 
onje
tures to prove with respe
t to su
h an axiom set. This is parti
ularly

useful in a 
ontext where spass is integrated as an inferen
e engine for some other system.

We added an abstra
t ordering interfa
e module to spass, where in parti
ular the lifting of an

arbitrary redu
tion ordering to literals/
lauses is implemented. In addition to the Knuth-Bendix

ordering (KBO) implemented in Version 0.55, we added an implementation of the re
ursive path

ordering with status (RPOS).

spass now has the 
lause normal form translation built in, so it 
an be dire
tly applied to

�rst-order formulae, and it 
an be used to 
onvert formulae into CNF. The 
urrent implementation


ontains all features des
ribed by Nonnengart, Ro
k and Weidenba
h [5℄: Optimized and strong

Skolemization and the improved implementation of formula renaming, the repla
ement of subfor-

mulae by new predi
ate symbols (
f. se
tion 3.1). Furthermore, we extended renaming su
h that

it now �rst sear
hes for generalizations of renaming 
andidates and then simultaneously repla
es
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all instan
es of the found generalization. For problems 
ontaining equality we added a number of

simpli�
ation rules that eliminate o

urren
es of equations.

It is often useful to expand atom de�nitions before CNF transformations, and/or to apply atom

de�nitions to 
onje
ture formulae/
lauses. An atom de�nition is meant to be formula of the form

8x

1

; : : : ; x

n

[� � (P ([x

1

; : : : ; x

n

℄) �  )℄

where P ([x

1

; : : : ; x

n

℄) denotes an arbitrary atom with predi
ate symbol P 
ontaining the variables

x

1

; : : : ; x

n

. We require that P does not o

ur in  . spass sear
hes an input �le for formulae that


an be transformed in the above form and then allows the user via options to repla
e o

urren
es

of atoms P ([t

1

; : : : ; t

n

℄) by  � if in the repla
ement 
ontext the formula �� is valid where � =

fx

i

7! t

i

j 1 � i � ng.

We added a variety of new inferen
e rules to spass: Ordered/unordered hyper resolution, unit

resolution, merging paramodulation, ordered/unordered paramodulation. All inferen
e rules 
an

be 
ombined with sele
tion strategies for negative literals. A further new inferen
e rule is depth

bounded unit resolution, a variant of unit resolution that requires the term depth of a unit resolvent

to be less or equal to the maximal term depth of its parents. Although this rule is not 
omplete,

even in a Horn setting, it is guaranteed to terminate on any 
lause set and turned out to be very

useful in pra
ti
e for subproofs in the 
ontext of optimized Skolemization [5℄ and the appli
ability

test for de�nitions (see above).

For many appli
ations, like, e.g., automati
 type inferen
e (e.g., [1℄) it is ne
essary/useful that

the prover is a de
ision pro
edure for the input formula 
lasses. If 
lasses do not belong to a

de
idable fragment, safe approximations 
an be used to guarantee termination. We 
on
entrated

on monadi
 
lause 
lasses and implemented various methods to transform arbitrary 
lause sets into

monadi
 
lause sets. These 
an then be further approximated into de
idable monadi
 
lause sets.

For example, a 
lause

:R(x; f(x; y)) _ :S(x) _R(g(x); h(y))


an �rst be equivalently transformed into a monadi
 
lause

:T (r(x; f(x; y))) _ :S(x) _ T (r(g(x); h(y)))

and then be approximated by the 
lauses

:T (r(x; f(x; y))) _ :S(x) _ :P (z) _ :Q(v) _ T (r(z; v))

:T (r(x; f(x; y))) _ :S(x) _ P (g(x))

:T (r(x; f(x; y))) _ :S(x) _Q(h(y))

that then overestimate the relation R, represented by the fun
tion r in the approximation. The

fragment formed by 
lauses of the �nal form is de
idable and e�e
tive representations for R 
an be

derived by a saturation of the 
lause set [6℄. Approximation te
hniques are also a prerequisite for

semanti
 approa
hes to guide the sear
h for a prover itself [4℄ (
f. se
tion 3.2).

We 
ompletely re-implemented the extra
tion of proofs from spass runs. The extra
ted proofs

are now less redundant with respe
t to the appli
ation of the splitting rule, and our proof module

is now able to deal with proofs of several hundred thousand steps in reasonable time. If splitting

o

urs in a proof, the proof has a tree (tableau) like stru
ture. It is now possible to transform su
h

proofs into trees that 
an then be graphi
ally displayed.

Furthermore, we built an automated proof 
he
ker based on logi
al impli
ation between 
lauses.

spass proofs are translated into a sequen
e of proof obligations, one for ea
h proof step. The tree

stru
ture 
aused by splitting appli
ations is separately 
he
ked by an independent algorithm. Every

single proof step obligation is then 
he
ked by a (di�erent) prover. We usually employ Otter [3℄ for

this task. The advantage of this method is that it is 
ompletely independent from variations of the

used 
al
ulus and is able to 
he
k proofs up to several hundred thousand steps in reasonable time.

Sin
e the proof 
he
ker does not depend on spass nor on the 
al
ulus used in spass, any 
lause
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based refutation proof that relies on logi
al impli
ation 
an be 
he
ked using the 
he
ker.

We added a www interfa
e to the spass homepage. The interfa
e in
ludes the possibility for

a �le upload and o�ers the full fun
tionality of the prover in
luding help �les. In order to restri
t

the load of the server, spass runs are 
urrently limited to 30 se
onds.

We added a bun
h of tools: flotter is still our CNF-translator. Now it is simply implemented

by a link to spass. p
he
k is our proof 
he
ker (see above). dfg2otter transforms spass input

�les into Otter syntax. Our motivation for this was to employ Otter as a proof 
he
ker. dfg2tptp

transforms spass input �les into TPTP-Syntax. prolog2dfg transforms prolog programs into

spass input �les. This is 
urrently restri
ted to purely logi
al programs. The motivation is type

inferen
e from PROLOG programs using spass. dfg2as
ii provides an ASCII pretty print variant

for spass input �les. dfg2dfg is a 
onversion tool that transforms spass input �les, 
urrently

dedi
ated to the 
omputation/approximation of monadi
 
lause 
lasses (see above). A 
ombination

of the translator dfg2tptp with tptp2X yields a translation pro
edure from our DFG-Syntax [2℄

into all prover formats supported by the TPTP-library [8℄.

The spass distribution now also 
ontains binaries for SUN Spar
 Solaris, DEC Alpha Ultrix, PC

Linux, PC X86 Solaris and PC Windows 95/Windows 98/Windows NT. For the Windows versions

we added a neat GUI to spass that is built using the Qt library and also available as a SUN Spar


Solaris binary. Under a unix environment, the sour
e 
ode without the GUI (
urrently about 90000

lines) should 
ompile without any problems if re
ent versions of the standard GNU tools bison,

flex, make and g

 are available. The distribution is available from the spass homepage:

http://spass.mpi-sb.mpg.de/

where also links to the www-interfa
e, do
umentation and problem libraries exist. The distribution

of spass 
ontains texinfo based do
umentation in di�erent formats: man pages, info pages, html

pages and posts
ript do
uments.
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10.2 Evolutionary Algorithms and its Appli
ations in FREAK and Emotion

Investigator: J�orn Hopf

In the last two years we have been working on the appli
ations of evolutionary algorithms

(a term whi
h 
olle
ts together evolutionary programming, evolutionary strategies and geneti


algorithms) to areas of optimization as diverse as non-linear predi
ation and 
ontrol, and photo

mask lithography.

Evolution of Fuzzy Rules for predi
ation and 
ontrol with FREAK

We have been looking at how evolving algorithms 
an be applied to the problem of 
ontrolling, e.g.,

an e
onomi
 system. Su
h systems are well known to be non-linear. In 
ontrast to more 
ommon

approa
hes using arti�
ial neural networks, where the knowledge is hidden in the ar
hite
ture of

the network and its weighted 
onne
tions, a fuzzy system provides a readable knowledge base.

We have developed the Library FREAK (Koevolution�arer Algorithmus zur Entwi
klung von

Fuzzy-Reglern) for the evolution of fuzzy rules where evolutionary and 
oevolutionary approa
hes


an be tested and the advantage of 
oevolution, whi
h so far has been used only for fun
tion

optimization, 
an be exploited in the development of fuzzy rules.

Our experien
e with this approa
h has been positive, and an appli
ation on steering was inves-

tigated. The 
urrent resear
h 
on
erns sto
k fore
asting where a �rst approa
h shows appli
able

results.

Optimizing Photo Mask Layout for Grey-tone Lithography with Emotion

With this work we have been investigating the optimization of photo mask layout for sili
on mi
ro

ma
hining (the te
hnology of building mi
ro me
hani
al systems on sili
on using photo lithography

and dry-et
hing), in parti
ular the problem of laying out the mask.

A drawba
k of the 
urrent state of this te
hnology is that photo masks are stru
tured as �xed

arrays of `rasters' sin
e the general optimization problem is 
omputationally intra
table. Today, as

proje
ts grow more ambitious, this is be
oming a greater problem. We have been looking at how we

might be able to use an evolutionary algorithm to optimize a `free' arrangement, unrestri
ted by the

raster mask usually used and and the development of Emotion (evolutionary mask optimization)

is in progress.

Several 
onstraints , e.g. minimum hole size, minimum hole distan
e, stru
tures of holes and

pla
ing holes side by side have to be 
onsidered. Our �rst results have shown that the average

deviation for even a 
omplex stru
ture like a Fresnel-lens 
an be kept mostly below the wavelength

of ultraviolet light. The area whi
h 
an be optimized at on
e 
ould be extended to 1mm

2

and the


omputing time is further more redu
ed. Larger areas (e.g. 1
m

2

) have to be divided into parts.

Be
ause of physi
al e�e
ts like di�ra
tion, we 
annot optimize these parts sequentially. Hen
e a

possible parallel/sequential approa
h is used.
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Current work should minimize the roughness of the surfa
e by taking advantage of the physi
al

pro
ess of mask produ
tion and by appli
ation of a variability 
hanging pro
ess for mutations of

the evolutionary pro
ess.

(This work is part of the Laser 2000 proje
t of the BMBF-Program.)

10.3 COUPE: Constraint Programming and Cutting Plane Environment

Investigator: Thomas Kasper

In [1, 2℄, bran
h-and-infer, a unifying framework for integer linear programming and �nite

domain 
onstraint was introdu
ed. The Coupe system is a prototype implementation of a bran
h-

and-infer solver. In its basi
 form, Coupe 
an be seen as a polyhedral bran
h-and-
ut based


onstraint solver for pseudo-Boolean 
onstraint programming. In 
omparison to other bran
h-and-


ut solvers like Cplex, Coupe has also the ability to solve symboli
 
onstraints, be
ause Coupe

is an instan
e of the bran
h-and-infer framework. Among disjun
tive 
utting plane generation

from arbitrary disjun
tions, in
luding as a spe
ial 
ase the well-known lift-and-proje
t method, the


urrent version of Coupe supports symboli
 
onstraints for expressing non-linear 0-1 inequalities,

simple assignment problems, and for indi
ating the truth value of a linear inequality. Furthermore,

Coupe has an interfa
e to the algorithms of the Opbdp system developed by Peter Barth. Coupe

is implemented in C++ and 
onsists of about 25000 lines of 
ode. To solve linear programs, it uses

the 
ommer
ial linear programming pa
kage Cplex.
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10.4 Model Che
king in CLP: a prototype

Investigators: Giorgio Delzanno, Andreas Podelski

Based on our work relating temporal properties and semanti
s of 
onstraint logi
 programs [1℄,

we have implemented a model 
he
king pro
edure in SICStus Prolog 3.7.1 using the CLP(Q,R)

library and the Boolean 
onstraint solver (implemented with BDDs). We make extensive use of the

run-time database fa
ilities for storing and retrieving intermediate results of the analysis, and of

the meta-programming fa
ilities (e.g., the inter
hangeability between uninterpreted and interpreted


onstraints expressions).

We have applied the implementation to several in�nite-state veri�
ation problems that are

be
oming ben
hmarks in the 
ommunity (e.g. mutual-ex
lusion algorithms). This allowed us to

evaluate the performan
e of our implementation, to experiment with evaluation strategies and

abstra
tions, and to 
ompare our solution with previous solutions.

We implement the solving of 
onstraints over integers, whi
h is needed for model 
he
king

integer-valued 
on
urrent systems, through a 
onstraint solver over reals. We thus trade the theo-

reti
al and pra
ti
al gain in eÆ
ien
y with an extra abstra
tion.

Referen
es
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(TACAS'99) held as part of ETAPS'99, volume 1579 of Le
ture Notes in Computer S
ien
e, pages 223{

239, Amsterdam, The Netherlands, January 1999. European Asso
iation for Programming Languages

and Systems (EAPLS); European Asso
iation for Theoreti
al Computer S
ien
e (EATCS), Springer.
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11 Journal and 
onferen
e a
tivities

11.1 Editorial positions

The editorial a
tivities of sta� of the programming logi
s group are as follows:

Harald Ganzinger is an editor of the following journals:

{ Information Pro
essing Letters

{ Journal of Automated Reasoning

{ Theory of Computing Systems

{ Dis
rete Mathemati
s and Computer S
ien
e

Andreas Nonnengart was 
o-editor of the pro
eedings of the �rst International Joint Conferen
e

on Qualitative and Quantitative Pra
ti
al Reasoning (ECSQARU/FAPR'97).

Andreas Podelski is an editor of the International Journal on Software Tools for Te
hnology Tranfer

11.2 Conferen
e a
tivities

The parti
ipation of the members of the programming logi
s group in the organisation of various


onferen
es is as follows.

Program 
omittees

Giorgio Delzanno was a member of the program 
omittee of the Post-Conferen
e Workshop on

Transa
tions and Change in Logi
 Databases (DYNAMICS'98) at the Joint International Confer-

en
e and Symposium on Logi
 Programming.

Harald Ganzinger is or was a member of the program 
omittee of

{ the 1999 International Conferen
e on Automated Dedu
tion (CADE-16) (as 
hair)

{ the 6th International Conferen
e on Logi
 for Programming and Automated Reasoning

(LPAR'99) (as 
o-
hair)

{ the 1999 
onferen
e on Foundations of Software S
ien
e and Computation Stru
tures

(FOSSACS'99)

{ the 1999 Annual Conferen
e of the European Asso
iation for Computer S
ien
e Logi
 (CSL'99)

{ the 1998 International Conferen
e on Automated Dedu
tion (CADE-15)

{ the 1998 
onferen
e on Rewriting Te
hniques and Appli
ations (RTA'98)

{ the 1997 International Conferen
e on Automated Dedu
tion (CADE-14)

{ the 1997 
onferen
e on Rewriting Te
hniques and Appli
ations (RTA'97)

{ the 1997 
onferen
e on Prin
iples of Programming Languages (POPL'97)

Andreas Nonnengart was a member of the program 
omittee of the First International Joint Con-

feren
e on Qualitative and Quantitative Pra
ti
al Reasoning (ECSQARU/FAPR'97).

Andreas Podelski is or was a member of the program 
omittees of

{ the 1999 International Symposium on Stati
 Analysis (SAS'99)
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{ the Fourth International Workshop on Set Constraints and Constraint-based Program Anal-

ysis (Set Constraints'98)

{ the First International Conferen
e on Foundations of Software S
ien
e and Computation

Stru
tures (FOSSACS'98, part of the European Joint Conferen
es on Theory and Pra
ti
e of

Software (ETAPS))

{ the Third International Conferen
e on Prin
iples and Pra
ti
e of Constraint Programming

(CP97)

{ the First International Workshop on Con
urrent Constraint Programming for Time Criti
al

Appli
ations (COTIC 97)

{ the Third International Workshop on Set Constraints and Constraint-based Program Analysis

(Set Constraints'97)

{ the Fourteenth International Logi
 Programming Symposium (ILPS'97),

Emil Weydert was a member of the program 
ommittee of

{ the Fourth Dut
h/German Workshop on Nonmonotoni
 Reasoning Te
hniques and their Ap-

pli
ations (DGNMR 99)

{ the First International Joint Conferen
e on Qualitative and Quantitative Reasoning

(ECSQARU/FAPR 97)

{ the Third Dut
h/German Workshop on Nonmonotoni
 Reasoning Te
hniques and their Ap-

pli
ations (DGNMR 97)

Organisation of workshops and 
onferen
es

Andreas Nonnengart was a member of the organising 
omittee of the First International Joint

Conferen
e on Qualitative and Quantitative Pra
ti
al Reasoning (ECSQARU/FAPR'97).

Andreas Podelski was on the organising 
ommitee of the Dagstuhl Seminar on Con
urrent Con-

straint Programming. O
tober 6 - 10, 1997.

Christoph Weidenba
h is an ele
ted member of the steering 
ommittee of the International Work-

shop on First Order Theorem Proving (FTP).

Emil Weydert was the organiser of the Third Dut
h/German Workshop on Nonmonotoni
 Reason-

ing Te
hniques and their Appli
ations (DGNMR 97)
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12 Tea
hing A
tivities

Apart from the 
ore Computer S
ien
e 
ourse on programming languages, the group also 
ontributes

a wide range of general and spe
ialist le
tures and seminars to the logi
 and 
omputation 
urri
ulum

organised together with DFKI and the Computer S
ien
e Department. (Unless spe
i�ed, 
ourses

were taught at the University of Saarbr�u
ken.)

Key: L { Le
tures, LE { Le
tures and exer
ises, E { Exer
ises, S { Seminar,

FoPra { Proje
t 
lass.

Summer Semester 1997

Constraintprogramming A. Bo
kmayr { L (at the University of Wro
law)

Informatik IV H. Ganzinger { LE

Praxis des Contraintprogrammierens A. Bo
kmayr { LE

Veri�kation H. Ganzinger, A. Podelski { S

Set 
onstraints, their use for program analysis and for solving 
onstraint problems over (feature)

trees A. Podelski { L (ESSLLI'97 in Aix-en-Proven
e)

Winter Semester 1997/1998

Anwendungen der Constraintprogrammierung A. Bo
kmayr { FoPra

Veri�kation verteilter Systeme H. Ganzinger, A. Podelski { S

Theoretis
he Grundlagen der Objektorientierung S. Matthews { L

Praxis des Programmierens C. Weidenba
h { LE

Probabilistis
hes S
hlie�en E. Weydert { L

Summer Semester 1998

Optimierung A. Bo
kmayr { LE

Unix f�ur fortges
hrittene Benutzer U. Waldmann { LE

Re
hnergest�utztes Beweisen A. Podelski, C. Weidenba
h { LE

S
hlie�en und Ents
heiden mit graphis
hen und logis
hen Modellen H. Ganzinger, M. Jaeger,

E. Weydert { S

Winter Semester 1998/1999

Logik f�ur Informatiker H. Ganzinger { LE

Formale Methoden in der Si
herheit H. Ganzinger, B. P�tzmann, A. Podelski, M. S
hunter { S

Optimierung A. Bo
kmayr, F. Eisenbrand { S

Formal systems of probabilisti
 inferen
e M. Jaeger, E. Weydert { L (ESSLLI'99 in Saarbr�u
ken)

Automated Reasoning C. Weidenba
h { LE (at the International Masters Program at the University

of Dresden)
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Summer Semester 1999

Termersetzungssysteme H. Ganzinger { LE

Theorie und Anwendung Bayess
her Netzwerke und verwandter Formalismen M. Jaeger, A. Jame-

son { LE

Einf�uhrung f�ur die H�orer aller Fakult�aten A. Podelski { LE

Universelle Algebra und Verbandstheorie V. Sofronie-Stokkermans { LE

Praxis des Programmierens U. Waldmann { LE

Beweisen mit SPASS C. Weidenba
h { FoPra

Diploma students

Members of the programming logi
s group were the advisors for the following diploma theses of

students of the University of the Saarland.

Mi
hael Christen, A Cal
ulus of Simpli�
ation for Superposition

Stefan Friedri
h, Integration of a De
ision Pro
edure for Se
ond-Order Monadi
 Logi
 in a Higher-

Order Logi
 Theorem Proving Environment

Peter Leven, Integrating Clausal De
ision Pro
edures in a Ta
ti
 Based Theorem Prover

Jan Timm, Testing the Satis�ability of RPO Constraints
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13 Dissertations and Habilitations

13.1 Do
torates

Completed

U. Waldmann, Can
ellative Abelian Monoids in Refutational Theorem Proving, (July 1997)

L. Vigan�o, A Framework for Non-Classi
al Logi
s, (September 1997)

R.A. S
hmidt, Optimised Modal Translation and Resolution, (November 1997)

T. Kasper, A Unifying Logi
al Framework for Integer Linear Programming and Finite Domain

Constraint Programming, (De
ember 1998)

G. Struth, Canoni
al Transformations in Algebra, Universal Algebra and Logi
, (April 1999)

In Progress

H. Baumeister, Relations between Abstra
t Datatypes modeled as Abstra
t Datatypes (submitted)

U. Hustadt, Resolution-Based De
ision Pro
edures for Sub
lasses of First-Order Logi
 (submitted)

J. Hopf, Combinatorial Optimization of Photo Mask Layout for Grey-tone Lithography by an Evo-

lutionary Algorithm

J. Stuber Superposition Theorem Proving for Algebrai
 Theories

M. Tzakova, Hybrid Languages

P. Maier, Constraint-based Compositional Veri�
ation

C. Meyer, Soft Typing for Clausal Inferen
e Systems

13.2 Habilitations

Completed

A. Podelski

In Progress

S. Matthews
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14 Grants and 
ooperations

Theorembeweisen und Algebra

Des
ription

The 
ommonest te
hniques of automated theorem proving (e.g. resolution) are not well suited for

working with typi
al algebrai
 stru
tures, sin
e the large number of inferen
es possible at any time

(be
ause of, e.g., asso
iativity, 
ommutativity or transitivity) means that that the sear
h spa
e 
an

grow un
ontrollably.

One possible solution to this problem is to integrate the algebrai
 axioms into the theorem prover

itself, where we 
an better 
ontrol their appli
ation a

ording to the parti
ular 
ir
umstan
es.

The sear
h spa
e 
an be further 
ontrolled by exploiting quanti�er elimination te
hniques and the

redundan
y 
riteria of the theory.

The purpose of this proje
t was to exploit and further develop these te
hniques for new algebrai


stru
tures (e.g. Abelian monoids or groups with further properties su
h as torsion-freeness or partial

or total ordering).

Te
hni
al Data

Starting date: September 1, 1996

Duration: 2 years (
ompleted)

Funding: DFG

Sta� at MPI f. Informatik: Harald Ganzinger

J�urgen Stuber

Uwe Waldmann

Partners

The proje
t was part of the \S
hwerpunktprogramm Deduktion", the partners of whi
h in
luded:

Universit�at Brauns
hweig; Universit�at Ulm; Universit�at Kaiserslautern; Universit�at Berlin.

Steuerung der Beweissu
he dur
h Abstraktion

Des
ription

The aim of this proje
t was to investigate abstra
tion te
hniques that allow us to dire
t the sear
h

for a proof. We have proposed a variant of ordered resolution with semanti
 restri
tions based on

interpretations whi
h are identi�ed by the given atom ordering and sele
tion fun
tion. Te
hniques

for automati
ally and e�e
tively approximating validity (satis�ability) via abstra
tion in these

interpretations are presented and related to methods of soft typing for programming languages.

The abstra
ted interpretations are then used to dete
t redundant 
lauses and to sele
t inferen
es.

The framework is shown to be stri
tly more general than 
ertain previously introdu
ed approa
hes.

Implementation of some of our te
hniques in the SPASS(see x10.1) prover has lead to en
ouraging

experimental results.

Te
hni
al Data
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Starting date: September 1, 1996

Duration: 2 years (
ompleted)

Funding: DFG

Sta� at MPI f. Informatik: Harald Ganzinger

Ullri
h Hustadt

Christoph Meyer

Christoph Weidenba
h

Partners

The proje
t was part of the `S
hwerpunktprogramm Deduktion', the partners of whi
h in
luded:

Universit�at Brauns
hweig; Universit�at Ulm; Universit�at Kaiserslautern; Universit�at Berlin.

CONSOLE: Constraint Solving in Europe

Des
ription

The goal of this proje
t was to fa
ilitate the intera
tions between European resear
h teams in the

�eld of 
onstraint solving, espe
ially 
on
erning visits and ex
hanges of young resear
hers. The

work mainly fo
used on symboli
 
onstraints (i.e. logi
 formulae interpreted in some tree stru
ture)

and on the appli
ation of 
onstraints to 
onstraint logi
 programming languages.

The MPI-part in this proje
t is mainly 
on
erned with

� Paramodulation and Superposition Cal
uli

� Set Constraints and the Monadi
 Class

� Non-Linear Constraints in CLP(R)

� 0-1 Constraints in CLP(PB)

Te
hni
al Data

Starting date: 1 January 1995

Duration: 3 years (
ompleted)

Funding: Human Capital and Mobility

Sta� at MPI f. Informatik: Peter Barth

Alexander Bo
kmayr

Witold Charatonik

Harald Ganzinger

Andreas Podelski

Uwe Waldmann

Partners

University of Bar
elona; University of Lille; INRIA Lorraine; University of Orsay; Cosyte
, Orsay;

University of Padova.
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CCL II: Constru
tion of Computational Logi
s II

Des
ription

The obje
tives of CCL II are

� to investigate spe
i�
 instan
es of 
ombination problems for logi
s and 
onstraints of parti
-

ular interest

� to investigate new symboli
 
onstraints and to design algorithms for 
ombining existing 
on-

straint systems

� to develop or improve theorem proving te
hniques for 
ertain logi
s of spe
ial importan
e for

programming, by taking advan
e of 
onstraint systems.

Te
hni
al Data

Starting date: September 1996

Duration: 3 years

Funding: ESPRIT Basi
 Resear
h Working Group 22457

Sta� at MPI f. Informatik: Harald Ganzinger
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