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a b s t r a c t

The neural mechanisms used in tone rises and falls in Mandarin were investigated. Nine participants
were scanned while they named one-character pictures that required rising or falling tone responses
in Mandarin: the left insula and right putamen showed stronger activation between rising and falling
tones; the left brainstem showed weaker activation between rising and falling tones. Connectivity anal-
ysis showed that the significant projection from the laryngeal motor cortex to the brainstem which was
present in rising tones was absent in falling tones. Additionally, there was a significant difference
between the connection from the insula to the laryngeal motor cortex which was negative in rising tones
but positive in falling tones. These results suggest that the significant projection from the laryngeal motor
cortex to the brainstem used in rising tones was not active in falling tones. The connection from the left
insula to the laryngeal motor cortex that differs between rising and falling tones may control whether the
rise mechanism is active or not.

Crown Copyright � 2012 Published by Elsevier Inc. All rights reserved.
1. Introduction

The larynx is involved in many aspects of speech production,
including suprasegmental control, the transition from voiced to
voiceless excitation and direction of fundamental frequency move-
ment that is contrastive on segments as short as a syllable in tonal
languages (Ludlow, 2005; Yip, 2002). Relatively little is known
about neural control of the larynx in general and, of the functions
indicated earlier, least is known about neural and motor control
in the production of segmentally contrasting tones (Ludlow, 2005;
Simonyan & Horwitz, 2011). This is surprising, as semantic con-
trasts based on tone differences are used in some languages, includ-
ing Mandarin, the language spoken by the largest number of people
in the world.

Four tones occur in Mandarin stressed syllables (designated T1,
T2, T3 and T4), which arise mainly from the voice fundamental
frequency movements that occur in the syllables. Idealized move-
ments in fundamental frequency for the four tones are represented
schematically in Fig. 1a. These movements alone are sufficient to
give contrastive meanings between pairs of syllables (Lin, 2001).

Children learn to make tone contrasts at a later age than place,
manner and voicing contrasts. T1–T4 fall into two groups based on
the age at which they are acquired: T1 and T4 are acquired earlier
than T2 and T3 (Hua & Dodd, 2000; Li & Thompson, 1977). This
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(P. Howell), +86 (0) 10 5880

ll), luchunming@bnu.edu.cn
suggests that members of the latter pair are difficult to produce
in comparison to the former pair. Another fact pointing to T2 and
T3 being more difficult than T1 and T4 is that most tone confusion
errors involve T2 and T3 (Clumeck, 1977; Li & Thompson, 1977).
This may indicate that the ability to produce rises and falls is reli-
ant on neural mechanisms that mature at different ages. This
hypothesis is backed up by observations that show that different
laryngeal maneuvers are associated with production of rising and
falling voice fundamental frequency (Harvey & Howell, 1980;
Ludlow, 2005).

The current study was designed to investigate whether different
neural mechanisms give rise to fundamental frequency rises and
falls, so T2 and T4 were the main focus. The evidence for the differ-
ent laryngeal maneuvers that achieve fundamental frequency rises
and falls is summarized next, followed by a review of the evidence
for the neural mechanisms that control the larynx.

1.1. Laryngeal mechanisms responsible for fundamental frequency
rises and falls

One theory is that voice fundamental frequency drops when
activity ceases in the laryngeal structures responsible for achieving
rises (Harris, 1974). If this was true, a single neural mechanism
could be responsible for rise and fall maneuvers. However, one
problem for this theory is why falls in fundamental frequency
occur at different rates on different tones (as shown when T3
and T4 are compared in Fig. 1a). The majority of researchers con-
sider that there are active fundamental frequency lowering mech-
anisms. These either use different muscles from those used for
ights reserved.
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Fig. 1. Mandarin tonal movement. (a) The range of fundamental frequencies that
speakers of Mandarin use can be split into five equally spaced sub-ranges. T1 starts
and ends at level 5; T2 starts at level 3 and increases to level 5; T3 starts at level 2,
dips to level 1, and then rises to level 4; T4 starts at level five and decreases to level
1. (b) and (c) the cartilaginous and muscular tissues that are important for
achieving changes in voice fundamental frequency (reprinted from Harvey &
Howell, 1980, with permission).
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raising fundamental frequency, or employ the same muscles used
when making rises but control them in different ways (Hirano,
Vennard, & Ohala, 1970; MacNeilage, 1972; Ohala, 1970).

The larynx has nine cartilages altogether, three of which are
especially important for fundamental frequency control (shown
in Fig. 1b and c). Two of these are single cartilages (the thyroid
and cricoid) while the third is a bilateral pair of cartilages (the ary-
tenoids). The thyroid cartilage sits above, and is larger in diameter
than, the cricoid cartilage. The thyroid and cricoid cartilages can be
moved up or down by extrinsic muscles, which are connected to
the hyoid bone, skull and sternum. There are also several muscles
that only connect with structures within the larynx (the intrinsic
muscles).

Vocal fold tension determines fundamental frequency. The vo-
cal folds run from the front of the thyroid cartilage to the vocal pro-
cesses of the arytenoid cartilages, which in turn are seated on the
rear of the cricoid cartilage. The vocalis muscle and other tissue
form the body of the vocal folds. In voiced speech the vocal folds
go through a cycle where air from the lungs forces them apart
and then they come together again because of the drop in pressure,
suction due to the Bernoulli eddying action of the released air and
tissue elasticity. The vibration rate of the vocal folds determines
the voice fundamental frequency, so it is necessary to understand
how the cartilages and the intrinsic and extrinsic muscles alter
their tension.

The cricothyroid is the main intrinsic laryngeal mechanism that
raises and lowers fundamental frequency. As it contracts, it tilts the
cricoid and thyroid cartilages, stretches the vocal folds and changes
their frequency of vibration. The vibration rate of the vocal folds
goes up when the cricothyroid is tensed and, conversely, the vibra-
tion rate goes down when the cricothyroid is relaxed. Support for
this mechanism from tone languages is that the activity level in
this muscle precedes rises in fundamental frequency (Yip, 2002,
p. 8). Another intrinsic mechanism that produces fundamental fre-
quency falls is contraction of the thyroarytenoid (Ohala, 1978).

The extrinsic laryngeal musculature may also be used to change
fundamental frequency by changing the position of the thyroid
cartilage, which changes the length and anterior–posterior tension
(Zenker, 1964) or vertical tension (Ohala, 1972) of the vocal folds.
Of the extrinsic muscles, the suprahyoid muscles increase funda-
mental frequency whereas the infrahyoid muscles decrease voice
fundamental frequency. Erickson (1993) found extrinsic muscle
activity corresponding to the initial fall in the rising tone in Thai.

It should be cautioned that voice fundamental control is more
complex than described here. For instance, the cricothyroid and
thyroarytenoid muscles act synergistically to achieve changes in
fundamental frequency (Ohala, 1978; Titze, Luschei, & Hirano,
1989) and the role of the cricothyroid depends upon vocal fold
position at the time of contraction (Kuna, Smickley, Vanoye, &
McMillan, 1994; Titze et al., 1989). Fundamental frequency rises
and falls can also be achieved by increases or decreases of subglot-
tal air pressure (Herman, Beckman, & Honda, 1996; Monsen,
Engebretson, & Vemula, 1978). Subglottal pressure changes are
mainly achieved by muscles that adjust the pulmonary system.
Nevertheless, the earlier statements about how the structures in
and around the larynx affect voice fundamental frequency are
the main influences and show that different muscles are responsi-
ble for voice fundamental rises and falls. In turn, these observa-
tions suggest that different neural mechanisms may be involved
when T2 and T4 are produced, which corresponds with the conclu-
sion based on the difference in age of acquisition of these two
tones. Work on possible neural mechanisms that control laryngeal
activity is reviewed next.

1.2. Neural mechanisms for controlling voluntary laryngeal activity

Animal and imaging evidence have shown that two parallel path-
ways are implicated in voluntary laryngeal control: (1) the ante-
rior cingulate cortex (ACC)-periaqueductal gray (PAG)-brainstem
pathway, which controls the initiation of basic vocal reactions;
and (2) the laryngeal-motor cortical pathway, which controls
voluntary voice production (Simonyan & Horwitz, 2011). These
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two pathways converge in the ACC and the brainstem, and together
they allow appropriate coordination of learned vocal patterning and
voice initiation (Hannig & Jürgens, 2006; Simonyan & Jürgens, 2002,
2005).

The laryngeal motor cortex (LMC), which is important for mak-
ing fundamental frequency rises and falls, is located in the ventral
part of the premotor cortex (BA4) (Brown, Ngan, & Liotti, 2008;
Simonyan & Horwitz, 2011). Patients with damage to the LMC
are occasionally able to initiate phonation that results in grunts,
wails, and laughs. However, they cannot make voluntary modula-
tions of pitch, intensity, and voice quality (Jürgens, 2002). Recent
neuroimaging evidence has helped to further delineate the func-
tion of the LMC. For example, it has been shown that the LMC is
selectively involved when syllable sequencing and syllable com-
plexity differ (Bohland & Guenther, 2006). Motor control of laryn-
geal muscles when intonation varied induced stronger and more
reliable activation in the LMC than motor control of laryngeal mus-
cles without intonation (Olthoff, Baudewig, Kruse, & Dechent,
2008).

Recent investigations have shown that humans and nonhuman
primates share a common network of extensive cortical and sub-
cortical connections with the LMC (Simonyan & Horwitz, 2011).
Most of the connections with the LMC are bi-directional, including
connections with the insula, the surrounding somatosensory cor-
tex, inferior frontal cortex, cingulate cortex, and inferior parietal
cortex including the angular gyrus (AG) and the supramarginal
gyrus (SMG). These regions are involved in the integration of pro-
prioceptive and tactile feedback, monitoring of verbal responses
and motor preparation and processing (Fiebach, Friederici, Smith,
& Swinney, 2007; Peschke, Ziegler, Kappes, & Baumgaertner,
2009; Simonyan, Ostuni, Ludlow, & Horwitz, 2009). A few of the
connections are uni-directional, such as the projections from the
LMC to the putamen, the caudate nucleus, and the brainstem
nuclei. The uni-directional connections are associated with inte-
grative control of different aspects of speech production, ranging
from motor control to motivation and cognitive processing of
speech (Jürgens, 2002; Jürgens & Ehrenreich, 2007). Neuroimaging
evidence indicates that the LMC network shows significant left-
hemispheric lateralization during voice production but not during
controlled breathing (Simonyan et al., 2009).

1.3. Functional considerations

To date, there is no specific imaging evidence of how the neural
systems responsible for control of the larynx are related to control
of fundamental frequency rises and falls in tonally-contrasting
material. There are studies that suggest what regions might be
implicated in functional control of both rises and falls based on
task analyses, and some non-imaging studies that suggest which
regions may be specifically associated with rise or fall control. Each
of these is dealt with in turn.

At a general level, the fundamental frequency rises and falls re-
quire sequential control of muscle activity. The projections from
the LMC to the basal ganglia and the brainstem that achieve se-
quence-control may be active in different ways on rises and falls,
as these maneuvers require different sequences of muscular
adjustment. T2 and T4 are acquired at different ages, which suggest
that they have different levels of phonological complexity. Conse-
quently, the insula and inferior parietal cortex (AG and SMG)
may be involved (Kast, Bezzola, Jancke, & Meyer, 2011; Zheng,
Munhall, & Johnsrude, 2010).

Although few studies have specifically examined fundamental
frequency rise and fall, other work has shed some light on the
neural control of these maneuvers. For example, neuroimaging
studies on singing indicated that, compared with voluntary vocal
pitch regulation, involuntary vocal pitch regulation elicited higher
activity in several brain regions including the bilateral BA 6/44 and
anterior insula (Zarate, Wood, & Zatorre, 2010). The brainstem is
involved in the perceptual processing of tone (Krishnan, Gandour,
& Bidelman, 2010). Moreover, compared with comfortable pitch-
level production, high pitch-level production induced higher acti-
vation in the bilateral cerebellum, left inferior frontal gyrus, and
left cingulate gyrus (Peck et al., 2009). Similar comparisons for
low pitch-level production showed higher activation in the inferior
frontal gyrus, insula, putamen, and cingulate gyrus in the left
hemisphere (Peck et al., 2009). Since breathing control may be also
involved in fundamental frequency rise and fall, the inferolateral
sensorimotor cortex, premotor cortex, supplementary motor area,
and striatum, which are involved in volitional inspiration, would
also be expected (Evans, Shea, & Saykin, 1999).

The clinical literature was explored to see whether there was
evidence for differential involvement of particular regions of the
brain for T2 and T4 production as opposed to T1 and T3. Two topics
that were examined, for which there was no literature concerning
the effects on tone production, were drug studies and genetic disor-
ders. Some production studies were found that indicated how fun-
damental frequency was affected by lesions. Many studies have
shown that left hemispheric lesion will lead to deficit of both tone
production and perception, whereas lesions to the right hemisphere
do not (Gandour et al., 1992; Packard, 1986). It has been shown that
left hemisphere brain damage affects all tone categories (Gandour &
Dardarananda, 1983; Gandour, Petty, & Dardarananda, 1988), prob-
ably because lesions usually affect large regions of the brain. Focal
lesions to the left parietal lobe affected the production of T2 and T3
more than that of T4, causing T2 and T3 to sound more like T1
(Wang, 2004). These lesion data are consistent with the fact that
age of acquisition is similar for T2 and T3. Broca’s and conduction
aphasia affect production of all tones, but T3 is affected the most
(Shi & Li, 2011). To summarize, the balance of evidence suggests
that T3, and to a lesser degree T2, can be specifically affected by
lesions, much more so than T1 and T4.

1.4. Summary and hypotheses

Whilst there are documented differences between the laryngeal
maneuvers responsible for raising and lowering of voice fundamen-
tal frequency, the neural mechanisms responsible for achieving
these maneuvers have not been documented. Neural circuitry that
is likely to be involved in general aspects of laryngeal control, based
mainly on animal studies, was identified by Simonyan and Horwitz
(2011). We also identified most of the same regions as Simonyan
and Horwitz in the functional task analysis at the start of the previ-
ous section. Together, these lines of evidence suggest which regions
may be involved in voluntary laryngeal activity control. These indi-
cate that the regions of interest are the LMC and brain regions that
connect with it, such as the inferior frontal cortex, insula, inferior
parietal cortex, putamen, and brainstem (Simonyan & Horwitz,
2011).

The current study examined central nervous system activity in
Mandarin speakers whilst they produced syllables with rising or
falling tones (T2 and T4 respectively). The purpose was to identify
possible differences in the neural control of rises and falls. The two
other tones were used in validations. T1 involves neither rise nor
fall and T3 involves both a rise and fall, although in the case of
T3, the age of acquisition and neurological evidence suggest that
T3 is close to T2. The steps in the analysis were to examine the
whole brain when rises and falls were produced, then to look at
specific regions associated with rises and falls and, finally, struc-
tural equation modeling analysis was conducted to identify any
different connectivity patterns for rises (T2) and falls (T4). Based
on Simonyan and Horwitz (2011), it was expected that there would
be bi-directional connections between the LMC and inferior frontal



Table 1
Summary of AoA, word frequency and familiarity of each word set.

T1 T2 T3 T4

AoA 2.442(0.170) 2.783(0.198) 2.638(0.198) 3.055(0.251)
Frequency 0.050(0.013) 0.120(0.065) 0.316(0.166) 0.176(0.078)
Familiarity 4.548(0.101) 4.383(0.169) 4.528(0.181) 4.413(0.136)
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cortex/insula and inferior parietal cortex, and uni-directional
projections from the LMC to the putamen and brainstem. These
connections may be responsible for achieving fundamental fre-
quency rises and falls.

2. Materials and methods

2.1. Participants

Nine participants (five males and four females) were recruited
from Beijing Normal University. They reported that they had no
history of language, motor, or other neurological diseases. Their
mean age was 24 years (the range being from 22 to 29 years).
The mean number of years they had been in education was 15.5
(the range being from 12 to 19 years). All participants were
right-handed, native Mandarin speakers, where handedness was
assessed by the Edinburgh Handedness Inventory (Oldfield,
1971); A cutoff score of +40 was used as an indication of right
handedness. The study was approved by the ethics committee of
the State Key Laboratory of Cognitive Neuroscience and Learning,
Beijing Normal University. Written informed consent was obtained
from each participant before the experiment.

2.2. Experimental tasks and materials

Participants were scanned while they performed a picture-
naming task. Forty-eight simple line drawings of common objects
were selected from a standardized picture database (Zhang & Yang,
2003). The objects in each picture had a common Mandarin name
that was one character long. The name of the object had one of the
four tones (T1–T4) and there were 12 pictures for each tone. Forty-
eight control images were formed to provide a baseline condition.
These were generated by randomizing the pixels of each of the ori-
ginal 48 pictures. These control images were not namable. The 48
namable pictures and 48 unnamable control pictures were ran-
domly presented to the participants in an event-related design in
one scanning run (see Fig. 2).

On each trial, a picture was presented for 1 s, and then a blank
screen appeared that lasted for 2 s. When a picture was presented
on the screen, the participants were asked to name it aloud as fast
and accurately as possible. During the baseline (control) trials, par-
ticipants were asked simply to view the unnamable control pic-
tures and not to make any mouth movements.

A Pentium III-based notebook with the Inquisit software pack-
age (Inquisit 2.0.4.1230, 2004, Seattle, WA: Millisecond Software)
controlled stimulus presentation. An LCD projector running in
1024 � 768 mode displayed stimuli from inside the MR control
room onto a back-projection screen located at the foot of the MR
Fig. 2. Experimen
scanner. Participants viewed the stimuli via a mirror attached to
the head coil above their eyes. Participants were familiarized with
the stimulus presentation and response collection setup before
they commenced the experiment. At the beginning of the familiar-
ization process, the participants made fewer than 10% errors on
each tone category, whereas after familiarization, they performed
the task with no errors.

Age of acquisition (AoA) of the object-names was measured on a
six-point scale based on a Mandarin modification of the standard
Cortese and Khanna (2008) scale. The scale was changed from
seven-point to six-point and the corresponding AoAs were 0–4,
4 + –6, 6 + –8, 8 + –10, 10 + –12 and 12+ years. The differences in
AoA across the four tones were not significant, F(3,44) = 1.566,
p = 0.211. Therefore the words would have been acquired by par-
ticipants at a similar age. Word frequency was obtained from the
Modern Chinese Information Dictionary (Institute of Linguistics,
1986). Word frequency did not differ significantly across the four
sets of tones, F(3,44) = 1.323, p = 0.279. Familiarity was obtained
from a standardized picture database (Zhang & Yang, 2003). Word
familiarity did not differ significantly across the four types of tone
F(3,44) = 0.299, p = 0.826. Mean and standard deviation for AoA,
word frequency and familiarity for the four tone types, T1–T4,
are summarized in Table 1.
2.3. Imaging data acquisition

Imaging data were acquired with a 1.5 T whole-body Siemens
Magnetom Sonata Maestro Class scanner (Siemens, Erlangen,
Germany) equipped with the standard clinical head coil. During
the experiment, participants lay supine within the MR scanner
with their head secured by foam padding for the entire experimen-
tal run. MRI compatible headphones were worn to reduce the
background noise.

Functional whole-brain T2-weighted images were acquired
using a single-shot gradient-recalled echo-planar imaging (EPI) se-
quence. The parameters were time repetition, TR = 3000 ms; time
echo, TE = 50 ms; flip angle = 90�; field of view, FOV = 220 mm,
matrix = 64 � 64 (in-plane resolution = 3.4 � 3.4 mm), 20 slices,
slice thickness = 6 mm and slice acquisition was interleaved.
tal protocol.
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For anatomical localization, standard whole-brain, high-
resolution 3D structural images were acquired after the functional
scan using a T1-weighted MP-RAGE sequence (TR = 1970 ms;
TE = 3.93 ms; flip angle = 15�; FOV = 220 mm; matrix = 256 � 256;
96 slices; slice thickness = 1.7 mm, saggital plane; resolution =
0.48 � 0.48 mm).

2.4. Imaging data analysis

2.4.1. Preprocessing
The data were processed using Analysis of Functional Neuro-

Images software AFNI, obtained from http://afni.nimh.nih.gov/afni
(Cox, 1996). The first two volumes of the EPI images were discarded
to allow for stabilization of the magnetic field. Six movement
parameters were generated, which were used in the following
individual level statistical analysis to exclude potential movement
artifacts. Slice-time correction, image registration and motion cor-
rection were then performed using AFNI. The functional image time
series were smoothed by low-pass filtering and application of an
Isotropic Gaussian blur (full width at half maximum = 6 mm).

2.4.2. Individual level statistics
Statistical analysis of the individual functional imaging data

was performed using generalized linear modeling (GLM) methods.
Regression coefficients, b, were obtained for each tone category by
deconvolving the measured time series using a Legendre polyno-
mial fitting method. The coefficients were then converted into
percent signal change. The percent signal change (converted b
weights) provided an indication of the functional activation in
response to the task for each participant, as compared with the
baseline (task minus baseline). The six estimated motor parame-
ters were used to exclude potential movement artifacts in the
GLM model. Finally, individual images were normalized into MNI
(Montreal Neurological Institute) space.

2.4.3. Group level differences in brain activations for T1–T4
For the group level statistical tests of brain activations, activity

associated with each tone was computed first. These analyses used
one-sample t-tests (p < 0.05, corrected by using Monte Carlo simu-
lation, with individual voxel p < 0.005 and cluster size >218 mm3)
(Forman et al., 1995; Xiong, Gao, Lancaster, & Fox, 1995). Subse-
quently, paired-sample t-tests were conducted to establish differ-
ences between selected tone categories (p < 0.05, corrected by
using Monte Carlo simulation, with individual voxel p < 0.01 and
cluster size >321 mm3).

2.4.4. Connectivity analysis using structural equation modeling (SEM)
2.4.4.1. Mode setup. The brain regions that showed activation differ-
ences between T2 and T4 (the tones of primary interest), i.e., the left
insula and brainstem, and the right putamen, were examined in the
SEM model. Additionally, since previous studies have shown that
laryngeal activity is controlled by the LMC, this region was also
selected. The LMC was localized based on previous literature
(Brown et al., 2008; Loucks, Poletto, Simonyan, Reynolds, & Ludlow,
2007; Simonyan & Horwitz, 2011). It should be noted that the LMC
location also showed activation for T2 and T4 in this experiment
(see Fig. S1). The connections between these brain regions were
examined using SEM. Based on previous literature considered in
the introduction, it was expected that there would be bi-directional
connections between the LMC and insula, and uni-directional pro-
jections from the LMC to the putamen and brainstem (Simonyan
& Horwitz, 2011).

2.4.4.2. Preprocessing for SEM. Within each brain region, the aver-
aged time series across the voxels was extracted first in a sphere
with a 3 mm radius, centered at the coordinates of the maximum
value within each region by using the AFNI program. Then, time
points that corresponded to T1/T3/T4 were removed, leaving the
time points that corresponded with T2. A similar procedure was
applied to T4 (with T1/T2/T3 removed). Although this approach
would tend to lose the temporal information in the data, this
would not affect SEM results because SEM does not consider tem-
poral information. Finally, principal components analysis was used
to identify the ‘‘average’’ pattern of responses in each ROI across all
participants in each tone category (Büchel, Coull, & Friston, 1999).
2.4.4.3. Model estimation. LISREL 8.7 (www.ssicentral.com) was
used to estimate the parameters for the SEM model. An iterative
maximum likelihood algorithm was used to calculate path coeffi-
cients and to achieve the best match between the covariance
matrix reproduced by the model and the observed variance–
covariance structure in the data (Jöreskog, 1996). The maximum
likelihood (ML) discrepancy function was used to indicate the fit
of the model, which yielded an overall fit statistic that follows a
v2-distribution under the null hypothesis assumption that the
model correctly represents the data. In addition to the ML discrep-
ancy function, other alternative fit indices were examined includ-
ing the Root Mean Square Error of Approximation (RMSEA),
Comparative Fit Index (CFI), and Parsimony Goodness of Fit Index
(PGFI) (Browne & Cudeck, 1993). These have been used in neuroim-
aging studies previously (Bentler, 1990; Honey et al., 2003). Be-
sides the overall fit indices, the reported t value for each path
coefficient in the model should be greater than a specified critical
value to reject the null hypothesis that the path coefficient was 0. A
path coefficient threshold of 0.05, corrected for false discovery rate
(FDR) was used (Genovese, Lazar, & Nichols, 2002).

Statistical inferences about tone differences were based on a
stacked-models approach. This started with a free model, in which
all path connections were allowed to vary when the two tones T2
and T4 were presented. Then a restricted mode was developed in
which a specified connection was constrained to be equal for the
two tones. To do this, first, an omnibus test was applied in which
the model with all parameters constrained to be the same for the
two tones (constrained model) was compared with the model with-
out any constraints (free model). This step showed whether any of
the paths between the two models were significantly different for
T2 and T4, but did not specify which of the paths were actually sig-
nificantly different. At this stage, the comparison of models was
done by subtracting the goodness-of-fit v2 value for the constrained
model from the v2 value for the free model. The difference ðv2

diff Þ
was assessed with the degrees of freedom equal to the difference
in the degrees of freedom for the constrained and free models
(McIntosh et al., 1994). A significant v2

diff indicated that at least
one path differed significantly across the two groups of tones
(McIntosh & Gonzalez-Lima, 1994a,b).

When this omnibus test showed a significant difference be-
tween the two tones, the next step was to find which specific paths
differed. This was done by constraining one path at a time to be the
same between the two tones while other paths were uncon-
strained (estimated freely). This model was compared with the
model without any constraints by a v2

diff (df = 1) test. A p value of
0.05 (two-tailed) was chosen as the threshold for significance
(FDR corrected).
3. Results

Brain activations that were associated with T2 and T4 produc-
tion were located first. Then, brain activation differences between
T2 and T4 were computed. Regions that showed differences may
indicate regions that specifically control rise and fall of fundamen-
tal frequency. Additional comparisons of T2 and T4 with T1 and T3

http://afni.nimh.nih.gov/afni
http://www.ssicentral.com
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were used to validate the view that the activations were associated
with rise and fall in the regions where there were differences in
activity when T2 and T4 were compared. As first approximations,
it was assumed that: (1) T1 (high-level tone) should not involve
either the regions responsible for rises or those responsible for
falls; (2) T3 (fall-rise tone) was similar to T2. The final analysis
examined the connectivity patterns among brain regions that were
involved in control of rise and fall of fundamental frequency.

3.1. Differences between T2 and T4

In general, similar neural activity patterns occurred during T2
and T4 articulation (see Fig. S2). However, some differences in
activity patterns were also observed: The left insula (BA13, x, y,
z = �43, 12, �10, t = 3.625, cluster size = 420 mm3) showed stron-
ger activation during T2 than during T4. A region located at the
boundary between the left brainstem and cerebellum (x, y, z =
�16, �36, �43, t = �6.711, cluster size = 445 mm3) showed weaker
activation during T2 than during T4 (see Fig. 3a). Further visual
inspection was made to identify the location of this cluster in indi-
vidual participants. It was found that among all nine participants,
six participants’ activations were in the brainstem, whereas the
activations in the remaining three participants were in the cerebel-
lum (these applied to both T2 and T4). As Fig. S3 shows, the brain
region that was activated, involved both the cerebellar region that
receives input from the frontal and parietal cortex and the brain-
stem and the brainstem region that has input to the cerebellar re-
Fig. 3. Brain regions that showed activation differences between T2 and T4. (a) Above thr
uncorrected). Warm blobs indicate T2 > T4, cold blobs indicate T2 < T4.
gion. Another region in the right putamen (x, y, z = 25, �1, �11,
t = 3.828, cluster size = 120 mm3) also showed stronger activation
during T2 than during T4 (see Fig. 3b) though it did not survive
the threshold correction.

3.2. Differences between T2/T4 and T1

Based on the assumption made about T1 at the start of the re-
sults, subtracting T1 activity from T2 should not affect the pattern
of neural activity responsible for rises (the left insula and the right
putamen) and subtracting T1 activity from T4 should not affect the
pattern of neural activity responsible for falls (the left brainstem).

Comparison between T2 and T1 showed that the left insula (x, y,
z = 43, 18, 10, t = 4.51, cluster size = 140 mm3) and the right insula
(x, y, z = 41, 20, 13, t = 4.212, cluster size = 140 mm3) showed stron-
ger activations during T2 than during T1 (p < 0.01, uncorrected). No
brain regions showed stronger activations during T1 than during
T2 (see Fig. 4a). The T2–T1 comparisons results where T2 activity
was higher than T1 support the association of left (and possibly
right) insula activation with rising fundamental frequency. These
comparisons also suggest that right insula activity is more labile
(not observed when T2 and T4 were compared). The lack of any
regions that showed stronger activity in T1 than T2 also supports
the interpretation that brain regions responsible for controlling
rises were identified.

Comparison between T4 and T1 showed that the left brainstem/
cerebellum (brainstem, x, y, z = �8, �42, �47, t = 5.671, cluster
eshold brain regions (p < 0.05, corrected) and (b) below threshold regions (p < 0.005,
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size = 364 mm3) showed stronger activation in T4 than in T1. This
location was very close to the region which showed weaker activa-
tion in T2 than T4 (see the comparison between T2 and T4 above).
Additional stronger brain activation in T4 than in T1 was found in
the middle temporal gyrus (BA21, x, y, z = �59, �29, �8, t = 4.989,
cluster size = 803 mm3). No brain regions showed stronger activa-
tions in T1 than in T4 (see Fig. 4b). The T4–T1 comparison results
support the association of left brainstem activation with falling
fundamental frequency and suggest additional potential involve-
ment of the left middle temporal gyrus. The lack of any regions that
showed stronger activity in T1 than T4 also supports the interpre-
tation that brain regions responsible for controlling falls were
identified.
Fig. 5. Brain regions that showed activation differences between T3 and T2 (a) and
between T3 and T4 (b). p < 0.05, corrected. Warm blobs indicate T3 > T2/T4, cold
blobs indicate T3 < T2/T4.
3.3. Differences between T3 and T2/T4

If T3 is similar in its neural processing to T2, as the age of acqui-
sition and neurological evidence suggest, subtracting T3 neural
activity from T2 should partially cancel activity in regions respon-
sible for rises whereas subtracting T3 activity from T4 should not
tend to affect activity associated with falls.

Comparison between T3 and T2 showed that only the right cer-
ebellum (VIII) (x, y, z = 23, 67, �56, t = �7.002, cluster size =
560 mm3) showed weaker brain activation during T3 than during
T2 (see Fig. 5a and Table 2). As all regional activity associated with
T2 in the first analysis was obliterated and the only activity that ar-
ose was in a region not observed with either T2 or T4, it may be
concluded that regional activity associated with rises had been
appropriately located based on the T3 validation that assumes its
activity pattern is similar to that of T2.

Comparison between T3 and T4 showed that the right middle
frontal gyrus (BA46), right superior temporal gyrus (BA22, BA39),
and left insula (BA13) showed stronger activations, whereas the
right medial frontal gyrus (BA10) and left middle temporal gyrus
(BA21) showed weaker activations during T3 than during T4 (see
Fig. 5b and Table 2). Thus, T3 may be more similar to T2 because
it shows a pattern similar to that observed when T2 and T4 were
compared (the left insula that showed greater activity in T2 than
T4, and no activity in the brainstem). The pattern of results would
also be consistent with falls being due to a passive mechanism (no
neural effects associated with falls), and/or falls being a result of a
passive cessation of activity in the mechanisms that lead to rises.
Fig. 4. Brain regions that showed activation differences between T2 and T1 (a) and
between T4 and T1 (b). p < 0.05, corrected. Warm blobs indicate T2/T4 > T1, cold
blobs indicate T2/T4 < T1.
The comparisons involving T2 and T4 with T1 and T3 provided
some validation of the results when T2 and T4 alone were com-
pared. The findings with the latter were taken as identification of
regions responsible for controlling rises and falls respectively.
3.4. SEM results

The SEM procedure described in the method was used to inves-
tigate the connectivity patterns in the brain regions that were in-
volved in the differences between T2 and T4.
3.4.1. Achievement of the best match between the model and the data
The SEM results showed that the a priori defined model was a

good fit to the data of both T2 (v2 = 3.58, df = 6, p = 0.73) and T4
(v2 = 0.51, df = 6, p = 1.00). The overall statistical fit index based
on the v2 value indicated that the covariance matrix was repro-
duced well by the model that matched best with the observed var-
iance–covariance structure from the data (Jöreskog, 1996). This
result was confirmed by other overall fit statistical indices (T2,
RMSEA = 0.0, PGFI = 0.58, CFI = 1.00; T4, RMSEA = 0.0, PGFI = 0.60,
CFI = 1.00). The standardized path coefficients for the best fitting
model for each tone category (headed ‘‘T2’’ and ‘‘T4’’ in Table 3)
and the overall fit indices (section headed with ‘‘comparison’’ in
Table 3) are summarized in Table 3. The reported t value of these
path coefficients showed that the connection from the insula to
the LMC was significant for both T2 (negative connection) and T4
(positive connection), but the connection from the LMC to the in-
sula was not. Additionally, the projection from the LMC to the
brainstem was significant in T2, but not in T4. The projection from
the LMC to the putamen was not significant for either T2 or T4.
3.4.2. Stacked model comparison
3.4.2.1. The omnibus test. As stated in the method section, the first
step in the stacked model comparison was an omnibus test in
which the model with all parameters constrained to be the same
for the two tones (constrained model) was compared with the
model without any constraints (free model). The results showed
significant difference in path coefficients (v2

diff ¼ 197:27, df = 4,
p < 0.0001) between T2 and T4, which indicated that at least one
of the paths was significantly different between the two tones,
but it was not known specifically which of the paths were actually
significantly different. This was examined in the individual path
test.



Table 2
Brain activation differences between T3 and T2/T4.

Brain area Position t-value Cluster volume (mm3)

x y z

Tone3 > Tone2
Right Cerebelum (VIII) �23 67 �56 �7.002 560

Tone3 < Tone2
None

Tone3 > Tone4
Right middle frontal gyrus (BA46) �43 �31 17 6.210 509
Right superior temporal gyrus (BA22) �51 5 �8 4.449 401
Right superior temporal gyrus (BA39) �47 51 13 9.505 882
Left insula (BA13) 40 �17 �11 5.601 540

Tone3 < Tone4
Left middle temporal gyrus (BA21) 62 35 �10 �3.979 337

Note: The coordinates were standard MNI coordinates.

Table 3
Standardized path coefficients for T2 and T4, and results of individual path coefficients comparison between T2 and T4.

Paths T2 T4 Comparison

Standard path coefficient T P Standard path coefficient t P v2
diff

P

LMC ? Insula 0 0.00 1.000 0.00 0 1.000 0.00 1.000
Insula ? LMC �0.79 �7.21 0.000 0.7 5.11 0.000 81.04 0.000
LMC ? Putamen �0.26 �1.71 0.092 0.04 0.24 0.811 2.25 0.134
LMC ? Brainstem 0.4 2.8 0.007 �0.15 �1 0.321 6.28 0.012

Note: The bold number indicated statistically significant path coefficients and significant differences between T2 and T4 (FDR corrected).

Fig. 6. Connectivity differences between T2 and T4. Solid and dash lines indicate
significant and non-significant differences between T2 and T4, respectively. The
number indicates standard path coefficients for T2 (outside the bracket) and T4
(inside the bracket). p < 0.05, corrected.
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3.4.2.2. Individual path test. Specific paths that differed between T2
and T4 were located by examining the individual path coefficients
(Fig. 6). This procedure revealed that the connection between the
left insula and the left LMC and between the left LMC and the
brainstem differed across the two tones. The connectivity from
the LMC to the insula/putamen did not differ significantly between
T2 and T4. Taken in conjunction with the earlier whole brain anal-
yses, T2 appears to be predominantly controlled by the insula to
LMC projection path, and T4 to be predominantly controlled by
the LMC to brainstem path (see Table 3). Possible ways in which
these pathways could function are examined in the discussion.
4. Discussion

The current study examined which neural mechanisms give rise
to fundamental frequency rises and falls. One point of view is that a
single neural mechanism might be responsible for rise and fall
maneuvers so that voice fundamental frequency drops when activ-
ity ceases in the laryngeal mechanism responsible for achieving
rises (Harris, 1974). On the other hand, the majority of researchers
consider that there are active fundamental-frequency lowering
mechanisms. The present results support both of these views to
some extent. Specifically, both rise and fall are controlled by the
left LMC and brain regions that are connected with it. However,
compared with T2, the projection of the LMC to the brainstem dis-
appeared in T4, suggesting that the significant projection used in
T2 may have ceased its activity in T4. An indication to cease activ-
ity that controls T2 may have resulted from an active change in the
connection from the left insula to the LMC in T4 compared to that
in T2. The functioning of the neural mechanisms associated with
T2 and T4 are discussed next.
4.1. Neural mechanism for tone rise

4.1.1. Regionally stronger neural activation in T2 than in T4
Although a similar neural activation pattern was found in the

production of both T2 and T4, the direct comparison between T2
and T4 revealed one brain region, the left anterior insula, that
showed stronger neural activity during T2 production than during
T4 production. Based on clinical and functional imaging data, the
left anterior insula has been assumed to support prearticulatory
functions of speech motor control such as the programming of
vocal tract gestures, whereas other evidence suggests this region
contributes to the actual coordination of the up to 100 muscles en-
gaged in articulation and phonation (Ackermann & Riecker, 2004,
2010). Furthermore, the left anterior insula has been reported to
be the only region with decreased cortical thickness in spasmodic
dysphonia, which is a primary focal dystonia characterized by
involuntary spasms in the laryngeal muscles during speech produc-
tion (Simonyan & Ludlow, 2011). Mandarin Broca aphasia and con-
duction aphasia usually involve damage to the left anterior insula
(Mazzocchi & Vignolo, 1979; Mohr et al., 1978). These lesions affect
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production of T3 and T2 more than T1 and T4 (Shi & Li, 2011). The
current results showed that the left anterior insula is not only in-
volved in laryngeal muscle control, but is also specifically involved
in control of fundamental frequency rises (and this observation ap-
pears to be consistent with the neurological data on Mandarin
speakers).

When the group level statistical threshold was lowered, the
right putamen also showed stronger brain activation during T2 pro-
duction than during T4 production. This finding is consistent with
previous evidence that the putamen is involved in motor sequence
organization by providing internal timing cues (Cunnington,
Bradshaw, & Iansek, 1996; McFarland & Haber, 2002). Putaminal
lesions cause dysarthria and dysphonia in humans but have no
effect on monkey vocalizations (Jürgens, 2002), which suggests that
the putamen is only involved in learned voluntary voice and speech
production, not in the production of innate vocalizations. Thus, the
stronger activation of the putamen in T2 suggests that T2 produc-
tion needs more learned voluntary control of laryngeal movement,
which is consistent with the fact that T2 is acquired later than T4.

4.1.2. Validation of the regionally stronger neural activation in T2 than
in T4

It has been hypothesized that T1 involves setting fundamental
frequency level, but does not involve rise or fall activity. Conse-
quently, the comparison between T2 and T1 should leave brain
activations that are specific to tone rise control unaffected. The re-
sults revealed stronger brain activation of the bilateral insula in T2
than in T1, which confirmed the involvement of the insula in tone
rise control. However, there were some potentially important dif-
ferences between the T2–T4 and T2–T1 comparisons: T2–T4
showed differences in the anterior insula in the left hemisphere,
whereas T2–T1 showed differences in the left posterior insula. Pre-
vious evidence has shown that the anterior and posterior parts of
the insula may have different functions: While the anterior insula
is primarily involved in articulation coordination, the posterior in-
sula may be more involved in somatic control (Kurth et al., 2010;
Stephani, Fernandez-Baca Vaca, Maciunas, Koubeissi, & Luders,
2011). Thus, T1 may require the same level of laryngeal muscle
coordination as T2 to sustain the muscle contraction at a stable le-
vel over a period of time whereas T2 may need more somatic infor-
mation than T1.

Another validation of the site of neural activation in T2 came
from the comparison between T2 and T3. Although T3 involves
both tone rise and fall, the age of acquisition and neurological evi-
dence suggested that T3 operates similarly to T2. Thus, it was
hypothesized that comparison between T3 and T2 would cancel
most of the brain activations that are involved in fundamental fre-
quency rise control. The results confirmed this hypothesis since
neither the insula nor the putamen showed any differences be-
tween T3 and T2. The only weaker brain activation in T3 than in
T2 was located in the right cerebellum (VIII). This is a region where
activity was not observed for either T2 or T4 (see below). The
extensive cancellation of activity associated with T2 further vali-
dated the conclusion that the insula and putamen are specifically
associated with tone rise control.

4.2. Neural mechanism for tone fall

4.2.1. Regionally stronger neural activation in T4 than in T2
A region located at the boundary of the left brainstem showed

stronger activation during T4 than during T2. Because the anatom-
ical structure in the cerebellum and brainstem are complex, the
resolution of the fMRI procedure employed could not locate the po-
sition of the activation in these regions precisely. For this reason,
only an approximate location of activation that is near the
brainstem and cerebellum can be given. This region is close to
the substantia nigra, pontine reticular formation, and deep cerebel-
lar nuclei, but not the periaqueductal gray matter (Bear, Connors, &
Paradiso, 2007, pp. 224–225). Locating the activation in the region
indicated would be consistent with animal and neuroanatomical
evidence that the periaqueductal gray matter is not involved in
voluntary voice control (Jürgens, 2002). Evidence showed that
the brain stem reticular formation, specifically in its dorsal and
parvocellular reticular nuclei have a close relationship with the
motor control of voice (Bernard, Villanueva, Carroue, & Le Bars,
1990; Thoms & Jurgens, 1987; VanderHorst, Terasawa, & Ralston,
2001). These regions are involved in vocal motor coordination of
both innate and learned voice production (Jürgens & Ehrenreich,
2007). The current results suggested that these regions were spe-
cifically involved in tone fall control.

4.2.2. Validation of the regionally stronger neural activation in T4 than
in T2

The left brainstem activity remained when T4 and T1 were com-
pared, so this region appears to be involved in fall control. Previous
literature indicated that T1 and T4 are usually acquired earlier than
T2 and T3. Based on this, it was assumed that T1 would be more
similar to T4 than T2 with regards to the neural mechanisms in-
volved. However, our results showed differences in both the left
brainstem and in the temporal associative auditory cortex. The
temporal associative auditory cortex has been implicated in audi-
tory feedback control during speech production (Guenther, Ghosh,
& Tourville, 2006). Thus, the additional involvement of the motor
and auditory cortex in T4 as compared with T1 suggested that
the neural mechanism in T4 is not simply a cessation of activity
in the neural mechanisms that leads to rises. Previous evidence
showed that singers relied more on auditory feedback to control
fundamental frequency than did nonsingers (Jones & Keough,
2008). While fundamental frequency is processed in the auditory
cortex (Hall, Edmondson-Jones, & Fridriksson, 2006), the additional
involvement of auditory cortex in T4 suggests more complex neu-
ral mechanisms are involved in its control.

4.3. The contrast between the neural mechanisms for tone rise and fall

The SEM results showed that the model (reciprocal connection
between the LMC and insula, unidirectional projection from the
LMC to the putamen and brainstem) achieved a good match with
the data of both T2 and T4. This finding is consistent with previous
animal and neuroimaging evidence that shows that the LMC and
its connection with other cortical and subcortical brain regions
constitute a common neural network that is responsible for laryn-
geal control (Simonyan & Horwitz, 2011). Furthermore, the projec-
tion from the LMC to the brainstem showed a significant positive
connection during T2 production, but did not reach significance
in T4 production. As discussed in the introduction, physiological
evidence indicated that in tone languages and singing an increase
in the activity level of the cricothyroid muscle precedes rises in
fundamental frequency (Lindestad, Fritzell, & Persson, 1991; Liu,
Behroozmand, Bove, & Larson, 2011). Also, the suprahyoid muscles
increase fundamental frequency (Ohala, 1972; Zenker, 1964).
Conversely, when fundamental frequency falls from high to low,
the cricothyroid muscle relaxes and the strap muscles show
activity (Erickson, Baer, & Harris, 1983; Liu et al., 2011; Roubeau,
Chevrie-Muller, & Saint Guily, 1997).

Control of different laryngeal muscles is required in rises and
falls, which makes it likely that the LMC to brainstem pathway is
involved in both tone rises and falls. During fundamental fre-
quency rises, the LMC projects information to the brainstem to in-
crease the contraction of the cricothyroid, whereas during
fundamental frequency falls, that same projection may disappear
so that the cricothyroid is relaxed when T4 is produced. In this
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case, a single neural mechanism that operates in different ways ap-
pears to exist for achieving fundamental frequency rise versus fall.
This conclusion is consistent with the fact that T4 also required an
increase in vocal fold tension to prepare for the fall in fundamental
frequency at the onset of T4 that is not audible. Such increases are
not seen in the idealized fundamental frequency contours shown
in Fig. 1. More realistic patterns can be seen in Fig. 2 of Xu
(1997), where the initial rise in T4 is apparent. Xu (1997) also
shows that an initial fall occurs in T2 and this is approximately
the same magnitude as the rise at the beginning of T4. Whereas
the earlier account for the initial rise on T4 suggests that it is pre-
paratory for the fall, Xu and Wang (2001) consider that this and the
initial fall at the start of T2 is part of the tonal execution which oc-
curs exclusively within the same syllable.

The SEM results also showed significant differences between T2
and T4 in the connection of the insula to the LMC. Specifically,
there was a significant negative and a significant positive connec-
tivity from the left anterior insula to the left LMC in T2 and T4,
respectively. The involvement of this connection in fundamental
frequency control is consistent with previous evidence that sug-
gests that a reciprocal connection between the LMC and the insula
is implicated in motor preparation and processing of all compo-
nents of speech production (Greenlee et al., 2007; Simonyan
et al., 2009). However, the significant positive and negative con-
nection of the insula and LMC seems to be contrary to the above
mentioned single passive mechanism hypothesis. Furthermore,
the rise and fall of fundamental frequency may also have involved
increased or decreased subglottal air pressure (Herman et al.,
1996; Monsen et al., 1978), Brain regions involved in respiratory
control, especially the inferolateral sensory region and auditory
cortex associated with expiration, may also be involved in funda-
mental frequency control (Ludlow, 2005). Thus, it is possible that
multiple neural mechanisms are involved.

McNamara et al. (2008) found that brain activity showed nega-
tive correlation with behavioral performance during sound–action
association learning. It is possible that a similar negative correla-
tion occurs between the insula and the LMC: When the LMC can
make the control efficiently, less information input would be re-
quired from the insula; When the LMC requires additional infor-
mation to perform the control, such as to stop projecting
information to the brainstem so as to produce a fall, there would
be a positive connection between the insula and the LMC. The
problem with this explanation is why was the connection of the in-
sula to the LMC significantly negative rather than non-significant
or positive. One possible explanation may be that the stoppage of
information input from the insula to the LMC is controlled by the
insula, not the LMC. In this case, the insula would need to actively
inhibit its input to the LMC. Some support for this explanation is
the significantly stronger activation in the insula in T2 than in
T4/T1 In sum, from the perspective of the whole network for fun-
damental frequency control, it seems that different neural mecha-
nisms were involved in rise and fall.

4.4. Further explanation about the similarity and difference between
T2 and T4

The results showed that although there is similarity in T2 and T4
control, the neural control of T2 involved more complicated mech-
anisms than those used in control of T4. This would result in later
acquisition of T2 as compared with T4 (Li & Thompson, 1977) and
would be consistent with the tone confusion literature (Clumeck,
1977; Li & Thompson, 1977). Also, a study on Indonesian Adult Stu-
dents’ acquisition of Mandarin tones showed that the acquisition of
T1 and T4 was achieved quicker than T2 and T3 and that during
learning T2 is often produced as a tone similar to T1, and T3 as a
tone similar to T2 (Wang, 2006). However, other studies show that
people with different native languages acquire tones similar to T1–
T4 in different orders from those in Mandarin (Yi & Liang, 2010). Re-
cent neuroimaging evidence showed that language-dependent
enhancement of pitch representation can transfer to other lan-
guages with similar phonological systems (Krishnan et al., 2010).
Thus, native language experience may have an important influence
on the neural mechanisms used in tone control.

4.5. Limitations and future work

First, the fact that the SEM connectivity analysis came out
clearly with a design that involved extraction of one tone from se-
quences that included the other three, points to the robustness of
the results. However, there are other issues associated with use
of SEM that will be addressed in future work. For instance alterna-
tive approaches such as dynamic causal modeling should be used
to quantify differences in effective connectivity rather than SEM.
Second, the neural pattern of T3–T4 showed activation in the left
insula that was similar to that observed with T2. The additional
involvement of the right middle frontal region and temporal re-
gions in T3 further indicated that T3 is not identical with T4, nor
is T3 a simple addition of T2 and T4. Future studies are needed
to further clarify the neural mechanisms behind T3 control. Third,
if native language experience does have an effect on the neural
control of tone, direct comparison of English speakers or speakers
of other non-tonal languages acquiring the tones, and Mandarin
speakers who have acquired the tones, would be helpful in further
elucidating the neural mechanism for tone production. Fourth,
the current study did not include a non-linguistic or non-tonal
laryngeal musculature control condition. Such control conditions
employing other types of laryngeal control could have been helpful
in clarifying the extent of differential somatotopy in the motor cor-
tex that can be resolved with fMRI. Future study would include
such control conditions. Fifth, an explicit limitation of the current
study is that when the participants continuously heard scanner
noise, their productions may have been masked causing potential
changes in production such as the Lombard effect. Although during
the experiment the participants wore headphones that effectively
reduced the background noise, influences of speaking environment
should be examined in future work. Finally, it should be noted that
the actual differences between T2 and T4 are subtle. Although this
may not be surprising given the gestures are over-learned, the con-
clusion should be dealt with cautiously until they are replicated.
5. Conclusion

Relatively little is known about the neural control of tone rise
and fall. Different hypotheses have been offered in which either
single or multiple neural control mechanisms have been proposed.
The present results showed that the left insula and right putamen
were involved in tone rise control, whereas the left brainstem was
involved in tone fall control. The results were validated by compar-
ison of different pairs of tone which make different neural de-
mands on the brain. The connectivity results further showed that
the significant projection from the LMC to the brainstem used in
T2 ceased its activity in T4. This supported the single neural control
mechanism hypothesis. Additionally, the cessation of activity that
controls T2 may have resulted from a different connection from
the left insula to the LMC in T4 than that in T2, supported the mul-
tiple neural control mechanisms hypothesis.
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