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We attempted to model the plasticity of the 
connectivity between the neural populations 
as the function of the stimulus repetition.  The 
N100 is sensitive to the STH. With our habitua-
tion model we were able to fit the auditory 
N100 component and its decreasing amplitude 
during receptive stimulation. With this simp-
lified model, which we focused only on the 
dynamic of the N100 component and we did 
not attempt to fit earlier components such as 
P50 and later components such as P200, P300 
etc. In order to keep the balance between the 
model complexity and the fitting we chose only 
two columns to model the whole AEF, which 
omits a lot of signal details. Of course, one could 
use a more detailed model that includes more 

sources, but then we would also need more 
data.  Here, we provide proof of principle that 
the suggested mechanism is capable of predic-
ting  the habituation effect.   

The feature of the classical neuronal mass 
model is that it links the EEG/MEG with physio-
logical parameters. Extending the model with a 
subsystem, which describe the slow change of 
the parameters, can simulate learning process 
such as habituation. Combining forward mode-
ling and the Bayesian inverse method could be 
useful to investigate physiological parameters 
and the underlying neuronal mechanisms.
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The short term habituation (STH) effect is observed 
in event-related electroencephalographic (EEG) 
and magnetoencephalographic (MEG) data of audi-
tory experiments. More specifically, the N100 com-
ponent of the evoked potential/field decreases from 
stimulus to stimulus when presenting trains of iden-
tical stimuli [1]. To investigate and mimic the under-
lying mechanism of this phenomenon, we extend 
the biologically plausible neural mass model (NMM), 
which first presented by Jansen and Rit [2], with an 
additional differential equation, which describes 
the STH as a function of the repetition of the stimuli. 
The model parameters are estimated from MEG data 
using a Bayesian inference scheme [3].

Stimulation

A healthy human volunteer was stimulated by earphones 
with 160 trains of ten identical tones (900Hz, 15ms) each. 
The tones were separated by 500ms and the trains were 
separated by 10s. The subject was watching a silent movie 
during recording.

Data

MEG data were recorded by 306 channels (204 gradiome-
ters and 102 magnetometers) around the whole head 
at a sampling rate of 1000Hz. Only the channels on the 
right side of the hemisphere (102 gradiometers and 51 
magnetometers) were used for the equivalent current 
dipole estimation and the model parameter estimation. 
The data were averaged over trains offline (time window: 
-100ms to 2500ms, including five stimuli, first stimulus at 
the time point 0). A band pass filter (1 Hz to 20 Hz) was ap-
plied to reduce the noise.

Model

Neural mass model for a single cortical column

According to the model of Jansen and Rit [2], a cortical 
area can be considered as three interacting neuronal po-
pulations: pyramidal cells, excitatory interneurons and 

Figure 1.  General structure of a cortical area.  Three 

neuronal populations are considered to model a 

cortical area. is the rate-to-potential operator. is 

the potential-to-rate operator. are the connectivity 

among the populations (more details for the model 

parameters see [1] ). The EEG/MEG signal is proporti-

onal to the PSP of the pyramid cells.  

Figure 2. Architecture of the model of the auditory 

evoked field. There are two sources contribute the 

N100 component. An early activated source associ-

ates with the sound feature “where”. A late activated 

source associates with the sound feature “what”.   The 

measured MEG is assumed to be equal to the source 

output multiplied with the lead field matrix. 

Fig. 1
inhibitory interneurons. Two key operators describe the behavior of the 
neuronal populations. The first one transforms the average density of 
pre-synaptic spikes arriving at the population into the average postsyn-
aptic membrane potential (PSP). The second operator transforms the 
average membrane potential of the population into the average pulse 
density of action potentials fired by the neuron (figure 1).  

Model of auditory evoked field 

The model of auditory evoked field (AEF) is constructed by using two 
NMMs (figure 2). This structure is based on the notion that there are (at 
least) two separated auditory cortex sources that contribute for the N100 
component: an early one at about 85ms, which associates  with the sound 
feature “where” and a late one at about 150ms, which associates with the 
sound feature “what” [4]. In order to link the model to the MEG a lead field 
matrix (LFM) is necessary. For each NMM an equivalent current dipole (at 
80ms for ‘’where’’ and at 135ms for “what”) was used to localize the anato-
mical source position for the LFM calculation.

Model of STH

We expect that the decrease of the N100 amplitude can be explained by 
reduction of the excitatory intrinsic connectivity between the neuronal po-
pulations (pyramid cells to excitatory/inhibitory interneurons, excitatory 
interneurons to pyramid cells) [5] and this assumption is implemented as a 
differential equation:

 

where                                  is the weight that scales the synaptic connection ef-
ficiency between two intrinsic neuronal populations .        is the pre-synaptic 
firing rate.           denotes the maximally possible firing rate.  n

1
 and n

2
 govern 

the habituation rate and the recovery rate. The first term describes that the 
connectivity will reduce as a function of the current connectivity   and inco-
ming pre-synaptic activity, i.e. the pre-synaptic firing rate in our model and 
the second term describes the recovery of the connectivity.

Following the Bayesian inversion scheme in [3] 
we estimated 18 parameters to fit the AEF. These 
were:                                         for each neural mass 
(for more details about the parameters see [1]); 
the input  time duration w for both inputs P1 and 
P2 (We simply assumed that the inputs of the two 
NMMs were same.) ;  the constant time delay d 
between input P1 and P2 ;  the habituation rate n1 

and n2 the recovery rate for each neural mass. We 
used the same habituation rate and the recovery 
rate for all three excitatory intrinsic connections 
inside a neural mass. In figure 3 we present the 
observed AEFs in yellow and the simulated AEFs 
in blue. We fitted the parameter using the data 
set with three stimuli and predicted the fourth 
and fifth evoked fields.
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Figure 3.  Observed and simulated auditory evoked fields near the right temporal lobe 

(recorded by 14 gradiometers). We fitted the model parameters using the observed 

MEG with the first three stimuli and predicted the fourth and the fifth responses of the 

stimuli.  
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