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Protein expression and purification 

p53 constructs containing the core domain (C, CT and FL) were modified at four residues 
(M133L/V203A/N239Y/N268D)[1] and cloned into pET-24a with an N-terminal 6×His/lipoamyl domain 
tag and tobacco-etch-virus (TEV) protease cleavage-site. Each cloned plasmid was transformed into 
Escherichia coli BL21(DE3) and expressed and purified following published protocols.[2] The 
tetramerization domain (residues 325-356) was produced as described recently.[3] The cDNA clones were 
purchased from Geneservice Ltd. and transformed in E. coli Bl21 cells using a pRSET vector without any 
tag. Cells were grown and induced at 37 °C. The construct was diluted (1-10, in 25 mM Tris buffer pH 
7.5) loaded on anion exchange chromatography (Q Sepharose) and eluted protein loaded on a HiLoad 
26/60 Superdex 75 column (GE Healthcare) using phosphate buffer (25 mM phosphate buffer pH 7.2, 
300 mM NaCl). Data for the tetramerization (T) and core (C) domains of p53 were measured using the 
13C15N labelled variant. The DNA used is the p53 response element (MW 1594 Da, 5’ 
CGCGGACATGTCCGGACATGTCCCGC’3).  

Protein sequences 

T (325-355) EYFTLQIRGRERFEMFRELNEALELKDAQAG  
 
C (94-312)  SSVPSQKTYQGSYGFRLGFLHSGTAKSVTCTYSPALNKLFCQLAKTCPVQLWVDSTP 

PPGTRVRAMAIYKQSQHMTEVVRRCPHHERCSDSDGLAPPQHLIRVEGNLRAEYLDDR
NTFRHSVVVPYEPPEVGSDCTTIHYNYMCYSSCMGGMNRRPILTIITLEDSSGNLLGRDS
FEVRVCACPGRDRRTEEENLRKKGEPHHELPPGSTKRALPNNT 
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CT (94-360) SSVPSQKTYQGSYGFRLGFLHSGTAKSVTCTYSPALNKLFCQLAKTCPVQLWVDSTP 
PPGTRVRAMAIYKQSQHMTEVVRRCPHHERCSDSDGLAPPQHLIRVEGNLRAEYLDDR
NTFRHSVVVPYEPPEVGSDCTTIHYNYMCYSSCMGGMNRRPILTIITLEDSSGNLLGRDS
FEVRVCACPGRDRRTEEENLRKKGEPHHELPPGSTKRALPNNTSSSPQPKKKPLDGEY
FTLQIRGRERFEMFRELNEALELKDAQAGKEPG 

 
  
FL (1-393) MEEPQSDPSVEPPLSQETFSDLWKLLPENNVLSPLPSQAMDDLMLSPDDIEQWFTE 

DPGPDEAPRMPEAAPPVAPAPAAPTPAAPAPAPSWPLSSSVPSQKTYQGSYGFRLGFL
HSGTAKSVTCTYSPALNKLFCQLAKTCPVQLWVDSTPPPGTRVRAMAIYKQSQHMTEV
VRRCPHHERCSDSDGLAPPQHLIRVEGNLRAEYLDDRNTFRHSVVVPYEPPEVGSDCT
TIHYNYMCYSSCMGGMNRRPILTIITLEDSSGNLLGRDSFEVRVCACPGRDRRTEEENLR
KKGEPHHELPPGSTKRALPNNTSSSPQPKKKPLDGEYFTLQIRGRERFEMFRELNEALE
LKDAQAGKEPGGSRAHSSHLKSKKGQSTSRHKKLMFKTEGPDSD  

Mass Spectrometry Settings  

Typical settings for the MS for the p53 constructs were: capillary voltage, 1.0-1.5 kV; sample cone 25 V; 
cone gas, off; trap collision voltage, 5 V; IMS drift voltage, 50-150 V; ion transfer stage pressure, 4-5 
mbar; trap pressure, 8×10-2 mbar; ion mobility gas, He; ion mobility cell pressure, 3.2 mBar; time-of-
flight analyzer pressure, 2-3×10-6 mbar.  

Experimental CCS determination 

During the measurements ion mobility as well as mass spectrometric information is acquired 
simultaneously. Fig. S1a shows an example of a typical 2D drift time tD vs. m/z contour plot, as obtained 
for the (CT)4DNA complex at a fixed drift voltage of 50V. From this plot the arrival time distribution of 
each charge state is extracted (Fig. S1b) and fitted to a Gaussian distribution using python scripts 
developed in-house. The mobility K of each charge state is determined by plotting the drift time tD vs. the 
inverse drift voltage 1/V and subsequent linear regression.[4] Finally, the collision cross section (CCS)  
was calculated from the mobility K using the Mason-Schamp equation   
 

 
where N is the drift gas number density,  the reduced mass of the ion and drift gas, kB the Bolzmann 
constant and T the temperature. All reported CCSs are averages of at least three independent 
measurements.  
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Figure S1. IM-MS data extraction and collision cross section (CCS) determination. a) Typical IM-MS contour plot 
of (CT)4DNA which contains both drift time tD and m/z information. Peaks corresponding to intact (CT)4DNA with 
charge states 20 to 23+ are circled. b) Arrival time distributions extracted for the individual charge states of 
(CT)4DNA. For each ATD the drift time is determined by Gaussian fitting. c) Plot of the inverse drift voltage vs. drift 
time tD for 20 to 23+ (CT)4DNA ions. After linear regression the mobility K was calculated from the slope of the fitted 
line. Collision cross sections were determined from K using the above-mentioned Mason-Schamp equation.  

Calculation of theoretical CCSs 

Theoretical CCSs were calculated using the PA[5] and EHSS[6] algorithms implemented in an upgraded 
version[7] of the widely used MOBCAL software.[5b] The following coordinates were used: (T)4, 1pes; C, 
2fej; (C)4DNA, 2ac0. The p53 segments for which no high-resolution structural information is available 
((CT)4, (CT)4DNA, FL) were represented using coordinates from proposed models derived from a 
combination of X-ray, NMR, EM and SAXS data.[8] 
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Charge reduction 

A series of previous studies showed that a controlled reduction of the charge state can stabilize gas phase 
protein complexes without noticeably affecting their folding behaviour in solution.[9] In order to test 
whether a reduced charge state has an effect on the structural collapse observed here for p53, the 
ammonium acetate (AA) buffer was replaced by triethylammonium acetate (TEAA). In general, this led 
to a reduction of the charge state (see Fig S2), in case of (C)4DNA, (CT)4DNA and (FL)4, however, the 
obtained nanoelectrospray was not stable enough to enable direct CCS measurements.  
For (T)4, C and (CT)4 on the other hand, CCS were measured (see Table S1). The charge state turned out 
to have very little effect on the CCS, supporting the hypothesis of a spontaneous collapse. 
 
 

 
 

Figure S2. Representative mass spectra of charge reduced p53 constructs. (A) Spectra of the tetramerization 
domain tetramer (T)4 sprayed from AA (dark red) and charge reducing TEAA buffer (red). (B) Spectra of the core 
domain monomer C sprayed from AA (purple) and TEAA buffer (blue). (C) Spectra of the core-linker-tet tetramer 
(CT)4 sprayed from AA (purple) and charge reducing TEAA buffer (blue) 
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Table S1. Experimental and theoretical CCSs for p53 constructs and their DNA complexes. Values obtained form 
triethylammonium acetate buffered solution are highlighted in grey. (*) 13C/15N labelled variant, (**) MWDNA 15946 
Da, for details see SI. 

 

 

Molecular dynamics simulations 

MD simulations were performed in double floating-point precision using the GROMACS 4.5.3[10] 
software. (CT)4DNA and (CT)4 complexes were simulated in a solvent-free system using the AMBER99 
forcefield[11] based on previously published procedures[12] to simulate proteins in vacuo. Briefly, a 
steepest descent energy minimisation was performed, followed by 1 ns vacuum simulation at constant 
temperature (300 K), with randomly generated initial velocities. Neither periodicity nor cut-offs were 
employed in the calculations. Energy conservation was achieved using a 1 fs integration step, and 
constraining bonds to hydrogen with the LINCS algorithm.[13] Three trajectories, for each complex were 
analysed with respect to their RMSD from the initial structure. In order to identify the most populated 
conformations at different stages in trajectories, we made use of an RMSD-clustering algorithm.[14]  
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Figure S3. Molecular dynamics simulations of selected p53 constructs. MD simulations (1 ns) were carried out for 
(A) the (CT)4 and (B) the (CT)4DNA complexes in vacuo, at 300 K. Based on the (CT)4 and (CT)4DNA starting 
structures derived from previous experimental studies[8] (left) an RMSD-based clustering analysis was carried out, 
in order to identify the most populated conformations within each trajectory. Representative structures for three 
replica trajectories are shown in each box. Their average calculated CCSs agree well with the experimental values 
measured by IM-MS. 

Charge state prediction 

Table S2. Charge states predicted from surface area estimates. The solvent accessible surface area (SASA) was 
calculated from coordinate files using the MSMS program.[15] The average charge state (Zav) predicted using 
empirical relationship ln(Zav) = 0.59ln(SASA)-3.12.[16] Experimental charge state averages were calculated by 
Gaussian fitting of the charge state envelope after manual background subtraction and conversion into z-space. 

 

 

 

 

 

 

Complex 
Surface area 

(Å2) 
Predicted Zav 

Experimental 
Zav 

(T)4 8872 9.5 7.1 

C 15065 13.0 9.0 

(C)4DNA 39909 23.2 19.1 

(CT)4 62106 30.2 21.4 

(CT)4DNA 65276 31.1 21.7 

(FL)4 121133 44.8 28.8 

(CT)4 (MD) 36203 21.9 21.4 

(CT)4DNA (MD) 35568 21.6 21.7 
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