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Definitions concerning the scattering of H from the (111) surface of Cu and Au. 

 

All calculations discussed in this work are performed for H scattering from the (111) face 

of either Cu or Au. The incidence angle θi and the scattering angles θf and φf are shown in 

Fig.S1A, and the structure of the (111) surface is shown in Fig.S1B. Fig.S1B also shows 

the high symmetry sites top (first layer atom), hcp (the hollow site above a second layer 

atom), fcc (the hollow site above a third layer atom), and bridge (brg, a site midway 

between two neighbouring top sites). The (111) surface of an fcc metal has the well-known 

stacking ...ABCA... so that atoms in the fourth layer are beneath atoms in the first layer. 
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The "t2h" and "t2f" sites are midway between neighbouring top and hcp sites and midway 

between neighbouring top and fcc sites, respectively.  

 

In our calculations we use two coordinate systems, i.e., a lab frame and a reference frame. 

In the right handed coordinate system describing the lab frame, the Z-axis points 

perpendicularly away from the surface, and the X-axis is in the [101
−

] crystallographic 

direction, pointing in the direction shown in Fig.S1B. The polar angle of incidence, θi, and 

the polar scattering angle, θf, can both be defined relative to this coordinate system, as 

indicated in Fig.S1A. As also indicated in Fig.S1A, we follow an often used convention in 

surface science in which both polar angles are taken in the range [0°,90°]. Both angles are 

defined relative to the surface normal (the Z-axis), for instance, θi = 0° means H is incident 

normal to the surface. 

 

The azimuthal incidence angle φi defines the orientation of the incidence plane relative to 

the lab frame. Specifically, the reference frame is the right handed coordinate system 

X'Y'Z in which the incidence of H is along the X'Z plane, in the positive X' direction. 

Furthermore, the X' and Y' axes can be obtained by rotating the X and Y axis around the Z-

axis in counter-clockwise fashion over φi. This incidence angle is therefore referenced to 

the [101
−

] direction, i.e., incidence along this direction means φi = 0°. For φi = 30°, 

incidence is in the [112
−

] direction (see Fig.S1B). A crucial point is that for  

φi = (30 ± 120 n)°, n being an integer, an H-atom flying over the surface along the line 

passing neighbouring top, hcp, bridge, and fcc sites samples these sites in the order top, 

hcp, bridge, and fcc. In contrast, φi = (90 ± 120 n)° describes the situation in which the H-

atom flying along such a line samples the sites in the order top, fcc, bridge, and hcp.  
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The azimuthal scattering angle φf (See Fig. 1A) is referenced to the particular incidence 

direction considered, which depends on the value of φi and φf  takes values between -180° 

and 180°. With this convention, φf = 0° corresponds to forward in-plane scattering, and 

specular scattering occurs for φf = 0° and θf = θi . In contrast, φf = 180° corresponds to 

backward in-plane scattering and φf = 90° to side-ways scattering (as already noted θf and 

θi are taken to lie in the range [0°,90°]). Note that with the convention adopted, for 

incidence with φi = (30 ± 60 n)° the scattering distributions for the final scattering angles 

+φf and -φf  are equal by symmetry, while they are expected to differ for φi = (0 ± 60 n)°. 

With the conventions adopted, the Cartesian components of the initial and final velocities 

v i

→

 and v f
→

 may be written in the lab frame as 

 

 v ix = v i sinθ i cosφi  

 v iy = v i sinθ i sinφi 

 v iz = −v i cosθ i ,  

 

and  

 

 v fx = v f sinθ f cos(φ i + φ f )  

 v fy = v f sinθ f sin(φi + φ f )  

 v fz = v f cosθ f ,  

 

where v i and v f  are the magnitudes of the initial and final velocity, respectively. Note that 

the minus sign in front of the negative z-component of the initial velocity is simply a 

consequence of the often used convention in surface science that θi be in the range [0°,90°] 
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even though strictly speaking the incident velocity vector makes an angle of (180° - θi ) 

with the surface normal.  

 

Electronic structure calculations.  

 

To obtain energies and forces, electronic structure calculations were performed using a 

modified version of the VASP code 1-4, which makes use of density functional theory 

(DFT) 5-6.  To describe the exchange-correlation energy of the electrons we have used the 

generalized gradient approximation (GGA). In applying the GGA we have used a mixture 

of two of the most popular functionals in molecule/surface interaction studies, the PBE 7 

and the RPBE functional 8, with exchange correlation-functionals E
XC

PBE and EXC

RPBE , as 

follows  

 

 E
XC

SRP = xEXC

RPBE + (1− x)E
XC

PBE       (1). 

 

The functional used here (which we call SRP48, with x = 0.48) has been designed to 

accurately describe the reactive interaction of H2 with Cu(111) 9-10 and has been shown to 

be transferable to the H2 + Cu(100) system 11. For the sake of consistency we therefore also 

use this functional for H + Cu(111), and because Au is a noble metal like Cu we also use it 

for H + Au(111). Here, the hope is that the SRP48 functional describes the interaction 

between the s-orbitals of H and the d-orbitals of Cu as accurately as it does the interaction 

of the 1σg and 1σu orbitals of H2 with the d-orbitals of Cu.  

 

In the DFT calculations, the ion cores were described using nonlocal ultrasoft 

pseudopotentials 12 computed with the PW91 functional and taken from the database 
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supplied with the VASP code. Using a pseudo-potential computed with one GGA (PW91) 

in calculations employing a different GGA (the SRP48 functional10, see Eq.1) is expected 

to lead to errors in the molecule-surface interaction energy that are less than 30 meV, and 

probably smaller than that. We base this on calculations performed by Hammer et al. on 

O/Pd(111) and CO/Pd(111)8 that found errors smaller than 30 meV if LDA pseudo-

potentials were used in calculations with the PW91 functional instead of PW91 pseudo-

potentials. We also base this on the assumption that errors will be smaller if a pseudo-

potential computed with a different GGA functional is used in a GGA calculation than if a 

LDA-pseudopotential is used in a GGA calculation, especially if the GGAs used in the 

pseudo-potential and in the overall calculation  are rather similar, as is the case here. The 

electronic orbitals were described by a plane wave basis set. To model the 

adsorbate/substrate system a four-layer metal (Cu or Au) slab was used together with a 

(2x2) surface unit cell.  

 

A geometry optimization of bulk copper using the SRP48 functional yields a bulk lattice 

constant of 3.68 Å, the experimental value being 3.61 Å for Cu. For bulk Au the computed 

lattice constant was 4.20 Å, compared with an experimental value of 4.08 Å 13. Thus, the 

0K surface lattice constant used was 3.68/ 2  = 2.60 Å for Cu (2.97 Å for Au), and the 

computed bulk interlayer distance is 3.68/ 3  = 2.1244 Å for Cu (2.43 Å for Au). For Cu, 

interlayer distances of the slab were allowed to relax to values of d12 = 2.1009, d23 = 

2.1038, and d34 = 2.1012 Å for the distances between layers 1 and 2, 2 and 3, and 3 and 4, 

respectively. The computed contraction of the distance between layers 1 and 2 of the 

Cu(111) surface (1.1%) is in good agreement with medium-energy ion-scattering results 

obtained for room temperature 14. For Au, interlayer distances of the slab were allowed to 

relax to values of d12 = 2.4465, d23 =2.4014, and d34 = 2.4474. The percentage difference of 
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d12 with the computed bulk interlayer distance is less than 1%. This is in line with previous 

calculations 15-16 and XRD experiments 17, with less accurate LEED experiments not 

showing a deviation 18.  

 

First, we carried out static (single-point) DFT calculations on H + Cu(111) and Au(111). In 

these calculations, the metal atoms were kept frozen at their positions in the relaxed bare 

metal slab, but the position of the H-atom was varied. A vacuum layer of 13.0 Å was 

placed between the slabs in the Z direction to avoid artifacts caused by the use of periodic 

boundary conditions in the direction perpendicular to the slab. An 8x8x1 grid of shifted (Γ-

centered) Monkhorst-Pack k-points 19 was used to sample the Brillouin zone and a cut-off 

energy of 350 eV for the plane-wave expansion. For fast convergence of the calculations, a 

Fermi level smearing of 0.1 eV was used. The convergence of the calculations is similar to 

that discussed in Ref.9, i.e., we estimate that our H-atom surface interaction energies are 

converged to within approximately 60 meV with respect to the input parameters discussed 

above (thickness of slab, size of surface unit cell, numbers of k-points, etc.).   

 

Calculations on H + Cu(111) and Au(111) differ from calculations on H2 + Cu(111) in that 

far away from the surface (for Cu this is for Z ≥  2.25 Å, Z being the atom surface 

distance), H may retain (part of) its electron spin, so that spin polarized calculations are 

required. For Cu and for Z < 2.25 Å, spin unpolarized calculations (S=0) and spin 

polarized calculations yield electronic energies that are identical to within the convergence 

limit imposed in the calculations. For Au, spin polarized and spin unpolarized calculations 

yield identical energies for Z ≤ 2.0 Å. A problem we found for both Cu and Au is that in 

the range 2.0 Å ≤ Z ≤ 3.0 Å the H + Me(111) interaction energy may not converge well 

with the default settings used in the charge density mixing 4, in the iterative solution of the 
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Kohn-Sham equations. This problem may be resolved by effectively using linear mixing of 

the old and new densities in obtaining the new density in the iterations. This is done by 

taking the VASP input parameters AMIX and BMIX as 0.3 and 0.0001, respectively, and 

by taking the input parameters AMIXMAG and BMIXMAG also as 0.3 and 0.0001, 

respectively, in the use of the Pulay mixer 20, which employs an initial approximation for 

the charge dielectric function according to Kerker 21. See also Ref.22.  

 

Using single point calculations with the surface taken as static and as described above, 

potential curves were mapped out for H being above or below the top, bridge, fcc hollow, 

hcp hollow, and t2f and t2h sites (where, as stated earlier, the latter two are midway 

between top and fcc sites, and top and hcp sites, respectively, see also Fig.S1). These 

potential curves are shown in Figs. S2 and S3, for H + Cu(111) and Au(111), respectively. 

For both Cu and Au the potential minima were obtained for H being above the fcc site and 

above the surface, the minimum interaction energy being - 2.37 eV for Cu(111) and -1.97 

eV for Au(111), respectively. These values are in reasonable agreement with recent DFT 

calculations employing the PW91 functional that yield energy minima of -2.45 eV and -

2.18 eV 23, if one takes into account that the PW91 functional tends to overestimate 

adsorption energies. This should be corrected for at least in part in the present work by 

mixing in the more repulsive RPBE functional 8. The minimum interaction energy for H + 

Cu(111) (-2.37 eV) is also in good agreement with estimates of the well depth that are 

based on experiments. According to the analysis of experiments by Hammer and co. 24, the 

well depth should fall in the range 2.4-2.5 eV. The only value we have for the experimental 

H + Au(111) well depth (2.39 eV) comes from temperature programmed desorption (TPD) 

experiments 25. This value was derived using the Redhead approximation 26, a desorption 

temperature of 210 K, and an assumed frequency factor of 1013 s-1. It is not clear to us how 
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reliable this value is, as peaks in TPD spectra for associative desorption cannot always be 

straightforwardly interpreted in terms of the binding energy of the individual atoms to the 

surface 27. Assuming the experimental value (or rather its range) for H + Cu(111) and the 

PW91 energy differences reported by Mavrikakis and co. 23 to be reliable, the value of the 

well depth for H + Au(111) should be in the range 2.03-2.13 eV, which is in much better 

agreement with the value we find for H + Au(111) (1.97 eV).  

 

We also performed a Bader charge analysis 28 for H above and in Au(111) along the same 

lines of approach as used in the single-point calculations discussed above. This analysis 

showed close to zero charges on the H-atom for all investigated geometries. The 

observation of close to zero Bader charges means that it is unnecessary to supplement the 

interaction potential (forces) computed with DFT in the AIMD calculations with image-

charge interaction correction terms, as often done in simulations of high-energy scattering 

of ions from metal surfaces 29. The observation of close to zero charge on H interacting 

with Au can be explained from H and Au exhibiting a similar electronegativity. For the 

same reason, hydrogen forms polymeric covalent hydrides with Au and Cu 30. 

 

Ab Initio Molecular Dynamics (AIMD) method.  

 

In the AIMD method used here, dynamical quantities are computed using classical 

dynamics for nuclear motion while computing the forces on the fly using DFT. AIMD 

calculations were first used to model a surface reaction by De Vita et al. 31, who computed 

5 trajectories to model dissociative chemisorption of Cl2 on Si(111). Statistically 

meaningful results, i.e., reaction probabilities with reasonably small statistical errors, were 

first obtained for a reaction of a molecule on a metal surface by Groß and Dianat in 2007 
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32. In the latter calculation and in most subsequent AIMD calculations aimed at calculating 

reactive scattering probabilities 33-36, on which the discussion below is focused, the surface 

atoms were taken initially at rest (Ts = 0 K), and spin unpolarized DFT calculations were 

done. Only in 2012 were AIMD calculations performed for a molecule impinging on a hot 

surface 10. Likewise, only in 2012 Groß reported preliminary AIMD calculations in which 

spin polarized DFT was used to model O2 dissociation over a Pt surface 37. The 

calculations here performed include both of these non-standard features, i.e., they were 

performed for a non-zero initial surface temperature, and used spin polarized DFT. These 

features complicate the calculations. As detailed below, an algorithm needs to be used to 

sample the displacements and momenta of the surface atoms according to the pre-defined 

temperature. Furthermore, as noted by Groß spin polarized DFT calculations require twice 

as many basis functions to model both the spin-up and spin-down components, and 

typically it is harder to converge the self-consistent field iteration to solve the Kohn-Sham 

equations 37. Below, we discuss an additional complication with spin polarized 

calculations, which arises if a rebounding H-atom recovers its spin.  

 

In the AIMD calculations, the Cu (Au) substrate was modeled using 4 layers as in the static 

surface calculations discussed above, and more generally all input parameters to the 

electronic structure part of VASP were taken the same as discussed above. Of the 4 layers, 

only the upper 3 layers were allowed to move. Molecular dynamics simulations were 

performed using the Verlet algorithm 38-39 with a time-step of 1.0 fs in the equilibration of 

the copper and gold surfaces discussed below.  

 

Experiments 40-41 show that, going from 0 K to the surface temperature used in the H-

surface scattering simulations (Ts=120 K), a small expansion of bulk Cu occurs, the bulk 
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lattice constant increasing by 0.06%. In our AIMD calculations to set up surfaces for 

Ts=120 K, the 0K SRP48 DFT bulk lattice constant was therefore multiplied with 1.0006, 

to obtain the bulk lattice constant (3.6818 Å) defining the X- and Y-dimensions of the Cu-

slabs for this temperature. Bulk Au expands by 0.089% going from Ts=0 to 120 K 42-44, and 

taking this into account in the same way as done for Cu gave a bulk lattice constant of 

4.205 Å for use in the AIMD simulations.  

 

We performed AIMD simulations of ten different Cu(111) (Au(111)) slabs, imposing a 

temperature on these slabs. The procedure used was as follows. The slabs were initialised 

by selecting displacements and velocities of the moving metal atoms from a classical 

Boltzmann distribution of atomic harmonic oscillators for a temperature of 120 K, 

according to frequencies computed from a normal mode calculation with VASP in which a 

single metal atom was allowed to move in the X, Y, and Z-directions in either layer 1, 2, or 

3. These calculations gave frequencies in the range 16.0 – 20.5 meV for Cu(111), and in 

the range 8.0 to 11.0 meV for Au(111). Next, a first AIMD simulation was performed in 

the microcanonical ensemble (NVE, meaning that the number of particles N, the volume 

V, and the total energy E were all kept constant) for 1.8 ps. For both Cu and Au this 

resulted in an average surface temperature that was close to the one aimed at. For 

subsequent sampling of the metal atom coordinates and velocities, we therefore performed 

only one subsequent, second AIMD NVE run, for 1 ps, in which we also computed the 

surface temperature and the average interlayer spacing between layers 1 and 2. The surface 

temperatures obtained were 112.6 K for Cu(111), with a standard deviation σ of  19 K, and 

133 K for Au(111), with σ  = 28 K. The averages are in good agreement with the 

temperature we intended to impose, and the standard deviation is close to what would be 

expected for an ensemble containing N=36 degrees of freedom (σT = T / Nd  = 20 K, Nd 
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being equal to the number of degrees of freedom of the metal atoms). The average value of 

d12 we computed for Cu was 2.110 ± 0.003 Å. This value is somewhat smaller than the 

SRP48 bulk interlayer distance we compute for 120 K (2.1257 Å), in good agreement with 

the interlayer contraction observed experimentally for room temperature (1% 14, vs. 0.7% 

obtained by us). For Au, the average d12 we computed was 2.464 ± 0.007 Å. This value is 

in satisfactory agreement with, but somewhat overestimates the computed bulk interlayer 

distance at this temperature of 2.428 Å.  

 

For H + Cu(111) and Au(111), in our AIMD calculations we effectively used the classical 

trajectory (CT) method 45 to simulate the scattering of H-atoms from the surface 

considered, i.e., classical molecular dynamics with Monte-Carlo sampling of the 

appropriate initial conditions (but of course computing the forces on the fly from DFT). 

Scattering probabilities, for each initial incidence energy, are calculated as an average over 

the initial conditions (position of the atom over the surface unit cell), which are sampled 

using a conventional Monte Carlo procedure. We also sample over the metal surfaces we 

simulated, choosing 1 of 1000 configurations recorded for each surface, and one out of 10 

surfaces, at random. This procedure allows us to model the effect of local variations of 

temperature without having to perform prohibitively expensive simulations involving too 

large surface unit cells. In order to obtain reasonably low statistical errors at acceptable 

computational cost we compute 900 trajectories per combination of incidence angle and 

collision energy.  

 

The procedure used is then as follows. The H-atom is started at 6.0 Å above the surface. 

The maximum propagation time used is 120 fs, and the timestep 0.1 fs. We consider that 

scattering has taken place (i) whenever the atom bounces back to the gas phase and reaches 
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a distance from the surface greater than 6.1 Å (in which case the trajectory is stopped), or 

if (ii) after 120 fs the H-atom is moving away from the surface at Z ≥ 3.3 Å, and its normal 

kinetic energy exceeds the H-Me(111) interaction computed for a static surface and 

averaged over the top, bridge, fcc, hcp, t2f, and t2h sites by 50 meV at the current value of 

Z.  Trajectories in which the H-atoms fly through the 4-layer slab are classified as "fly 

through". The outcome of trajectories that fall in neither of these two categories is 

classified as "unclear", these trajectories might still result in scattering or flying through 

the slab, or the outcome may be that H remains in or on the slab (absorption or adsorption). 

An important point about the unclear trajectories is that even if the H-atom has not yet 

entered the surface after 120 fs it may still do so later, so that the outcome can be scattered 

without or with penetration. In contrast, if the H-atom has entered the surface by that time, 

an unclear trajectory may still lead to scattering with penetration, but not to scattering 

without penetration of the surface.  

 

The scattered trajectories may be further subdivided as follows. We distinguish between 

outcomes in which the H-atoms scatter from the surface without entering the subsurface, 

and outcomes in which scattering occurs in a trajectory in which H enters the surface and 

subsequently re-emerges at the gas phase side, and leaves the surface ("scattering without 

penetration" and "scattering with penetration"). Here, the surface is dynamically defined, 

i.e., to make the distinction we compare the instantaneous Z-value of the H-atom to the 

instantaneous average of the four Z-values of the surface metal atoms to decide whether H 

goes subsurface at any point during the trajectory. We may also distinguish between direct 

and indirect scattering trajectories. In a direct (indirect) trajectory, the Z-value of the H-

atom exhibits one (multiple) inner turning point(s).  
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A complication with the AIMD calculations on H + Cu(111) and Au(111) that we 

observed initially was that, in our spin polarized DFT calculations, H did not regain its spin 

upon coming back from the surface (the magnetization remained zero). This is in 

accordance with the observation that plane wave DFT calculations with VASP on 

magnetic systems may not converge if the initial magnetization (which was zero close to 

the surface) is smaller than the magnetization that should result from the calculation. To 

solve this problem, we used a script to stop and restart the VASP AIMD calculations once 

the back-scattering H-atom reaches a distance from the surface > 2.05 Å for Cu, and > 1.80 

Å for Au. The AIMD calculations were subsequently performed with spin polarization and 

starting from a trial wave function in which each atom is in its α spin state (has one 

unpaired electron with spin up), performing one time-step at a time until the system again 

had a total magnetization of 0.6 µB. Subsequently, the AIMD spin polarized calculations 

could again be performed in multistep fashion, where at each time-step a guess of the 

initial wave function is obtained from the converged wave function at the previous 

timestep, as implemented in VASP. Recognizing that computation time can be saved when 

the H-atom is closer to the surface, the script we developed also stops and restarts the 

VASP AIMD calculations whenever the H-atom gets closer to the surface than 2.05 Å for 

Cu, or 1.80 Å for Au. In this case, the AIMD calculations are performed in multi-step 

fashion using spin unpolarized DFT. At the start, the H-atom is propagated towards the 

surface using multi-step AIMD with spin polarized DFT.  

 

In a minority of trajectories, we observed problems with energy conservation. We use an 

option in VASP that keeps the number of electronic iterations down by predicting the 

electronic wave function for the next time-step from the wave function at previous steps. In 

spin polarized calculations, the algorithm used may break down for the problem we study 
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if the magnetization changes rapidly with time. This may result in rapid oscillations of the 

magnetization, which then takes on positive and negative values, and in all cases where a 

problem with energy conservation occurred, the problem could be attributed to this cause. 

In all cases the problem was solved by restarting the AIMD simulation at a point in time 

where the breakdown of energy conservation had not yet occurred. Next we propagated the 

equations of motion in one-step mode through the critical region, after which normal time 

propagation was resumed. Such a restart was made if the magnetization was found to take 

on negative values < -0.33, or if the total energy drift exceeded 150 meV, or if the energy 

drift per fs exceeded 0.85 meV/fs. With the timestep and the criterion for convergence of 

the total energy that we used, average values of the energy drift and energy drift per fs per 

trajectory were 12 meV, and 0.12 meV/fs, respectively (as computed for H + Au(111) at an 

incidence energy of 5 eV, θi = 60°, and incidence along the [10-1] direction).  

 

In our calculations, artifacts could arise from the heat wave generated by the collision 

being reflected from the walls of the periodic surface unit cell or the static metal layer at 

the bottom (as noted above, the metal atoms in the bottom surface layer are kept fixed).  

With the width of the 2 x 2 surface unit cell used for Cu (5.20 Å) and Au (5.95 Å), and 

taking into account the velocity of sound in these metals (39 Å/ps for copper, 32 Å/ps for 

gold), this complication is avoided using the selected value of tmax of 120 fs.  We refrain 

from the use of a thermal bath at the bottom of the slab (as can be done with for instance 

the generalized Langevin formalism 46) as it is not clear how this would affect the collision 

dynamics. 
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Estimating the long-time contribution of H-atoms that have penetrated the surface. 

 

In our simulations, we only count as scattered those H-atoms that within 120 fs either 

escape from the surface to a distance of greater than 6.1 Å, or reach at least 3.3 Å from the 

surface with an outward normal translational energy exceeding the estimated atom-surface 

interaction energy by 50 meV. However, as Table 1 shows, for H+Au(θi =60°, φi =0°) a 

substantial amount of H-atoms have entered the slab but are classified as "unclear" because 

they have not scattered yet (14.2%). Furthermore, a smaller amount of H-atoms have flown 

through our 4-layer slab (7.3%), and these should also really be counted as having 

penetrated the slab. Together, these catagories make up 21.5% of the incident H-atoms that 

might have emerged as scattered with penetration in a simulation that would have modeled 

more metal layers and would have been performed on a much longer timescale than was 

possible here. 

 

To arrive at an estimate of how these catagories of atoms might contribute to the angularly 

resolved energy loss spectrum for θf= 60° and φf = 90° (Fig.4), energy losses of atoms 

scattering to this final solid angle have been computed using the following simplifying 

assumptions: (i) It was assumed that the remaining H-atoms would scatter to the solid 

angle considered in proportion to the binning range in the solid angle, ∆φf  being 60° and 

∆θf being 15°. As a result of this, probabilities that H scatters with a specific energy loss 

have to be divided by aan angular dilution factor 

2π [π 3 × {cos(θ f − 7.5°) − cos(θ f + 7.5°)}], which is 26.5 for θf= 60°. (ii) The energy lost 

by the H-atoms that had penetrated the surface but were classified as unclear was 

calculated as ∆E = 3 × Nmove × (kTs
f −120). Here Nmove is the number of moving metal 

atoms, Ts
f  is the surface temperature in K at the end of the trajectory, and we have 
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assumed equipartioning between translational and potential energy of the metal atoms. (iii) 

The energy lost by the H-atoms that had flown through the slab was calculated 

as∆E = 2 × 3 × Nmove × (kTs
f −120). Here, the extra factor 2 comes from making the 

assumption that if the H-atom were to back up and emerge at the gas phase side it would 

lose the same amount of energy as on its way in. 

 

With the assumptions made above, we probably overestimate the number of H-atoms that 

scatter to the specific final solid angle addressed (θf= 60° and φf = 90°) at long times. Our 

statistical approach to the angular distribution of these atoms suggests that 7 out of 194 

atoms considered scatter to this final solid angle. However, none of the 126 atoms that 

scattered with penetration within the timescale of the simulation was found at this final 

solid angle. Furthermore, we probably underestimate the energy lost to the surface of the 

atoms expected to emerge from the surface at long times after moving into the surface. For 

instance, 84% of the atoms classified as unclear and having penetrated the surface 

remained in the gold slab at the time the trajectory was stopped, and most of these atoms 

would probably lose more energy to the surface before emerging from it at the gas phase 

side. Furthermore, the atoms that have flown through the slab in our calculation have not 

yet experienced the hard collision with a lower layer atom which could send the H-atom on 

its way back to the gas phase. The results of this conservative analysis are shown in Fig.S5. 

 

Comparison of Fig.S5 to Fig.4 shows how the angularly resolved energy loss distribution 

of atoms that scatter with penetration changes if the contribution at long times is taken into 

account on the basis of the assumptions outlined above. Even though the figure probably 

overestimates the H-atoms scattering at long times to the final solid angle considered and 

probably underestimates their energy loss, our calculations predict that it should be 
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possible to measure a very well resolved low energy peak in the energy loss distribution, 

that can be attributed almost exclusively to H-atoms scattering without penetration. 

Specifically, we predict that the number of H-atoms scattering without penetration of the 

surface and experiencing energy losses ≤ 0.2 eV should exceed the number of H-atoms 

scattering with penetration of the surface and experiencing such low energy losses by 

about a factor 100, under the assumptions made above. This number, which most likely is 

an underestimate, is considerably larger than the corresponding number (30) for the energy 

distribution integrated over final scattering angles. The low energy peak in Fig.S5 is also 

much easier to measure than its counterpart in Fig.1A as it requires an experiment where 

the detector is placed at one final solid angle only.  

 

We have also considered how other results for H+Au(θi =60°, φi =0°) change if long time 

contributions are taken into account from penetrated unclear trajectories and from 

trajectories in which the H-atoms flew through the slab. The conclusion that the adiabatic 

energy loss spectrum (Fig.1A) shows a fairly well resolved peak below 0.2 eV remains 

unchanged. However, the number of H-atoms scattering without penetration of the surface 

and experiencing energy losses ≤ 0.2 eV should exceed the number of H-atoms scattering 

with penetration of the surface and experiencing such low energy losses by only about a 

factor 30 if the long time contribution is taken into account, compared to a factor of about 

45 without this contribution. Angular distributions like Fig.2A and Fig.3 can be corrected 

for the estimated long time contribution by adding the ratio of Ppen
long  (0.215) divided by the 

angular dilution factor to the probabilities of scattering with penetration and the total 

scattering probabilities. This amounts to adding probabilities which vary from 0.0012 for 

θf= 7.5° to 0.0093 for θf= 82.5°. Once done, the probability of scattering with penetration 

still shows a minimum at θf= 60° in Fig.3, but it is no longer zero, being 0.0081.  
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Ab Initio Molecular Dynamics with electronic friction (AIMDEFp).  

 

We have also used our AIMD calculations to estimate the non-adiabatic energy loss to 

electron-hole pair excitation, ENA, in terms of a friction force. For each trajectory, the value 

of ENA for a particular H-atom surface collision was computed after the trajectory was 

completed with ordinary AIMD, i.e., the friction force was applied "post" the trajectory. 

This is why we call these calculations "AIMDEFp". Obviously, the best approach would 

have been to apply the friction force on the H-atom while it is moving, i.e., in an ab initio 

molecular dynamics with electronic friction (AIMDEF) calculation, as suggested in 47. 

However, such an approach has, to our knowledge, not yet been implemented. Instead, 

here we used the time-dependent H-atom coordinates r
→

(t)  and velocities v
→

(t)  from the 

AIMD trajectories to compute the friction force within the local density friction 

approximation (LDFA) 48. Using the position-dependent friction coefficient, η( r
→

) , the 

energy loss to electron-hole pair excitations incurred during the time tc that the H-atom 

interacts with the surface can be computed as 

 

 ENA = η( r
→

(t))v(t)2

t=0

tc

∫ dt        (2). 

 

The friction coefficients used in the LDFA, which are calculated for the electronic density 

of the bare metal slab at r
→

(t) , have been successfully applied to understand different 

properties of the energy loss of atoms and ions on surfaces 49-52. Here, an additional 

approximation made was that the electronic density was calculated fixing the metal atoms 

at their thermal equilibrium positions at Ts = 120 K.   
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In Fig. S6 the total energy loss distributions (integrated over all scattering angles) are 

shown as computed with AIMDEFp, and in Table S1 the adiabatic and non-adiabatic 

energy losses computed with AIMD and AIMDEFp are shown for the example we focus 

on, i.e. scattering of H from Au(111) at θi =60°, and φi =0°. A comparison to the adiabatic 

results shown in Fig.1 reveals dramatic differences. For instance, because in scattering of 

H from Au(111) at θi =60°, and φi =0° the energy lost to electron-hole pair excitation is 

almost an order of magnitude larger than the energy loss to phonons, the total energy loss 

spectrum in the top panel of Fig.S6 takes on a qualitatively different form from the figure 

describing the corresponding adiabatic case, Fig.1A. In the AIMDEFp results, the lowest 

energy peak now occurs near 0.4 eV instead of near 0.1 eV as observed in the adiabatic 

case. Also, the lowest energy peak no longer dominates the energy loss spectrum computed 

with AIMDEFp as it does the AIMD energy loss spectrum: the AIMDEFp spectrum shows 

a peak near 0.7 eV that is higher than the lowest energy peak.  

 

Finally, it is illustrative to consider how the AIMDFp conclusions might be affected by 

using alternative friction coefficients. In Fig. S7 the friction coefficients we computed for 

the H-atom approaching Cu(111) above a first-layer surface atom are compared with the 

friction coefficient computed by Trail et al. 53 for the same system and approach symmetry, 

but using a different theoretical approach. The agreement between both methods is 

reasonable at small atom surface distance values, but at larger distances their friction 

coefficient is larger than ours because of the peak appearing in their calculation at Z=2.5Å. 

To obtain the friction coefficient at these distances, Trail et al. had to fix the spin of the 

approaching H-atom to its gas phase value, in order to avoid a singularity in the friction 

coefficient that otherwise arises in their theory due to the spin transition that DFT predicts 

at values around z=2.5A. 
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Regardless of this, it is likely that with their method an even greater average energy loss 

would be obtained for H-atoms that scatter without penetration in the surface than with our 

method. Therefore, the main conclusion we draw, i.e., that including electron-hole pair 

excitation in the theoretical description leads to far greater energy loss of H-atoms that 

scatter without penetration of the surface, is not altered. 
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S1. Definition of incidence angle θi, and scattering angles θf and φf (A). Plot of the 

(111) surface of fcc metals like Cu and Au (B). Indicated are the high symmetry 

sites top, hcp, fcc, and bridge (brg). Also indicated are the crystallographic 

directions corresponding to the two planes of incidence studied in this work. 
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S2. The H-surface interaction potential is shown as a function of the atom-surface 

distance Z in Å, for H + Cu(111) (see also Fig.S1).  
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S3. The H-surface interaction potential is shown as a function of the atom-surface 

distance Z in Å, for H +Au(111) (see also Fig.S1).  
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S4. The energy loss distribution for specular scattering is shown of H-atoms that have 

scattered from the surface ("all"), that have scattered from the surface with 

penetration of the surface ("pen"), and that have scattered from the surface without 

penetration of the surface ("not pen"). Results are shown for an incidence energy of 

5 eV, for H + Au(111) and θi = 60° and φi=0°.  
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S5.  The angularly resolved energy loss distribution is shown for scattering of 5 eV H 

atoms from Au(111) at θi = 60° and φi = 0° to θf= 60° and φf = 90°, at Ts = 120 K. In 

contrast to Fig.4, here a contribution has been taken into account from H-atoms that 

scatter with penetration at times longer than the timescale of our simulation. 
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S6. Total energy (adiabatic + non-adiabatic) loss distributions for 5 eV H-atoms 

scattered from Au(111) and Cu(111) at the indicated incidence angles , TS=120K.  
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S7. Friction coefficients computed for motion of H along a line that is perpendicular to 

a Cu(111) surface, and goes through the top site on that surface. Results are shown 

for the LDFA method 48 used in this work and for the method used by Trail et al. 53.  
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Table S1. Adiabatic, non-adiabatic, and total energy loss of H-atoms scattering from 

Au(111) for θi =60°, and φi =0° are presented. Energies are in eV. The aiabatic results were 

obtained with the AIMD method, and the non-adiabatic results with the AIMDEFp 

method.  

Quantity Adiabatic Non-adiabatic Total 

∆E, all scat 0.21 1.31 1.52 

∆E, scat, no pen 0.14 1.00 1.14 

∆E, scat, pen 0.51 2.58 3.09 
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