
RELAXED GRAIN CLUSTER (RGC) HOMOGENIZATION SCHEME

D.D. Tjahjanto∗, P. Eisenlohr, F. Roters

Max-Planck-Insitut für Eisenforschung, Düsseldorf, Germany

ABSTRACT: An efficient homogenization scheme for polycrystals is presented. The scheme is based on a generalization
of the grain interaction (GIA) model. A volume element consisting of eight (= 2×2×2) hexahedral grains is considered.
The kinematics of the relaxed grain cluster (RGC) scheme is formulated within a finite deformation framework, where
the relaxation of the local deformation gradient of each individual grain is described by interface relaxation vectors.
In the present model, the relaxation vectors are determined such that the total energy (or work) density of the cluster
is minimum. A penalty term is added into the energy minimization landscape, which accounts for an energy density
associated to the mismatch at the grain boundaries due to relaxations. Effectively, this penalty term mimics the kinematical
condition of deformation compatibility at the grain boundaries. Furthermore, simulations have been performed for a
polycrystalline sample. The overall behavior of the sample undergoing uniaxial tension and simple shear, is studied for
various microstructural configurations. The prediction of the RGC scheme is compared with predictions using other
averaging schemes, as well as the result of finite element (FE) simulation.
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1 INTRODUCTION
A homogenization or coarse-graining scheme plays a vi-
tal role in multiscale modeling and simulations, particu-
larly, in translating the detailed response of the material
constitutive models at lower scales into the effective re-
sponse required at higher scales. There are two oppos-
ing aspects that need to be addressed in homogenization
issues, namely, (i) to maximize the quality of the over-
all prediction by preserving all relevant information from
lower scale mechanisms, yet (ii) to minimize the amount
of computational effort. In the context of polycrystalline
metals, various homogenization schemes have been pro-
posed in the last few decades, ranging from the most sim-
ple assumptions (i.e., Taylor and Sachs models), semi-
analytical grain interaction-based models (see e.g., [1–3]),
up to complex numerical techniques (see e.g., [4, 5]).
The present work is aimed at developing an efficient ho-
mogenization scheme, called the relaxed grain cluster
(RGC) model. This model is based on the generalization
of the grain cluster concept (see e.g., [1, 2]), which fo-
cussed on close interactions (in terms of deformations and
stresses) between neighboring grains.

2 RELAXED GRAIN CLUSTER MODEL
2.1 DEFORMATION AND RELAXATIONS

Let x̄ be a macro-scale material point in the reference
configuration and F̄ the macro-scale deformation gradi-
ent that maps the point x̄ into a point ȳ in the deformed
configuration. In the present model, the material point x̄
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Figure 1: Macro-scale body in the reference and deformed
configurations, where a material point is represented by a
cluster of eight hexahedral grains.

is represented by a cluster of eight (= 2 × 2 × 2) hexa-
hedral grains, as shown in Fig. 1. Furthermore, the (local)
deformation gradient F g of grain g can be expressed by

F g = F̄ +
1
vg
0

3∑
α=1

(
ag

α ⊗ ng
α + ag

−α ⊗ ng
−α

)
, (1)

where ag
α is a relaxation vector describing the relative dis-

placement of face α of grain g with respect to the overall
deformation, with ng

α a unit vector normal to the face α
(see Fig, 2 top), and vg

0 measures the volume fraction of
grain g in the reference configuration. The relaxation vec-
tors ag

α provide additional degrees of freedom to the full
constraints (FC) Taylor assumption, where F g = F̄ .
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Figure 2: Relaxation vectors applied at six faces of grain
g (top). The effect of a relaxation vector at the shared in-
terface between grains g− and g+, respectively (bottom).

Consider two neighboring grains g− and g+ as shown in
Fig. 2 bottom, where face α of grain g− is identical to
face −α of grain g+. Consequently, the relaxation vector
at this interface must be the same, i.e.,

ag+

−α = ag−
α and ag+

α = ag−
−α , (2)

where the second relation in (2) is derived from the as-
sumption of a periodic grain arrangement. In order to
eliminate rigid-body translations from the effective defor-
mation of the aggregate, the sum of the relaxation vectors
must vanish. In the case of the two grain aggregate, this
condition leads to

ag
−α = −ag

α . (3)

The overall deformation gradient F̄ is computed by the
volumetric average of the local deformation gradients as

F̄ =
8∑

g=1

vg
0F g . (4)

2.2 MISMATCH AND PENALTY ENERGY

In the 2 × 2 × 2-grain cluster, the relaxation of an in-
terface may cause incompatibility at other interfaces (i.e.,
cross-effect), as illustrated in Fig. 3. Introduce a tensor
Ng

α that measures the mismatch at interface α of grain g.
Assuming a planar interface, where the deformation gra-
dient varies only in the direction normal to the interface,
the mismatch tensor Ng−

α is computed as

Ng−
α = −

(
ng−

α × (Gg−
α )T

)T

, (5)

where Gg−
α = 1

2 (F g+ − F g−), which measures the jump
of deformation gradient across the interface zone (g−, α).
Furthermore, define Rg

α as an energy density associated
with the mismatch, defined as

Rg
α =

1
2
µg sinh (c0‖Ng

α‖) , (6)
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Figure 3: Mismatch at the interface due to side-effect of
relaxation of other interfaces. The amount of mismatch is
equally shared by the neighboring grains.

with µg the (equivalent) shear modulus of grain g, c0 a
scalar that determines the over-proportionality of the en-
ergy density function (6), and ‖Ng

α‖ = (Ng
α ·Ng

α)1/2 the
magnitude of the mismatch. The overall mismatch energy
density can be computed as

R̄ =
8∑

g=1

vg
0 Rg =

8∑
g=1

vg
0

3∑
α=1

(Rg
α +Rg

−α

)
. (7)

2.3 STRESS AND ENERGY MINIMIZATION

Let P g be the first Piola–Kirchhoff stress of grain g,
which is energetically conjugated to the deformation gra-
dient F g. The stress P g is related to F g via the grain con-
stitutive model. The effective stress and work (or consti-
tutive deformation energy) density of the cluster are com-
puted as the volumetric average of the corresponding local
quantities as

P̄ =
8∑

g=1

vg
0P g and W̄ =

8∑
g=1

vg
0Wg , (8)

with P g andWg , respectively, the stress and work density
of grain g. The evolution of the local work density follows
Ẇg = P g · Ḟ g . The relaxation vectors ag

α are computed
such that the total energy density, given by,

Ē = W̄ + ξ0R̄ , (9)

is minimum, where ξ0 determines the net-contribution
or weight of the mismatch energy density, which is ac-
counted for as a penalty. The solution of the above min-
imization problem is obtained by the stationary points,
where ∂Ē/∂ag

α = 0, for all interfaces α = ±1, 2, 3 of all
grains g = 1, . . . , 8. Using the chain-rule to evaluate the
partial derivatives ∂Ē/∂ag

α, the criteria for energy mini-
mum is equivalent to the condition of stress equilibrium
at (interior) interfaces between two neighboring grains g−

and g+, as

(P g+
+ Rg+

)ng+

−α + (P g− + Rg−)ng−
α = 0 , (10)
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with ng+

−α = −ng−
α . In expression (10), Rg

α stands for a
stress-like penalty term, which is obtained as

Rg
α = ξ0

3∑

β=1

λg
βc0

‖Ng
β‖

(
(Ng

β )T × ng
β

)T

cosh
(
c0‖Ng

β‖
)

,

(11)
where λg

β = 1
2 (µg + µg?

β ), with g?
β the grain sharing the

interface β with grain g.
As a summary, for any given F̄ , the local deformation gra-
dients F g can be constructed from the relaxation vectors
ag

α using (1). In the case of the 2×2×2-grain cluster and
observing the kinematical restrictions (2) and (3), there
are 12 independent relaxation vectors to be determined.
In order to determine these vectors, a Newton–Raphson
iteration procedure is employed for solving the set of non-
linear equations (10), i.e., the stress equilibrium condition
for all 12 interior interfaces. A more detailed description
of the RGC model can be found elsewhere [6].

3 ELEMENTARY SIMULATIONS
3.1 SINGLE CRYSTAL MODEL PARAMETERS

A classical single crystal elasto-plasticity model for face-
centered cubic metals is used as the local constitutive be-
havior of the individual grains, in accordance with the
model proposed by Kalidindi, et al. [7]. Table 1 lists the
material parameters used in this model and the assigned
values.

Table 1: Values of material parameters in single crystal
elasto-plasticity model.

Model parameter(s) Value(s) Unit
Orthotropic elastic moduli C11 = 149.5 GPa
(Voigt’s notation) C12 = 72.5 GPa

C44 = 45.3 GPa
Equivalent shear modulus µ = 42.6 GPa
Reference slip rate γ̇0 = 0.001 s−1

Rate-dependency exponent m = 0.02
Initial slip resistance s0 = 56.0 MPa
Slip resistance saturation s∞ = 224.0 MPa
Initial hardening modulus h0 = 600 MPa
Hardening exponent as = 4.0
Latent hardening ratio q = 1.4

In terms of the “313”-Euler rotation angles (Bunge
convention), the orientations of the constituent grains
g = 1, . . . , 8 with respect to the cluster coordinate system
are given by, respectively, (ϕ1; φ; ϕ2) = (0.0; 18.4; 9.0),
(38.6; 0.0; 0.0), (12.7; 45.0; 0.0), (25.7; 45.0; 35.3),
(19.3; 26.6; 0.0), (32.1; 26.6; 24.1), (6.4; 45.0; 19.5), and
(45.0; 33.7; 15.5), all angles are in degree.

3.2 GRAIN CLUSTER RESPONSE

In the present paper, the RGC scheme is used to simulate
the response of a polycrystalline sample subjected to the
two loading conditions of (i) uniaxial tension along e3 and

(ii) plane-strain simple shear. The results are compared
with the predictions from other averaging schemes.
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Figure 4: The effective axial stress T̄33 (top) and the lat-
eral strains ē11 and ē22 (bottom) during uniaxial tension as
predicted by various averaging schemes.

Fig. 4 shows the evolution of the overall axial stress and
the lateral strains during uniaxial straining predicted by
various averaging schemes. The grey-shaded area indi-
cates the range of the prediction of the RGC scheme in
terms of the axial stress–strain response. As shown in
Fig. 4 top, the upper bound of the RGC prediction in terms
of the stress–strain response, which is obtained by apply-
ing the condition of zero mismatch or fully compatible
relaxation, is lower than the stress resulting from the Tay-
lor model (uniform deformation). The lower bound of the
RGC prediction is obtained by a penalty-free assumption
through imposing the penalty weight ξ0 = 0. In general,
this lower bound is higher than the prediction of the Sachs
model (uniform stress). The result of the FE simulation,
where each grain is represented by 512 linear hexahedral
elements, falls within the grey-shaded RGC range. This
suggests that the RGC scheme gives a significantly better
accuracy in comparison to the classical Taylor and Sachs
bounds.

The best fit to the FE result is given by the RGC prediction
with ξ0 = 2 · 10−6 and c0 = 100. In addition to the ax-
ial stress–strain response, the present RGC scheme gives
a relatively good prediction in terms of the effective mate-
rial anisotropy. As indicated in Fig. 4 bottom, the lateral
strains predicted by the RGC scheme with the best fitted
parameters are nearly identical to those resulting from FE
simulation. Moreover, the present RGC scheme shows a
significantly better accuracy than the iso-work weighted-
Taylor model [8] in both regards.

In the case of simple shear, Fig. 5 shows the overall re-
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Figure 5: Prediction of different averaging schemes in
terms of the effective shear stress T̄23 of the cluster un-
dergoing simple shear.

sponse of the cluster in terms of the stress component in
the shearing direction. The conclusions drawn for load-
ing in tension equally hold in the case of simple shear.
It is worth noting that the best fit to the FE simulation is
achieved by the RGC scheme with the same values of ξ0

and c0 as those obtained for uniaxial tension.
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_
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_
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Figure 6: Comparison between (local) grain deformations
calculated using FE simulations and the corresponding
best fitted results using the RGC scheme.

Fig. 6 visualizes the local deformation of individual grains
during uniaxial tension and simple shear obtained using
FE simulations and those calculated by the RGC scheme
with the best fitted parameters. The result shows that in
addition to the overall response, the RGC scheme is able
to mimic, up to a certain level, the detail of the FE sim-
ulation, as indicated by a strong correlation in terms of
the local deformation of the individual grains between the
predictions of the RGC scheme and the result of the FE
simulations.

4 CLOSING REMARKS
The present RGC scheme shows a relatively accurate pre-
diction in terms of the overall mechanical behavior, as
well as the detailed local responses, when compared to
the classical Taylor and Sachs models. This is achieved
by introducing a certain additional degree of freedom (by
means of interface relaxations) into the local deformation
of individual grains.
Regarding computational effort, the RGC scheme requires
some iterations of the Newton–Raphson procedure to ob-
tain a convergent solution of (10), hence is about five times
slower than the Taylor model, but orders of magnitude
faster than the presented FE simulations.
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