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Abstract

We discuss methods to map crystallographic textures in crystal plasticity finite element

simulations. Fourier-type series expansion methods which use spherical harmonic library
functions as well as the direct pole figure inversion methods are not well suited to reproduce
texture information in a sufficiently localized spherical form onto finite element grids. Math-
ematically compact Gauss-shaped spherical texture components represent a better approach

for including textures in finite element models since they represent an excellent compromise
between discreteness (spherical localization), compactness (simple functions), mathematical
precision (very good approximation also of complex orientation distribution functions

already with small sets of texture components), scalability (the number of used texture com-
ponents can be systematically varied according to the desired exactness of the texture fit),
conceptual simplicity (simple mathematical handling), and physical significance (texture

components can be directly linked to characteristic metallurgical mechanisms). The use of
texture component functions has also advantages over the use of large sets of discrete single
orientations with equal scatter and height since they are more compact, practical, and provide

better physical insight into microstructural mechanisms and composition sensitive effects. The
article presents a new approach for the mathematical reproduction of such crystallographic
texture components in crystal plasticity finite element simulations. It explains in some detail
why they are particularly suited for this purpose and how they can be used to map and

recover textures in/from plasticity simulations.
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1. Introduction

Metals mostly occur in polycrystalline form where each grain has a different
crystallographic orientation, shape, and volume fraction. The distribution of the
grain orientations is referred to as crystallographic texture (Wassermann and Gre-
wen, 1969; Bunge, 1982). The discrete nature of crystallographic slip along certain
lattice directions on preferred crystallographic planes entails an anisotropic plastic
response of such samples under mechanical loads (Hosford, 1996; Kocks et al.,
1997; Zhou et al., 1998; Bhattacharyya et al., 2001; Nakamachi et al., 2002). While
the elastic–plastic deformation of single crystals and bicrystals can nowadays be well
predicted, plasticity of polycrystalline matter is less well understood. This is essen-
tially due to the intricate interaction of the grains during co-deformation (Beaudoin
et al., 1995, 1996; Raabe, 1995a,b; Van Houtte et al., 2002). This interaction leads to
strong in-grain and grain-to-grain heterogeneity in terms of strain, stress, and crystal
orientation (Fig. 1) (Raabe et al., 2001a,b, 2002a,b,c).
One major aim of polycrystal research consequently lies in identifying adequate

measures for mapping initial crystallographic anisotropy into mathematical meth-
ods for predicting large strain plastic deformation of polycrystalline matter. The
second even more demanding goal is the prediction of the evolution of crystalline
anisotropy during plastic deformation. This is necessary since the crystals individually
rotate during deformation owing to the nonsymmetry of the displacement gradients
created by crystal slip. The complex microstructural processes involved during these
reorientation processes of the individual grain portions in polycrystalline matter
Fig. 1. Experimentally observed distribution of the accumulated plastic von Mises strain in a coarse

grained aluminium specimen after 3, 8, and 15% sample thickness reduction (given in terms of �d/

d0�100%, where d0 is the sample extension along compression direction prior to deformation). The strains

were determined using optical photogrametry (Raabe et al., 2001a,b). The grain boundaries indicated by

black lines were taken from microtexture measurements conducted in a scanning electron microscope.
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cannot be captured in terms of simple empirical constitutive laws but require the use
of physically-based concepts. In this context the crystal plasticity finite element
constitutive methods have increasingly gained momentum (Mathur and Dawson,
1989; Kalidindi et al., 1992; Sarma and Dawson, 1996; Mika and Dawson, 1999;
Bhattacharyya et al., 2001; Kalidindi, 2001; Kok et al., 2002). In these approaches one
typically assumes the stress response at each macroscopic continuum material point
to be potentially given by one crystal or by a volume-averaged response of a set of
grains comprising the respective material point. The latter method naturally involves
local homogenization. Compared to isotropic J2 approaches the crystal plasticity
finite element method reduces the degrees of freedom for the displacement field at
each integration point to the crystallographic slip dyades transformed according to
the local grain orientation. Representing and updating the crystallographic orienta-
tion at each Gauss point renders crystallographically discrete plasticity simulations
powerful tools for investigating anisotropy and the evolution of deformation textures.
The current study addresses the question how crystallographic textures can be

merged with crystal plasticity finite element constitutive descriptions in a more rig-
orous, scalable, and efficient way (Zhao et al., 2001; Raabe et al., 2001a,b,
2002a,b,c). A special challenge in this context lies in the reduction of redundant
texture information to a level where sufficient details can be recovered without
loosing physical significance. This point requires some explanation. Modern experi-
mental and theoretical acquisition methods for crystallographic textures typically
facilitate and in part necessarily entail the accumulation of data sets consisting of
huge numbers of single crystallographic orientations. An example known from
experimental texture research is the use of crystal orientation mapping methods
(microtexture, discrete texture with lateral resolution). This is a technique for ana-
lyzing the two dimensional topology of crystallographic texture and grain bound-
aries in crystalline material. Local lattice orientations are measured on a regular grid
by automated acquisition and processing of electron backscatter diffraction patterns
(Kikuchi patterns) in a scanning electron microscope. The microstructure can sub-
sequently be reconstructed by coloring similar orientations on the measured grid
with similar colors which are chosen in accord with the position of that orientation
in Euler space. In addition to that the quality of the Kikuchi patterns can be deter-
mined for each lattice point as a measure for the local perfection of the crystal lat-
tice. Current orientation mapping methods in the scanning electron microscope
typically work with lateral resolutions between 15 nm and 15 mm and allow the
skilled user to measure up to 45 single orientations per second when using electron
beam control mode. However, the use of such huge discrete single orientation arrays
as data input for subsequent crystal plasticity finite element simulations is often
neither practical nor scientifically rewarding since it provides more texture informa-
tion than is usually necessary for predicting plastic anisotropy of formed parts and
the evolution of texture. Similar arguments apply when feeding textures into crystal
plasticity finite element simulations which were obtained from two-dimensional
centro-symmetric pole figures measured by X-ray or neutron diffraction and inver-
ted by employment of series expansion techniques or direct inversion methods
(macrotexture, statistical texture without lateral resolution).
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This rather complex problem of representing large microtexture or macrotexture
sets in plasticity simulations can be split into two quite separate tasks. The first one
is the formulation of a basic solution method which uses crystallographic orienta-
tion as a state variable. This is typically achieved by formulating an orientation
dependent constitutive law which maps the requested physical anisotropy at the
single crystal scale and by embedding this formulation into a finite element code
(Asaro and Needleman, 1985; Mathur and Dawson, 1989). The numerical imple-
mentation then tackles the interaction of the differently oriented volume portions
and thereby predicts the integral response of the sample under loads. Any such for-
mulation requires a discrete representation of the orientation distribution function
or a portion of it at each integration point. Therefore, the second task consists in
feeding one single rotation matrix (crystal orientation) directly on each Gauss point
of the finite element mesh. This amounts to mapping or respectively decomposing
orientation distributions in such a way that they can be subsequently mapped on a
mesh in a discrete manner thereby matching the initial overall distribution.
One method to map large texture data sets onto a discrete mesh could be to simply

assign each prescribed or measured discrete orientation matrix to an individual grid
point. This is indeed the classical approach which is currently used by many crystal
plasticity finite element modelers (Mathur and Dawson, 1989; Kalidindi et al., 1992;
Beaudoin et al., 1995; Sarma and Dawson, 1996; Raabe and Becker, 2000; Bhatta-
charyya et al., 2001; Kalidindi, 2001; Raabe et al., 2001a,b). However, such an orien-
tation-by-orientation (or grain-by-grain) approach is not practicable when conducting
forming simulations of larger parts typically containing more than 1010 separate crys-
tals. The second idea, therefore, is to formulate a scalablemethod for including textures
in crystal plasticity finite element simulations. Scalability means in this context to feed
large as well as small texture data sets into finite element models, but with an exact
quantification of the crystallographic error arising from such data reduction.
Before discussing the advantages and disadvantages of the various functions

available for the reproduction of textures it must be noted that crystal plasticity
finite element approaches require a discrete representation of the orientation dis-
tribution function or a portion of it at each integration point. Mapping a discrete
part of a global texture to a Gauss point or to a set of Gauss points requires a
method which is physically meaningful (avoiding over-simplification) and which at
the same time reduces the texture information content to a level which is necessary
to treat complex forming situations at reasonable computation costs (avoiding over-
modeling). Such a form is offered in particular by the texture component method
(Lücke et al., 1981; Matthies, 1982; Lücke et al., 1986; Helming and Eschner, 1990;
Helming et al., 1994; Eschner, 1994; Eschner and Fundenberger, 1997). It approx-
imates the orientation distribution function by a superposition of sets of simple
standard functions with individual spherical coordinates, orientation density, and
scatter in orientation space. Such a representation of a preferred orientation is
referred to as a texture component. In contrast to the use of global symmetric
Wigner functions for instance in the Fourier-type series expansion methods (Bunge,
1982, 1987), the texture component method is based on using localized spherical
normalized standard functions.
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The new concept we therefore suggest for representing textures efficiently in plas-
ticity simulations is based on mapping small sets of mathematically compact sphe-
rical Gaussian texture components on the integration points of a crystal plasticity finite
element model (Zhao et al., 2001; Raabe et al., 2001a,b). This is done in two steps: first,
by extracting the texture components and the random background from experimental
starting textures according to the method of Helming et al. (1994). Second, by decom-
posing these functions into sets of discrete orientations which altogether exactly repre-
sent the original Gauss shape of each component (in orientation space) so that they can
be mapped as lateral distributions onto a discrete lattice. The initial spherical distribu-
tion is thereby transformed into a spherical and lateral distribution.
During the subsequent crystal plasticity finite element simulation the texture

component method loses its significance since each individual orientation originally
pertaining to one of the texture components can undergo individual re-orientation as
in any of the above quoted crystal plasticity methods. In order to avoid confusion
one should, therefore, underline that the texture component method is used to feed
textures into finite element simulations on a strict physical and quantitative basis.
The components as such, however, are not further tracked as functions during the
simulation. On the other hand the mapped orientation points which were extracted
from the components must not be confused with individual grains, but they are
points of a distribution function.
The texture component approach ensures that the mapping of textures can be

linked to materials concepts since texture components can be directly interpreted in
terms of characteristic metallurgical mechanisms. Furthermore it makes sure that
redundant texture information which is less relevant, for instance to predict plastic
anisotropy, can be reduced in the input data set. The following chapters explain the
method in more detail and give examples.
2. Texture functions

2.1. Reproduction of the orientation distribution function

The orientation distribution of the grains and subgrains assembling a poly-
crystalline aggregate, f(g), can be reproduced from two-dimensional centro-sym-
metric projections which are referred to as pole figures or from sets of single
orientations (Bunge, 1982, 1987; Matthies et al., 1988; Matthies, 1991). In either case
different mathematical techniques can be used. In the first case the orientation dis-
tribution is commonly described in terms of the direct inversion of the pole figures
or in terms of Fourier-based series expansion methods which use spherical harmo-
nics as library functions. In the second case one commonly reproduces the orienta-
tion distribution by use of large sets of discrete single grain orientations with
identical scatter and amplitude or by use of the texture component method where
each preferred orientation has individual scatter and amplitude. Overviews were
given by Bunge (1982, 1987), Matthies et al. (1987–1990), Wenk et al. (1988), and
Kocks et al. (1997).
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2.2. Direct pole figure inversion

The direct inversion methods approximate textures in terms of the integration of
the fundamental equation of texture analysis using a set of experimental pole figures
(Bunge, 1987; Wenk et al., 1988; Raabe and Lücke, 1993, 1994). Since they directly
use the discrete form of the fundamental equation for pole figure inversion they
work in real space and not in Fourier space. This means that these approaches make
use of the fact, that the discrete hemisphere of the pole figure corresponds to families
of projection tubes in the f(g) space, i.e. the non-negativity condition for the orien-
tation distribution function is automatically taken into account (Wenk et al., 1988;
Bunge, 1987). The solution is achieved by iteration. The direct methods are—like all
texture reproduction methods which use starting data of higher symmetry (i.e. 2D
projections obtained under the limitation of Friedel’s law1) than the orientation
distribution function—affected by the inversion symmetry of the pole figure data
entailing positive or negative texture portions in the spherical 3D distribution with-
out physical significance (texture ghosts). In the discrete form, cells in the pole fig-
ures and in the f(g) space are directly related by linear equations. The density in each
pole figure cell is the sum of the corresponding cell densities in the f(g) space. Since
different f(g) sums lead to the same pole density, the set of linear equations is
underdetermined which leads to so called ghost errors in the orientation distribution
function. The second disadvantage of the direct inversion methods is that they do
not provide Fourier coefficients. Although this shortcoming is inevitably connected
with all direct approaches it can be avoided by subsequently fitting an orientation
distribution function derived by direct inversion using a series expansion method.
Fourier coefficients of texture functions are generally desirable because they facil-
itate the calculation of anisotropic behavior such as directional elastic, magnetic, or
electrical properties of polycrystalline aggregates from texture data. Although
directional physical properties are of course not necessarily connected to Fourier
coefficients, their employment permits high speed calculations of data of textured
samples particularly in cases where homogenization theory is used to couple texture
and properties.

2.3. Fourier-type series expansion methods

In the various Fourier-type series expansion methods the orientation distribution
function is approximated by computing the coefficients C�v

l of its orthogonal
expansion from the expansion coefficients Fvl hið Þ of experimentally detected pole
figures (Bunge, 1982, 1987). Since the centro-symmetric pole figures are expanded
with a series of even order spherical harmonics, only the even order coefficients C�v

l

of f(g) are generated (see footnote on Friedel’s law), rendering the so determined
function an approximate orientation distribution function containing only the even
part of f(g) which is referred to as f~ gð Þ.
1 Friedel’s law states that pole figure projections can not differentiate between the northern and the

southern hemisphere in the common case that non-polarized beams are used for the experiment.
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The complete function, f(g), is named true orientation distribution function. The real

orientation distribution is hence given by the equation fðgÞ ¼ f~ðgÞ þ f~
~
ðgÞ, where f~

~
ðgÞ

represents any function which can be added to f~ðgÞ without changing corresponding
projections, i.e. pole figures (Matthies et al., 1988; Matthies, 1991). The even func-
tion f~ðgÞ usually causes texture dependent errors (ghost peaks). These adulterations
can either be positive or negative. For reducing such ghost intensities in the orien-
tation distribution function advanced series expansion methods use the non-nega-
tivity condition which led to the development of an iterative series-expansion
method (Bunge, 1987; Dahms et al., 1994; Raabe, 1995).

2.4. Texture component methods

A third important method for reproducing orientation distributions are Gauss- or
Lorentz-based model functions with individual height and individual full width at half
maximum as a measure for the strength and scatter of a crystallographic texture com-
ponent (Lücke et al., 1981, 1986; Matthies, 1982; Helming and Eschner, 1990; Helming
et al., 1994; Helming, 1996; Eschner and Fundenberger, 1997). This approach is refer-
red to as texture component method. It goes back to the early texture studies where
experimental and predicted pole figures were mostly interpreted in terms of the evo-
lution and physical significance of discrete texture components (Wassermann and
Grewen, 1969). Classical terms introduced in these early studies on crystallographic
orientation distributions were for instance the ‘‘Copper texture component’’, the ‘‘Brass
texture component’’, and the ‘‘Taylor texture component’’. The use of preferred orien-
tations prevailed in texture research until the late sixties of the last century, i.e. state-
ments about texture evolution were made practically exclusively on the basis of pole
figures and estimated preferred components (ideal positions, texture components).
Modern approaches which describe texture components in orientation space (Lücke et
al., 1981, 1986; Matthies 1982; Helming and Eschner, 1990; Helming et al., 1994;
Helming, 1996; Eschner and Fundenberger, 1997) approximate the orientation dis-
tribution function by a superposition of sets of Gauss- or Lorentz-shaped model func-
tions with individual height and individual full width at half maximum as a measure for
the strength and scatter of a crystallographic texture component in orientation space.
While the early texture components concepts use central functions which have an iso-
tropic scatter in orientation space, the approach of Eschner and Fundenberger (1997)
even allows one to employ asymmetric texture functions which use different scatter in
different orientation directions. In contrast to the use of global symmetric Wigner
functions for instance in the Fourier-type series expansion methods, the texture com-
ponent method is based on using localized spherical normalized standard functions.
The described properties qualify the texture component approach as a method for

extracting texture information in a compact fashion from experiment or theory and
subsequently decomposing and feeding it into finite-element based anisotropy
simulations which involve very large numbers of grains.
The following section will give a concise mathematical review of the texture compo-

nent method and explain how texture components can be mapped on a finite element
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grid in cases where the underlying constitutive model has been formulated in an
orientation dependent fashion.
3. Basic formulation of the texture component method for the crystal plasticity

finite element approach

Following the pioneering work of Lücke et al. (1981, 1986) as well as the for-
mulations suggested by Helming and Eschner (Eschner, 1994; Helming and Eschner,
1990; Helming et al., 1994; Helming, 1996) the mathematical reproduction of the
orientation distribution function by texture component functions which are locally
restricted in orientation space can be expressed by the superposition
f gð Þ ¼ Fþ
XC
c¼l

I cf c gð Þ ¼
XC
c¼0

I cf c gð Þ where I0 ¼ F; f 0 gð Þ ¼ 1 ð1Þ
where g is the orientation, f(g) is the orientation distribution function and F is the
volume portion of all randomly oriented crystals (random texture component). F
may be understood as the intensity of the only global component used in the
approximation, equivalent to f cðgÞ ¼ 1 for each orientation point in Euler space,
g 2 G.The intensity I c describes the volume fraction of all crystallites belonging to
the component c. Fig. 2 shows a schematical sketch of a spherical texture compo-
nent c which is described in terms of a maximum orientation density at a preferred
orientation gc and scatter width bc (Helming, 1996). The orientation density of the
component is described by a central function, i.e. its value decreases isotropically
with increasing orientation distance !~ c ¼ !~ ðgc; gÞ from the maximum. This means
Fig. 2. Schematical presentation of a spherical texture component c with a preferred orientation gc

and scatter width bc. f cðgÞ only depends on !~ c ¼ !~ ðgc; gÞ, i.e. it is independent on the rotation axis n~c

(Helming and Eschner, 1990; Helming et al., 1994; Helming, 1996).
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that f cðgÞ only depends on !~ c ¼ !~ ðgc; gÞ and is independent on the rotation axis n~c.
A more comprehensive definition of texture functions was given by Eschner (1994)
who suggested texture components with an anisotropic spherical scatter. The use of
such more complex texture component functions is, however, less well suited for the
texture component crystal plasticity finite element method due to the increase in the
number of required parameters.
The orientation distribution function is defined by
f gð Þdg ¼ 8�2 dVg
V

which implies f gð Þ5 0 ð2Þ
where V is the sample volume and dVg the volume of all crystals with an orientation
g within the orientation portion dg=sin(’) d’ d’1 d’2. Normalization requires
þ

f c gð Þdg ¼ 1 which implies
XC
c¼0

I c ¼ 1 ð3Þ
As a rule texture components require positivity, i.e.
f c gð Þ5 0 for all g 2 and I c > 0 ð4Þ
where G is the orientation space. Eq. (4) can also be derived by using Eq. (2) and the
assumption that the texture components do not overlap in orientation space and
that an orientation distribution function can be described by one single texture
component.
Distribution functions which have a maximum at a preferred orientation gc and

decrease with increasing orientation distance !~ c ¼ !~ ðgc; gÞ are referred to as central
functions. Such functions, including corresponding pole figures, can be generally
represented in the form of series expansions of � functions or respectively Legendre
polynomials. More practical approximations of texture components have been
introduced on the basis of spherical Gauss- and Lorentz-functions. The examples
presented later in this work make use of Gauss-shaped model functions for the
decomposition of the orientation distribution function which are described by
f cðgÞ ¼ N cexp S ccos!~ð Þ ð5Þ
where
S c ¼
ln2

1� cosðbc=2Þ
and N c ¼

1

I0ðS cÞ � I1ðS cÞ
ð6Þ
The according pole figure projections PMh gc; bc; yð Þ can be calculated in closed
analytical form
PMh gc; bc; yð Þ ¼ N cexp S csinð	c=2Þð Þ I0 S
ccosð	c=2Þð Þ ð7Þ

c
where 	 describes the geometry of the component in the respective pole figure pro-
jection and IlðxÞ are generalized Bessel functions. The value bc is the halfwidth and
can be interpreted as the mean diameter of a spherical component in orientation
space (Helming et al., 1994; Helming, 1996).
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The components describing f(g) can be determined by the best fit of the experi-
mental pole figure input data P~Mhi yrð Þ=Nhi with the recalculated pole figuresP
cI
cP~Mh g

c; bc; yrð Þ. The index r marks the measured sample directions yr. The com-
ponent parameters I c, gc and bc and the normalization Nhi of the pole figures are
obtained by solving the least squares problem
X
i;r

wir P~ hi yrð Þ=Nhi �
X
c

I cP~Mhi g
c; bc; yrð Þ

" #2

) Min: ð8Þ
where wir are weight factors. Usually the parameters gc and bc must be calculated by
a non-linear algorithm. First estimates are required, which may be obtained manu-
ally from the graphical representation of the difference pole figures which are cal-
culated according to
Dhi yrð Þ ¼ P~ hi yrð Þ �
X
c

I cP~Mhi g
c; bc; yrð Þ ð9Þ
Depending on experience in interpreting crystallographic textures the user can
specify the position, height, and scatter of the texture components within certain
bounds before the minimization. This makes particularly sense, when the number of
texture components initially prescribed to match an experimental texture is small or
when a certain scatter width of the components should not be exceeded. Further
details on the method are given in the works of Lücke et al. (1981, 1986) and
Helming and Eschner (Eschner, 1994; Helming and Eschner, 1990; Helming et al.,
1994; Helming, 1996). The texture component version used for this study is the one
described by Helming (1996).
4. Important texture components

The texture component method provides a small set of compact functions which
are characterized by simple parameters of physical significance (Euler angles, scatter,
volume fraction). Usually, only a few texture components are required for repre-
senting textures in a precise mathematical form and to account for the plastic ani-
sotropy. The inherent data reduction drastically enhances the computational
efficiency of the subsequent finite element simulation.
The textures of polycrystalline matter can be reproduced by using small sets of

discrete texture components together with a random background component. The
most important of these components in face centered cubic metals are the Cube-
component ({001}<100> , ’1=0	, ’=0	, ’2=0	), the Goss-component
({011}<100> , ’1=0	, ’=45	, ’2=0	), the Brass-component ({011}<211> ,
’1=35	, ’=45	, ’2=0	), the Copper-component ({211}<111> , ’1=90	, ’=35	,
’2=45	), and the S-component (
{123}<634> , ’1=60	, ’=32	, ’2=65	).
In body centered cubic metals the most important texture components are the

Rotated Cube component {001}<110> (’1=0	, ’=0	, ’2=45	), the Inverse Brass-
component {112}<110> (’1=0	, ’=35	, ’2=45	), the {111}<110> component
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(’1=0	, ’=54.7	, ’2=45	), the {111}<112> component (’1=30	, ’=54.7	,
’2=45	), and the Goss-component ({011}<100> , ’1=0	, ’=45	, ’2=0	).
5. The crystal plasticity constitutive model

In our present approach we use the large-strain constitutive crystal plasticity
model suggested by Kalidindi et al. (1992) and Bhattacharyya et al. (2001). In this
formulation one assumes the stress response at each macroscopic continuum mate-
rial point to be potentially given by one crystal or by a volume-averaged response of
a set of grains comprising the respective material point. The latter assumption can
be referred to as a local Taylor-type or local strain-rate homogenization assumption.
In case of a multi-grain description the volume averaged stress amounts to
Th i ¼
XN
k¼1

wkTkð Þ ð10Þ
where N is the total number of individual orientations mapped onto an integration
point using the Taylor assumption, wk the volume fraction of each single orientation
extracted from a texture component as described above, Tk the Cauchy stress pro-
duced by the kth individual orientation, and Th i the volume average stress produced
by all orientation mapped at the integration point. The constitutive equation for the
stress in each grain is then expressed in terms of
T ¼ CE ð11Þ
where C is the fourth order elastic tensor and E* an elastic strain measure obtained
by polar decomposition,
E ¼
1

2
F

T

F � 1
� �

ð12Þ
which leads to a stress measure which is the elastic work conjugate to the strain
measure E*,
T ¼ F
�1

det Fð ÞTð Þ Fð Þ
�T

ð13Þ
where T is the symmetric Cauchy stress tensor in the grain, and F* is a local elastic
deformation gradient defined in terms of the local total deformation gradient F and
the local plastic deformation gradient Fp. The relation between the elastic and the
plastic portion of F amounts to
F ¼ F Fpð Þ
�1; det Fð Þ > 0; det Fpð Þ ¼ 1 ð14Þ
The plastic deformation gradient is given by the flow rule
F
:
p ¼ LpFp ð15Þ
with its crystalline portion
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Lp ¼
XN
k¼1

�
:
kmk; mk ¼ b̂k � n̂k ð16Þ
where mk are the kth dyadic slip products of unit vectors b̂k in the slip direction and
n̂k normal to the slip plane, and �

:
k the shear rates on these systems. The specific

constitutive functions for the plastic shearing rates �
:
k on the slip systems are taken

as
�
:
k ¼ �

:
o

k
k;crit

����
����1=msgn kð Þ ð17Þ
where k is the resolved shear stress for the slip system k, and k;crit is the actual
critical shear stress on the kth slip system. �

:
o and m are material parameters repre-

senting shearing rate and the rate sensitivity of slip. The calculation of k;crit has
been achieved by accounting for latent hardening through the use of an appropriate
hardening matrix,

:
k;crit ¼

X
i

hki �
: i�� ��; hki ¼ qkih ið Þ ð18Þ
where hki is the rate of strain hardening on kth slip system due to a shearing on ith
slip system, qki is the hardening matrix describing the latent hardening behavior of a
crystallite, and h ið Þ is the hardening rate of the single slip system i. In the present
study, 12 slip systems with crystallographic <110> slip directions and {111} slip
planes are taken into account for room temperature simulations of plastic defor-
mation of aluminium. The matrix hki can be taken as
hki ¼

A qA qA qA
qA A qA qA
qA qA A qA
qA qA qA A

2
664

3
775 ð19Þ
where q is the ratio of the latent hardening rate to the self-hardening rate, and A is a
3�3 matrix populated by ones. Using this constitutive description renders the finite
element method an elegant tool for detailed simulation studies of texture evolution
and strain distribution under realistic boundary conditions. Each integration point
can represent one orientation or map a larger set of crystals as outlined above. The
actual finite element calculations were carried out using the finite element software
packages ABAQUS and MARC in conjunction with their respective user defined
material subroutines (Zhao et al., 2001; Raabe et al., 2001a,b).
6. Mapping texture components in the crystal plasticity finite element constitutive model

One important challenge of polycrystal plasticity simulations lies in identifying an
efficient way of mapping statistical and representative crystallographic orientation
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distributions on the integration points of a grid of a crystal plasticity finite element
model. This applies in particular when aiming at the simulation of larger parts typically
containing more than 1010 separate crystals. The new concept we suggest for this task is
based on mapping small sets of mathematically compact spherical Gaussian texture
components on the integration points of a crystal plasticity finite element model.
Fig. 3 shows the principle of the new approach (Zhao et al., 2001; Raabe et al.,

2001a,b). After recovering texture components from experimental or theoretical
data according to the method of Helming (Helming et al., 1994; Helming, 1996) as
outlined in Section 3 they must be mapped onto the integration points of a finite
element mesh. This is conducted in two steps. First, the discrete preferred orienta-
tion gc (center orientation, mean orientation) is extracted from each of the texture
components and assigned in terms of its respective Euler triple (’1, ’, ’2), i.e. in the
form of a single rotation matrix, onto each integration point (Fig. 4a). In the second
step, the mapped single center orientations of the texture components are rotated in
such a fashion that the resulting overall distribution of all rotated orientations
reproduces exactly the texture function which was originally prescribed in the form
of a compact texture component (Fig. 4b). In other words the orientation scatter
individually described by each texture component function is mapped onto the finite
element by systematically modifying the orientations at each point in a way which
exactly imitates the scatter prescribed by the texture component (Fig. 5). This means
that the scatter which was originally only given in orientation space is now repre-
sented by a distribution both, in real space and in orientation space, i.e. the initial
spherical distribution is transformed into a spherical and lateral distribution. It is
important in this context, that the use of the Taylor assumption locally allows one to
map more than one preferred crystallographic orientation on each integration point
and to assign to them different volume fraction (Fig. 6). This means that the proce-
dure of mapping and rotating single orientations in accord with the initial texture
component scatter width is individually conducted for all prescribed components as
well as for the random background extracted from initial experimental or theoretical
data by use of the Helming method (Helming et al., 1994; Helming, 1996).
After having mapped the initial texture components by decomposing them into a

group of single orientations which are arranged in the form of a lateral and spherical
distribution on the mesh (Fig. 6), the texture component concept is no longer
required in the further procedure. During the subsequent crystal plasticity finite
element simulation each individual orientation originally pertaining to one of the
texture components can undergo individual orientation change as in the conven-
tional crystal plasticity methods. This means that the texture component method
loses its significance during the simulation.
In order to avoid confusion one should, therefore, underline that the texture

component method is used to feed textures into finite element simulations on a strict
physical and quantitative basis. The components as such, however, are in their ori-
ginal form as compact functions not tracked during the simulation. On the other
hand the mapped orientation points which were extracted from the components
must not be confused with individual grains, but they mark points of an exact dis-
tribution function.
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Fig. 3. Principle of the texture component crystal plasticity finite element method (Zhao et al., 2001; Raabe et al., 2001a,b).
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7. Simulation results and experimental results

In the following we present some cup drawing applications of the new texture
component crystal plasticity finite element simulation method. Simulations of cup
drawing tests, particularly those which aim at predicting the shape change, depend
on details of the contact situation between tool and specimen. The present cup
Fig. 4. Schematic drawing showing the first step of the spherical decomposition of a texture component.

(a) In the first step the discrete preferred orientation (center or mean orientation of the texture compo-

nent) is extracted from the texture component and assigned in terms of its respective Euler triple (’1, ’,

’2), i.e. in the form of a single identical rotation matrix, onto each integration point. In this state the

sample is a simple single crystal. (b) In the second step, the mapped single orientations taken from the

center of the texture component are systematically rotated in such a fashion that their resulting overall

distribution reproduces exactly the original texture function which was prescribed in the form of a texture

component.
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Fig. 5. This diagram shows the agreement between the original Gauss shape of the texture component

and the distribution function obtained after decomposing such a function into a set of single orientations.
Fig. 6. Schematic drawing showing the mapping of different texture components on a mesh.
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drawing simulations were conducted under the assumption that the circular blank
being drawn had an initial radius of 100 mm and an initial thickness of 0.82 mm.
The blank was modeled using 432 elements of type C3D8 and 80 elements of type
C3D6. The interaction between the blank and the blank holder was assumed as a
soft contact to impose the appropriate clamping pressure in the thickness direction
of the element between blank, die, and blank holder. The simulations used an
exponential soft contact function. Different friction properties (�=0–0.2) were
checked and the results showed that friction properties had under these contact
conditions only little influence on the relative ear height. This is an important aspect
compared to conventional J2-based continuum plasticity simulations which gen-
erally reveal stronger dependence on friction. Consequently the �=0 case was
selected to save computing time. It must be noted though that the influence of fric-
tion might be significantly different under different boundary conditions. Since the
present simulations were performed without directly feeding the random texture
component into the starting configuration, all results were rescaled after the finite
element calculation by use of the random volume portion which was suggested by
the texture component fit method. All simulations which are presented in the fol-
lowing are compared to experiments (Fig. 7).
Fig. 8 shows the simulated and experimentally observed development of plastic

earing in a cup drawn aluminium sample together with the experimental and recal-
culated {111} pole figures. The texture component fit was performed using only two
texture components and a random scattering background component where the
latter was used to calibrate the results. The figure compares the texture component
finite element simulation with a result obtained by use of a Hill 48 yield surface
which was shaped by using experimental R-values. The results show that the texture
component finite element simulation fits the experimental results somewhat better
than that obtained by help of the Hill yield surface. It must be noted in this context
that the Hill-based yield surface simulation is not capable of updating anisotropy
during loading. The major discrepancy between the Hill-based simulation and the
experiment is that the Hill approach does not properly predict the angular position
of the maximum relative earing height (Fig. 8). The texture component method
yields a better result for the position of the earing maximum and also shows better
agreement for the shape of the earing curve particularly for larger angles.
Fig. 9 shows simulation results for a specimen the texture of which was approxi-

mated using a volume fraction of 70.97% of an orientation close to the cube com-
ponent (Euler angles at Gauss maximum: ’1=197.87	, ’=6.47	, ’2=245.00	) and
the rest as random texture background component. The texture recalculated by the
component method given in terms of {111} and {200} pole figure projections shows
good agreement with the original experimental data. The pole figures are shown in
stereographic projections using 1.0, 2.0, 3.0, 4.0, 7.0 contour levels. The predicted
distribution of the relative earing height reveals a very good correspondence with the
simulation result. Fig. 10 shows a similar example where earing was predicted for an
aluminum sample with an initial cold rolling texture. The use of the fitted random
background of 32 vol.% does not yield a satisfactory result in the finite element
prediction. In order to achieve a good correspondence between simulation and
D. Raabe, F. Roters / International Journal of Plasticity 20 (2004) 339–361 355



experiment a value of 68% random would have to be used. This means that the
subsequent calibration of the earing results by use of the initial random texture
background component does not give a satisfactory solution. In a subsequent work
we will, therefore, present how a random texture component can be directly fed into
the finite element approach. From a physical viewpoint the direct incorporation of a
random component into the finite element simulation is also pertinent since the
crystals represented by such a component can individually evolve into pronounced
orientations during the texture simulation. In other words, the random texture
component does not remain constant during loading but decreases due to texture
formation.
Fig. 7. Left: simulation of a cup drawing test with aluminium. The gray scale indicates the sheet thick-

ness; right: Experimental result; bottom, center: local orientation changes during drawing. The gray scale

indicates the orientation change between the initial orientations and the orientations after drawing for one

of the used texture components.
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Fig. 8. Left: experimental and reproduced {111} pole figures. Right: simulations and experiment of earing during cup drawing of aluminium. The figure

compares the texture component finite element simulation with a simulation obtained by use of a Hill 48 yield surface using experimental R-values.
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Fig. 9. Simulation and experimental results for earing in an aluminum sample the texture of which was approximated using a volume fraction of 70.97% of an

orientation close to the cube component (Euler angles at Gauss maximum: ’1=197.87	, ’=6.47	, ’2 =245.00	) and the rest as random texture background

component. The recalculated texture shows good agreement with the original experimental pole figure. The predicted distribution of the relative earing height

reveals a very good correspondence with the simulation result.
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Fig. 10. Simulation and experimental results for earing in an aluminum sample the texture of which was approximated using two rolling texture components

and a random texture component. The use of the fitted random background of 32 vol.% does not yield a satisfactory result in the finite element prediction. In

order to achieve a good correspondence between simulation and experiment a value of 68% random had to be used.
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8. Conclusions

The study presented a new finite element method which includes and updates
texture during forming simulations. The method is based on feeding discrete loca-
lized spherical texture components onto the Gauss points of the mesh of a finite
element simulation which uses a crystal plasticity constitutive law. The method was
tested and the results were compared to experimental data and to yield surface
simulations.
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