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Glosses

In linguistic examples I use the Leipzig Glossing Rules (Comrie et al. 2004) as

well as a few additional glosses. All are listed below.

ACC
ACT
ADJ
ADV
ANTIC
AOR
ART
AUX
COMPA
COND
COP
DAT
DEF
DEM
DEP
DIM
DIR
DIST
ERG
EZ

FUT
GEN
IND
INDF
INDR
INF

first person
second person
third person
accusative
active
adjective
adverb
anticausative
aorist

article
auxiliary
comparative
conditional
copula
dative
definite
demonstrative
dependent
diminuitive
directive
distal
ergative
ezafe
feminine
future
genitive
indicative
indefinite
indirect
infinitive

INS
IPFV
LOC
M

N
NEG
NOM
OB]J
OBL
PART
PASS
PFV
PL
POSS
PRET
PRFX
PROG
PROX
PRS
PST
PTCP
REFL
RES
SBJ
SBJV
SG
SUP
UT
VF

instrumental
imperfective
locative
masculine
neuter
negation
nominative
object (pronoun)
oblique
particle
passive
perfective
plural
possessive
preterite
prefix
progressive

proximal / proximate

present

past

participle
reflexive
resultative
subject (pronoun)
subjunctive
singular
superlative
uter (Swedish)
verb formative






Chapter 1: Introduction

1.1 Motion events

People that speak different languages talk about motion in different ways. An
example of this are these two headlines reporting the crossing of the Niagara
Falls by tightrope walker Nik Wallenda, one in English and one in French:

1) Daredevil Wallenda becomes first person to walk on tightrope across
Niagara Falls?

2) Le funambule Nik Wallenda traverse les chutes du Niagara sur un fil?

The English headline refers to Nik Wallenda walking across the Niagara Falls on a
tightrope, while the French headline indicates that he crossed the Niagara Falls
on a tightrope. The same act is linguistically encoded in different ways in these
two headlines. The English headline features a verb that signifies the manner of
motion, walk, and a preposition, across. The French headline only features a
(transitive) verb that signifies the path of motion, traverser ‘to cross’. The fact
that Nik Wallenda walked on the tightrope is not indicated by the French
headline. To a non-specialist, this difference might be odd: being able to perceive

and perform movement is central to all animals including humans, and people
conceptualize and talk about motion on a daily basis. Why would there exist
differences in the syntax, semantics and lexicon that humans use to linguistically
encode motion?

For linguists, the difference between the English and French headlines is
not odd, as questions regarding the linguistic encoding of motion have been
asked by a growing number of linguists over the last three decades. One of the
most important findings has been that the difference between the English and
French headlines given above is not due to an accidental word choice, but
reflects the prevalent linguistic encoding of motion in these two languages. Two
semantic aspects of motion encoding are essential to understand the difference:
the manner of motion and the path of motion (Talmy 1985). The manner of
motion is the way in which the person or object moves. In the example given
above, the manner of motion is walking on a tight rope. The path of motion is the
trajectory of the movement of the person or object. In the example given above,

L news article published on 15-06-2012: http://www.foxnews.com/us/2012/06/15/wallenda-
begins-walks-across-niagara-falls-wire/

2 news article published on 16-06-2012: http://www.huffingtonpost.fr/2012/06/16 /nik-
wallenda-funambule-traversee-chutes-niagara_n_1602489.html
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the path of motion is from one side of the Niagara Falls to the other side of the
Niagara Falls. Languages such as English encode the manner of motion on the
verb, (e.g. walk in (1)), and the path of motion on a so-called ‘satellite’ (e.g. across
in (1)). This type of language is therefore called ‘satellite-framed’ (Talmy 1991).
Languages such as French encode the path of motion on the verb (e.g. traverser
‘to cross’ in (2)), and the manner of motion on an adverbial or gerund (e.g. a petit
pas ‘with small steps’, which could have been added to (2)). This type of language
is therefore called ‘verb-framed’ (Talmy 1991).

These two motion event encoding construction types, the satellite-framed
construction and the verb-framed construction, as well as several others (Croft
et al. 2010; Zlatev and Yangklang 2004), have been investigated in a multitude of
languages. Particularly the work of Dan Slobin (Slobin 1991, 1996a, 1996b, 1997,
2000, 2003, 2004, 2005a, 2005b, 2006; Berman & Slobin 1994; Slobin & Hoiting
1994; Ozcaliskan & Slobin 2003) has extended and refined Talmy’s typology.
Various other studies have been listed in Tables 1.1 and 1.2, which are by no
means a comprehensive overview.

Table 1.1: Motion event encoding research in Indo-European languages

Language Reference

Dutch Slobin (2004, 2005a, 2005b); Croft et al. (2010)

English Slobin (2004); Talmy (1985)

French Fong and Poulin (1998); Jones (1983); Kopecka (2006,
2009a); Pourcel (2004); Pourcel and Kopecka (2005)

German Berthele (2004, 2006); Slobin (2004)

Modern Greek Hickmann et al. (to appear); Papafragou et al. (2006); Talmy
(2007)

Hindi Narasimhan (2003)

Icelandic Ragnarsdottir and Stromqvist (2004)

[talian Folli (2008); Folli and Ramchand (2001, 2005); [acobini and
Masini (2006, 2007); Masini (2005)

Persian Feiz (2011)

Polish Kopecka (2009b)

Portuguese Slobin (2005b)

Russian Slobin (2004, 2005b)

Serbo-Croatian
Spanish
Swedish

Filipovi¢ (2007)
Aske (1989); Naigles et al. (1998); Slobin (1996b)
Ragnarsdottir and Stromqvist (2004)
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Table 1.2: Motion event encoding research in non-Indo-European languages

Language Reference

Akan Ameka & Essegbey (2004)

Arrernte Wilkins (2004)

Basque Ibarrexte-Antufiano (2003, 2004)

Mandarin Chinese Chen and Guo (2009, 2010); Guo and Chen (2009)
Ewe Ameka & Essegbey (2004)

Japanese Wienold (1995)

Korean Choi and Bowerman (1992); Oh (2009)

Thai Zlatev and Yangklang (2004); Zlatev and David (2006)
Turkish Ozgaliskan (2009); Ozc¢aliskan and Slobin (2003)
Tzeltal Brown (2004)

West-Greenlandic Engberg-Pedersen and Blytmann Trondhjem (2004)

The view that is emerging from these studies is that motion event encoding is
characterized by both cross-linguistic and language internal diversity. Languages
have a set of motion-independent linguistic devices at their disposal that they
can use to encode motion (Beavers et al. 2010; Ibarretxe-Antufiano 2009: 410ff).
These include linguistic units such as serial verb constructions, adverbials, and
subordinate clauses, and it is these units that determine the encoding patterns
that are available to encode motion. Preferences or markedness constraints, in
turn, determine which patterns are pervasive in an individual language. Verb-
framed languages can make use of the satellite-framed construction, and, vice
versa, satellite-framed languages can make use of the verb-framed construction
(Huang and Tanangkingsing 2005). In addition, while a motion event in which
both manner and path are expressed has initially been considered to be a unified
type of complex event, recent work demonstrates that the term ‘motion event’
can be applied to a set of related, but different types of complex events (Croft et
al. 2010). Pulling these different types of complex events apart and looking at
their individual encoding patterns allows for more sophisticated answer than
saying that every language is typologically ‘split’ or ‘mixed’.

Although the mixed typological nature of motion event encoding is now
described for many languages, there do not exist many studies on what drives
change in motion event encoding. There are some descriptions of typological
change based on the comparison of ancient languages with contemporary
languages (Acedo Matellan and Mateu 2008, 2010; Iacobini and Masini 2007;
Kopecka 2006, 2009a; Peyraube 2006, Talmy 2007: 154) as well as descriptions
of ongoing change in contemporary languages (Croft et al. 2010; Kramer 1981;
Slobin 2005b). There is also a limited amount of work done on the processes of
change in the motion domain and their consequences: Croft et al. (2010) present
two grammaticalization pathways that lead to the emergence of the verb-framed
construction, while Slobin (2000: 110, 113, 2003: 11, 2004: 252-253) proposes



4 1. Introduction

that satellite-framed languages have larger manner verb lexicons, which emerge
over time due to the saliency of manner in these languages. However, we still
know rather little about how motion event encoding changes over time and what
the drivers behind these changes are.

This dissertation investigates diachronic change in motion event encoding
in the Indo-European language family. In order to answer the questions on what
drives change in motion event encoding, data from a sample of 20 Indo-
European languages is gathered: French, Italian, Portuguese, Romanian
[Romance], Irish [Celtic], Dutch, English, German, Swedish [Germanic], Latvian,
Lithuanian, Polish, Russian, Serbo-Croatian [Balto-Slavic], Hindi, Nepali, Persian
[Indo-Iranian], Modern Greek [Hellenic], Albanian, and Armenian. The study of
motion encoding in a single language family is an excellent way to investigate
diachronic change, since it enables the investigation of changes that have taken
place along the branches of the language family tree that lead from the root of
the family to the contemporary languages on the tips of the tree. This
investigation is carried out by focusing on four themes: language-internal
diversity, diachronic change of the use of motion event encoding constructions,
correlations between syntactic and lexical features of motion encoding, and rates
of lexical evolution. Phylogenetic comparative methods are used to investigate
these four themes, as they can model the diachronic changes that have occurred
on the branches of a phylogenetic tree. Since these methods have been mostly
applied by evolutionary biologists and their application within linguistics is
novel, discussion of these methods and their relevance for the investigation of
diachronic change in motion encoding is presented in section 1.3, after a brief
introduction of the Indo-European language family in section 1.2.

1.2 The Indo-European language family

The Indo-European language family is one of the world’s major language
families, and Indo-European languages are among those most widely spoken
around the world (Spanish: 406 million speakers; English: 335 million speakers;
Hindi: 260 million speakers; Portuguese: 202 million speakers; Bengali: 193
million speakers; Russian: 162 million speakers; Ethnologue 2013). Its pre-
colonial territory spreads out from Iceland in the northwest to Bangladesh in the
southeast, and covers most of Europe, the Iranian plateau, and the Indian
subcontinent, as depicted in Figure 1.1. The Ethnologue (2013) lists 443 Indo-
European languages, the large majority of which are Indo-Iranian (312
languages). The Indo-European languages included in this study are mapped
onto the expansion of the Indo-European languages in Figure 1.1.

The Indo-European language family is considered to be discovered in
1786, when Sir William Jones acknowledged and explained the relationship
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between Sanskrit, Greek, Latin, Gothic, Celtic and Old Persian in a speech given to
the Asiatic Society (Beekes 2011: 13-14). The discovery of the Indo-European
language family can be considered to be the start of comparative historical
linguistics. Major discoveries that were made include the discovery of the
regularity of sound changes in the 1860s, the laryngeal theory as first hinted at
by De Saussure in 1878, the discovery of what later became known as Hittite in
1887, and the realization that Hittite confirms laryngeal theory by Kurytowicz in
1935 (Beekes 2011).

b\

« * Russian

7
. '§ sh 18 Lithuanian
dutch Polish
German

R French g Romaniar
i

Figure 1.1: The spread of the Indo-European language family in éurope (based on
Huffman 2013), with the languages sampled for this dissertation superimposed

Some of the most hotly debated questions regarding the Indo-European
language family center around the validity of the tree model, the suggested wider
affiliations, and the subgrouping of the different subfamilies. Indo-European has
10 big subgroups: Italic (Romance), Celtic, Germanic, Balto-Slavic, Indo-Iranian,
Hellenic (Greek), Anatolian, Tocharian Albanian, and Armenian. These
subfamilies have been established in the early stages of study of the Indo-
European family, however, the higher order subgrouping of Indo-European is
still being actively debated. Most studies confirm that the Anatolian branch is the
first branch to split up from the rest of Indo-European, and Tocharian is the
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second, but it is unclear how the remaining subgroups relate (Clackson 2007: 13;
Beekes 2011: 30-31). Proposals that have been made include the unity of a
Graeco-Armenian grouping (supported by Nakhleh et al. 2005a, 2005b; opposed
by Clackson 1994) and a Italo-Celtic grouping (supported by Kortlandt 1981;
Ringe et al. 2002; Nakhleh et al. 2005a; opposed by Watkins 1966). However,
even if these higher-order subgroupings are accepted, it is not entirely clear how
[talo-Celtic, Graeco-Armenian, Indo-Iranian, Germanic, Balto-Slavic, and Albanian
relate, although Balto-Slavic and Indo-Iranian are often considered sisters
(Nakhleh et al. 2005a). Some scholars, such as Garrett (2006), are very
pessimistic about recovering the Indo-European family tree altogether.

Although the debate on the higher-order subgrouping of Indo-European is
not likely to cool down in the near future, in this dissertation a set of
phylogenetic trees that represent the history of the Indo-European language
family will be used to study motion event encoding. This set of phylogenetic trees
will be discussed in section 1.3.2.2. This approach is valid because higher-order
groupings, although important, are not the only part of the trees that are relevant
- in fact, for analyses that investigate correlated evolution the genealogical
distance between closely related languages is more important than the distance
between less closely related languages. In addition, the set of phylogenetic trees
that is introduced in section 1.3.2.2 and used throughout this dissertation
conforms well with other recent tree topologies (such as that of Nakhleh et al.
2005a) and therefore represents the state of the art of Indo-European tree

topology.

1.3 Phylogenetic comparative methods

1.3.1 What are phylogenetic comparative methods?

Centuries of study have taught linguists that the majority of the world’s
languages can be placed into genealogical groupings of related languages called
language families. Even though we do not know exactly how these language
families relate to one another (Campbell 2008), we do know that language can be
seen as a system that changes as it is passed on from generation to generation
(Croft 2000; Mufwene 2001; Nettle 1999; Ritt 2004). As is the case for biological
evolution, languages consist of heritable units. Biological evolution is concerned
with various types of heritable units, as evolution does not only take place on the
genetic level, but also on epi-genetic, behavioral, and symbolic levels (Jablonka
and Lamb 2005). Likewise, language evolution takes place on various levels,
resulting in heritable units on various levels: phonemes, words, syntactic
constructions, and pragmatic conventions. These units are passed on from
generation to generation and are subject to change over time. This process is
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easily observed in any pair of two closely related languages, as it is possible to
reconstruct the changes that occurred since the two languages split. Even though
we do not know how all the languages spoken today relate to one another, the
genealogical relationships of languages within language families are relatively
well studied for most languages. And most of the world’s languages, almost 75%,
belong to one of the ten biggest language families (Ethnologue 2013).

If the large majority of the languages spoken today are closely or more
distantly related to other languages, then they cannot be considered to constitute
independent data-points. This has been an issue in studies of motion event
encoding in the same way as it has been an issue in all comparative or typological
studies, as is illustrated by Walchli (2009). Walchli (2009) studies motion verb
choice in motion event descriptions in five path domains: enter, exit, ascend,
descend, and pass/cross. He uses a parallel corpus of translations of the Gospel
according to Mark (a Bible text) in a world-wide sample of 117 languages. For
each path domain, he makes an assessment of how often path verbs are used in
the translations. Walchli finds that about two-thirds of the languages in his
sample use path verbs to encode all five path domains. This implies that the use
of path verbs is the default and that satellite-framed languages, which do not
encode path on their verbs, are typologically marked.

However, Walchli of course knows that some of the languages in his
sample are closely related to other languages in his sample: out of the 17
languages that do not use any path verbs for the five path domains, four are
Finno-Urgic and two are Indo-European (Walchli 2009: 215). These languages do
not constitute independent data points: “Thus, instead of 15 to 17 languages with
a low level of route encoding [use of path verbs, AV] in verb stems in the 109
language sample, there are rather only some 7-10 independent areas where this
feature value is attested” (Walchli 2009: 209). It seems that satellite-framed
languages have only emerged independently around 7 to 10 times in the
languages of the world. This suggests that the dominant use of the satellite-
framed strategy is in fact more marked than was suggested by the frequency
count, as the frequency count did not take into account genealogical
relationships.

The notion that languages, cultures and species cannot be treated as
independent from one another because of their shared history is now well-
known in all disciplines that conduct comparative studies. In anthropology, this
issue has come to be known as Galton’s problem, as it was Galton who realized in
1889 that societies could not be seen as independent due to borrowing or
common descent (Mace and Pagel 1994). Felsenstein (1985) recognized the
validity of this issue for studies of evolutionary biology.

Linguistic typologists and anthropologists have dealt with this issue in the
past by categorizing languages or cultures into smaller clusters, which are
assumed to be independent, and then take only one culture from that cluster
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(Bickel 2008; Dryer 1989, 1992; Mace and Pagel 1994; Rijkhoff and Bakker
1998). The most important problem with the application of these techniques,
aside from issues relating to genealogical classification, is that typological
samples that include more than 500 languages necessarily need sampling from
within genealogical clusters, as the number of distinct genealogical clusters is
limited (Bickel 2008). Another way to deal with non-independence is to remove
the variation from the data points that is thought not to be independent. This
technique has not been applied by linguistic typologists, but has been quite
common in anthropology (Dow 1991). But both genealogical sampling as well as
statistical approaches to remove non-independence discard information that
could be valuable for comparative analysis: The first approach does not take into
account the linguistic diversity evident within clusters that is relevant to
understanding feature distributions, while the second approach only allows for
the investigation of the small amount of variance that is left when the variance
caused by shared descent and proximity is taken away (Mace and Pagel 1994).
The use of phylogenetic comparative methods, as explained below, enables
comparative researchers to look at different genealogical clusters and variance
within those clusters at the same time (Levinson and Gray 2012).

Evolutionary biologists since the 1970s have taken the lead with the
development of sound statistical methods to tackle non-independence by
developing algorithms to build phylogenetic trees and use them for comparative
studies (Cheverud et al. 1985; Felsenstein 1985; Harvey and Pagel 1991). These
methods allow for the identification of independent instances of change of a
feature on the branches of a phylogenetic tree (Mace and Pagel 1994: 550;
Levinson and Gray 2012). The type of inferences that we can make with these
methods are illustrated by Figure 1.2. Figure 1.2 shows a hypothetical example of
change in motion event encoding that has been plotted onto a phylogenetic tree
that represents the history of this set of languages. A simple count reveals that
there are eight satellite-framed languages and also eight verb-framed languages.
But simply counting them would over-estimate the number of independent
evolutionary changes, as is revealed by the distribution of the satellite-framed
and verb-framed motion event encoding systems on the phylogenetic tree. The
evolution on the tree reveals that verb-framed languages emerged only once, at
node X, while satellite-framed languages emerged only on two occasions, at node
Y and Z. The ancestor of all languages represented on this phylogeny, A, was
satellite-framed, and two of the contemporary satellite-framed languages retain
this ancestral state. Satellite-framed languages do not emerge on eight occasions,
but only on two (Y and Z), and verb-framed languages do not emerge eight times,
but only once (X).
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Figure 1.2: A hypothetical illustration of the evolution of satellite-framed and
verb-framed languages on a phylogenetic tree

Phylogenetic comparative methods, then, are a set of statistical tools that can be
used to model the evolution of features like motion event encoding on a
phylogenetic tree. The phylogenetic tree functions as a representation of the
history of the languages in the sample that allows one to take into account the
shared ancestry whilst investigating comparative questions. These questions
include the type of questions that are answered by Figure 1.2: how many
independent changes have occurred in the motion event encoding of this
language family and what was motion event encoding like in the ancestor of
these languages?

A further introduction to the types of questions that can be answered
using phylogenetic comparative methods is presented in section 1.3.3, after
phylogenetic trees are discussed further in section 1.3.2.

1.3.2 Phylogenetic trees

1.3.2.1 The construction of phylogenetic trees

Every phylogenetic comparative analysis is dependent on a representation of the
historical relationships of the languages sample in the form of a single or a set of
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phylogenetic trees. In this section, the general principles of phylogenetic tree
inference are explained.

The data that is used to generate phylogenetic trees can belong to
different heritable units such as phonemes, lexical items, or syntactic
constructions. The most common type of data used in historical linguistics is
cognate-coded lexical data (Dunn et al. to appear), but typological characteristics
or structural data have also been used (Dunn et al. 2005; Saunders 2005;
Wichmann and Saunders 2007) as well as phonological similarities (Brown et al.
2008). Here, the process of building trees is illustrated by using an example
dataset of cognate-coded lexical data. Such data is generated by finding cross-
linguistic lexical data for a list of meanings and then coding this data for cognacy.
Cognates are words from different languages that each language has inherited
from a common ancestor. Some examples are provided in Table 1.3.

Table 1.3: A sample cognate-coded dataset for five meanings across five Indo-
European languages?

Meanings crawl run wheel high bottom

French ramper! courir! rouel haut! fond?!

Dutch kruipen? rennen? wiel? hoog? bodem?

Russian presmykay’sja* beZat'4 koleso? vysakij3 dno3

Lithuanian ljsti® beégti* ratas! aukstas® dugnas3

Irish snimh3 rethim3 roth? uasal3, bun?
ard*

aNumbers in superscript indicate cognate sets for each meaning, taken from Buck
(1949).

As is evident from Table 1.3, the cognates found for a single meaning say
something about the history of the five languages involved, but different
meanings can tell different stories. For instance, the cognates found for the
meaning ‘high’ indicate that Irish and Russian have some shared history as
opposed to French, Dutch, and Lithuanian. On the other hand, the cognates found
for the item ‘bottom’ reveal that French and Dutch are closely related, and
Russian and Lithuanian are closely related, while Irish is separate from both
groups. These two different histories have been plotted in Figure 1.3.
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Figure 1.3: Two phylogenetic trees representing cognate histories for different
meanings.

Phylogenetic tree building methods take large lists of meanings into account.
Typically, Swadesh lists are used (Swadesh 1952, 1955). These are lists of
meanings that are supposed to be very stable, very unlikely to change rapidly,
and to be resistant to borrowing. Meanings of this type are selected because
these have the highest change of recovering the genealogical or ‘vertical’
historical signal, rather than grouping languages together on the bases of
borrowed or ‘horizontally’ transmitted similarities. Examples of words on
Swadesh lists are words for body parts, substances, and natural objects, highly
frequent verbs, and kinship terms.

As was evident from Table 1.3, different meanings may tell different
evolutionary stories. Computers are used to find the phylogenetic tree that
represents these evolutionary stories in the most optimal way, as this cannot be
computed by hand even for a moderate number of languages. The most
important reason to use computers for phylogenetic inference is that the
possible number of phylogenetic trees for a given number of languages becomes
extremely large very quickly: the number of possible unrooted trees for twenty
languages exceeds Avogadro’s Number (the number of atoms in twelve gram of
pure carbon-12, 6.022 x 1023, as noted by Felsenstein 1982). Phylogenetic
inference therefore does not aim to calculate all possible phylogenetic trees and
then select the most optimal one from the complete set of possibilities, but rather
to comprehensively search the space of all possible phylogenetic trees and find
the most likely tree.

There are two ways in which cognate data may be coded so that it can be
used for phylogenetic inference. It can be coded as in Table 1.3, with each
meaning having a variable number of character states that represent the
different cognate classes. In Table 1.3, the meaning ‘bottom’ would have three
possible states, while the meanings ‘high’ and ‘crawl’ would have five. This is
called multistate coding. Multistate cognate-coded lexical data can also be
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transformed into a set of binary codes that represents the absence or presence of
a cognate for each cognate set in each language (as done by Gray and Atkinson
2003; Bouckaert et al. 2012; and many others). This is called binary coding. A
conversion of Table 1.3 into such a binary matrix is presented in Table 1.4.
Atkinson & Gray (2006: 93-94) discuss some of the benefits and downsides of
both multistate and binary coding. On the one hand, it could be argued that
multistate cognate coding captures change within meanings, which can be seen
as the fundamental units in which change takes place. The evolutionary models
use account binary coding do not capture change of the cognate sets for a specific
meaning in the same way as evolutionary models of multistate cognate data do.
However, from a computational perspective, the analysis of binary cognate data
is considerably easier than the analysis of multistate data, as the number of
parameters that is required to model the process of evolutionary change is
significantly lower.

Table 1.4: A binary version of the sample cognate-coded dataset presented in

Table 1.3

< 1 -~ - N M

- N M
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Irish o 010 00 O1 010 O0O0O01T 1 0 010
Rusz. 0 0 01 0 000101 00100 0 01
Lith. 0 0 0 0 1. 0 0 01 1.0 0 0 O O 1 0 0 1

2]’ indicates presence of a cognate form in a cognate set for an individual
language, ‘0’ indicates absence. The columns represent different cognate sets for
different meanings.

There are two general ways of inferring phylogenetic trees: character-
based methods and distance-based methods. Distance-based methods convert
matrices of the type presented in Tables 1.3 and 1.4 into distance matrices.
Distance-based methods calculate distances between each pair of languages
based on the proportion of shared cognates. Pairs of languages that have the
highest proportion of shared cognates will be grouped together first, after which
these groups will be connected to languages with which they share less and less
cognates until all languages have been placed in the phylogenetic tree. Distance-
based methods do not model change on an evolutionary pathway in the way
character-based methods do, but rather take ‘as the crow flies’ distances
between languages. Phylogenetic trees that are built using distance methods are
therefore not based on a model of (cognate) evolution. These methods group
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languages together on the basis of similarity, but similarity does not necessarily
imply a close genealogical relationship. Character-based methods directly use
matrices of the type presented in Table 1.4 to infer phylogenetic trees. To do this
they use algorithms that model the loss and gain of cognates. Character-based
methods aim to find the most optimal scenario of gain and loss within each
cognate class on the branches of a phylogenetic tree. In order to discover the true
evolutionary history as a group of related languages, character-based methods
are preferable to distance-based methods.

A commonly used character-based method to infer phylogenetic trees is
maximum likelihood. Maximum likelihood methods explicitly attempt to find the
tree and the model parameters that maximize the probability of producing the
observed data set, given a certain model of evolution (Felsenstein 1981; Nichols
and Warnow 2008: 774ff; Pagel and Meade 2005). The maximum likelihood
algorithm describes the likelihood that a certain evolutionary process has given
rise to the observed data as opposed to another process generating the observed
data. For the cognate-coded lexical dataset in Table 1.4, the model of evolution is
a model of cognate evolution. For each cognate set in Table 1.4, each language
either has a cognate (‘1) or it does not have a cognate (‘0’). The types of
evolutionary change that can take place, therefore, are very simple:

3) q1o:

0
qo1: 0

1>
1 €«
A language can either lose a reflex of a cognate set (1 — 0) or a new lexical item
can come into existence (1 « 0). In evolutionary models used for the inference of
linguistic phylogenetic trees, back mutation typically is not allowed. This means
that languages cannot gain a member of a cognate set in any other way than
inheriting it from an ancestral language, so each new lexical item that is
introduced gives rise to a new cognate set. The stochastic Dollo model that is
often used to model cognate evolution, for instance, restraints cognate sets to
emerge only once (Nicholls and Gray 2008). The rates at which a reflex of a
cognate is lost or a new cognate set is gained are denoted by qio and qo1,
respectively. The probability of each inferred phylogenetic tree is entirely
dependent on the rates of change qi0 and qo1 along all of the individual segments
of the tree. The probability of a change in each specific cognate set and in each
individual segment of the tree are assumed to be independent from one another.

For the first cognate set in ‘bottom’, French and Dutch had a cognate in
that set (fond and bodem), while Irish, Russian and Lithuanian did not have a
cognate belong to that set (bun, dno and dugnas). Just using this single cognate
set, two possible tree solutions with historical inferences on the presence (1) and
absence (0) of a cognate in this set are depicted in Figure 1.4.
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Figure 1.4: Two possible phylogenetic trees for bottom!

We can calculate the different probabilities for both trees as follows. There are
three unknown factors in both trees: the state of the root (absence of cognate ‘0’
or presence of cognate ‘1’), the state of the internal nodes of the tree (0 or 1), and
the probabilities of change on each segment of the tree. Tree segments are parts
of branches that are intermediate between internal nodes or between internal
nodes and tip nodes. These three unknown factors are all assigned probabilities
(p), which are then multiplied to generate the likelihood of that particular tree.
Examples for the two trees in Figure 1.4 are given in (4).

4) tree 1: p(0)9 x p(0)8x p(1)7 x p(0)6 x p(0>0)96 x p(0>0)98 x
p(090)83 X p(091)37 X p(191)72 X p(191)71 X p(090)64 X p(090)65

tree 2: p(1)ox p(1)sx p(1)7x p(0)6 x p(120)96 x p(12>1)98 X
p(190)83 X p(191)37 X p(191)72 X p(191)71 X p(090)64 X p(090)64

The probabilities of change p(1 = 0) and p(0 = 1) are described using Markov
processes. This implies that the probability of a change of state is determined by
the state (presence or absence of a cognate) at the beginning of the tree segment,
and not by the presence or absence of a cognate in past history, i.e. earlier tree
segments (Felsenstein 1981: 371). In addition, the probabilities of change are
calculated for each individual tree segment, allowing for varying rates of change
in different parts of the tree and for different cognate sets. The development of
evolutionary models with a relaxed clock means that it is no longer necessary to
assume a constant rate of evolution (Drummond et al. 2006).

Calculations as those in (4) are carried out on the complete cognate
matrix to assess the likelihood of different phylogenetic trees, with different
topologies and different branch lengths. These trees all have different
likelihoods. This process continues until the likelihood cannot be improved.



1. Introduction 15

Branch lengths in such trees are a reflection of the accumulated changes in each
of the cognate sets used to estimate it. If two languages are connected by longer
branches than two other languages, this indicates greater divergence between
languages (Pagel 2000: 197; Pagel and Meade 2005: 239; see also Holden and
Mace 2003: 2431). Branch length can represent the amount of time, i.e. the
number of substitutions per site per year, if information on ‘fossils’, which in
linguistics take the form of ancient languages such as Latin or Sanskrit, can be
used to date certain internal nodes of the phylogenetic tree.

A popular and practical implementation of phylogenetic tree inference
using Maximum Likelihood methods are the so-called Bayesian approaches.
Given the incredibly large number of possible rooted phylogenetic trees for the
twenty Indo-European languages that form the current sample (8.2 x 1021), we
can use the principles of Bayesian inference to explore the large universe of
parameter combinations and find the most likely set of trees. Bayesian
approaches estimate the probability that each possible tree is the true tree and
therefore they do not produce a single tree, but a posterior probability
distribution on the set of possible trees (Nichols and Warnow 2008: 774ff; Pagel
and Meade 2004, 2005). In order to do this, the analysis requires a prior
probability distribution that is informative with regard to all the parameters
involved in tree building, for instance rates of change and variance in rates of
change across different sites (Ronquist et al. 2009). One can then theoretically
obtain the posterior distribution that specifies the probability of each tree, given
the prior, the data, and the model. However, even with a small number of
languages such an analysis is computationally infeasible to conduct.
Computationally less demanding strategies are needed to collect a sample of
trees that can function as an estimate of the true posterior probability
distribution.

Such a tree sample may be acquired using Markov Chain Monte Carlo
(MCMC) methods (Pagel and Meade 2005: 240ff; see Dunn 2009 for an
introduction into Bayesian MCMC approaches for linguistic tree building). MCMC
analysis can be viewed as a hill climbing procedure: The most likely phylogenetic
trees can be found on the tops of hills, and the MCMC methods climb these hills
by jumping from possible tree to possible tree using Markov chains, ultimately
finding their way to the trees with the highest likelihoods. This procedure is
illustrated in Figure 1.5. Markov chains are mathematical devices that jump from
state to state within the parameter space that describes possible phylogenetic
trees. The probability of each jump is determined only by the current state, not
by any of the previous states. For phylogenetic purposes, the states in Markov
chains are different phylogenetic trees. At each step in the chain, a slightly
changed new tree is proposed - this could be a change in the topology of the tree,
in the branch lengths, or in the parameters of the model of word evolution.
Whether a new tree occurs is determined by the Metropolis-Hastings algorithm.
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When the newly proposed tree is an improvement on the previous tree, the jump
is always made, otherwise it is made with a probability that is dependent on how
bad the newly proposed tree is compared with the previous tree (Pagel and
Meade 2005: 241).

Figure 1.5: An illustration of a MCMC chain that moves through the parameter
space

If such a Markov chain is run for enough time, it reaches stationary
distribution. In stationary distribution, the chain jumps from tree to tree in the
tree space, some of which are slightly better, some of which are slightly worse,
but it no longer moves to better and better trees. In this stationary distribution,
the chain samples trees from the tree space in proportion to their frequency of
occurrence in the tree space. In this way it constructs a sample of trees that
approximates the 'true' posterior probability distribution (Pagel and Meade
2005: 241).

1.3.2.2 The set of phylogenetic trees used in this dissertation

The set of phylogenetic trees that is used in this dissertation is an example of a
set of trees that have been estimated using Bayesian methods. Using a sample of
trees rather than a single individual tree allows one to account for the
uncertainty that is a part of every phylogenetic estimate due to the different
histories represented by different linguistic features such as cognate sets. The
current set of trees was taken from Bouckaert et al. (2012), who collected
cognate-coded lexical data (Swadesh lists) on 103 Indo-European languages (see
Dunn et al. to appear for the cognate database). A binary conversion of this data
resulted in a matrix that indicated absence (0) or presence (1) of a cognate for
each of the 5047 individual cognate sets.

Bouckaert et al. (2012) used the Bayesian Markov Chain Monte Carlo
approach (Huelsenbeck et al. 2001) available in the software BEAST (Drummond
et al. 2012) to estimate a posterior distribution of phylogenetic trees. They used
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the Stochastic Dollo substitution model with an uncorrelated log-normal relaxed
clock (Bouckaert et al. 2012, supplementary materials). This method did not
enforce a constant rate of cognate replacement, rather the rate of cognate
replacement was allowed to be different for different cognate sets as well as in
different parts of the tree. A sample of 12,500 phylogenetic trees with high
likelihoods was constructed using BEAST and constituted Bouckaert et al.’s
(2012) definitive tree sample that was used to study the origins and expansion of
the Indo-European language family.

A further random selection of 1000 trees from Bouckaert et al.’s (2012)
tree sample was made by myself to use in this dissertation using LogCombiner
(part of the BEAST package; Drummond et al. 2012). The reason for this random
selection was purely one of manageability: running an analysis with 1000
phylogenetic trees takes less time than running it with 12,500 trees. The random
selection of 1000 trees was made possible entirely by the high stratification that
is present in Bouckaert et al.’s (2012) tree sample: as can be observed in Figure
1.6, the large majority of the nodes that are relevant for this dissertation are
attested in all phylogenetic trees (see below). If higher levels of phylogenetic
uncertainty would have been evident in Bouckaert et al.’s (2012) tree sample,
the analyses presented in this dissertation would have been run over their full
12,500 tree sample.

Languages that are not studied in this dissertation were removed from
the selection of trees, so that they included only the languages for which data
was collected. Two tree samples are distinguished: one that includes all 20 Indo-
European languages (Albanian, Armenian, Dutch, English, French, German,
Modern Greek, Hindi, Irish, Italian, Latvian, Lithuanian, Nepali, Persian, Polish,
Portuguese, Romanian, Russian, Serbo-Croatian, and Swedish) and one that
includes a subset of 16 of these languages, excluding Albanian, Hindi, Nepali, and
Persian. This second, more restricted tree sample is used for certain analyses in
chapter 5, while the first tree sample that includes all languages is used for all
other analyses in chapter 4, 5 and 6. To illustrate what these tree samples look
like, maximum clade credibility trees of both the 1000 tree sample for 20
languages and the 1000 tree sample for 16 languages were calculated using
TreeAnnotator v.1.6.1 (Drummond et al. 2012). These trees are presented in
Figure 1.6 and Figure 1.7. Note however that the phylogenetic comparative
analyses presented in this dissertation were conducted over all trees in both
samples of 1000 phylogenetic trees. The maximum clade credibility tree
summarizes the whole tree sample by taking and averaging over the tree which
receives the most global support. It is built by evaluating each of the sampled
posterior trees by scoring each clade within the tree based on the number of
times that the clade appears in other sampled posterior trees. These scores are
multiplied to give a total score for each tree, and the tree with the highest score
is the maximum clade credibility tree. This tree then is adjusted to have median
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branch lengths based on the branch lengths of all the trees in the posterior
sample. In this sense, the maximum clade credibility tree is different from the
majority rules consensus tree, which includes clades that appear in more than
50% of the sampled posterior trees. The majority rules consensus tree can have
a topology that is not present in the posterior sample, while the maximum clade
credibility tree always has a topology that was sampled in the posterior
distribution.

The support values presented for each internal node of the maximum
clade credibility trees in Figure 1.6 and 1.7 indicate how often each clade is
attested within the tree sample. A support value of 1 indicates that this internal
node is attested in all the trees in the sample. A support value lower than 1
indicates that this internal node is only attested in a subset of the trees in the
sample. The internal node that leads to the Romance, Celtic, Germanic and Balto-
Slavic subgroups in Figure 1.6, for instance, has a support value of 0.99,
indicating that it appears in 99% of the trees in the sample. The length of the
branches of the phylogenetic trees are drawn in proportion to time. Since
Bouckaert et al.’s (2012) tree sample was time-calibrated but the current sample
only includes contemporary languages, the trees are ultrametric, meaning that
all branch lengths leading from the root node to the different languages on the

tips of the tree have equal length.
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Figure 1.6: The maximum clade credibility tree of 1000 phylogenies sampled from
the posterior sample of trees in Bouckaert et al. (2012). The MCC tree was pruned
to include only the 20 languages featured in this dissertation.
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Figure 1.7: The maximum clade credibility tree of 1000 phylogenies sampled from
the posterior sample of trees in Bouckaert et al. (2012). The MCC tree was pruned
to include only the 16 languages featured in some analyses presented in this
dissertation.

The trees proposed by Bouckaert et al. (2012) have been part of a debate
on the application of phylogenetic methods to study genealogical relationships
between languages. Criticism has focused on their use of cognate-coded lexical
data rather than regular sound changes, which are generally regarded to be more
reliable to recover genealogical relationships. Also, some problems have been
found with the dates used for some of the calibration points, and with the
geographic location of certain languages. However, this dissertation is not
concerned with Bouckaert et al’s (2012) specific hypotheses regarding the
geographical expansion of the Indo-European language family through space and
time, rather it uses the structure of their phylogenetic trees to diachronic change
in motion event encoding. Since Bouckaert et al.s (2012) trees are the only
published trees built using the much improved Dyen et al. (1992) dataset (Dunn
et al. to appear), they are the best choice at this time.

1.3.3 Phylogenetic comparative methods and their applications

This section gives an overview of the types of questions that can be answered
using phylogenetic comparative methods. The various types of analyses will be
discussed in some mathematical detail, as the method sections of the empirical
chapters of this dissertation are briefer due to space constraints. In addition,
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there exist conceptual and mathematical commonalities behind all of the
methods used in this thesis, and explaining them here together will allow the
reader to better understand these commonalities.

1.3.3.1 Models of evolutionary change

This section starts off with an explanation of the general models of evolutionary
change that are employed by the different phylogenetic comparative methods.
These models have close parallels with the models for phylogenetic tree
inference discussed in section 1.3.2.1. Different evolutionary models exist for
discrete data and continuous data. Discrete data are data for which there are
only a finite number of values possible, such as data on the word order of subject,
object and verb, for which six values are possible (SOV, SVO, VSO, OSV, OVS,
VOS). Discrete data is typically categorical, and can be binary (yes, no) or
multistate (SOV, SVO, VSO, OSV, OVS, VOS). Continuous data are quantitative data
(interval or ratio) that can take any value within a range, such as the frequency of
SOV word order in a given language corpus (which can range from 0% to 100%).
One of the ways to model discrete trait evolution is to use a continuous-
time Markov model that plots evolutionary changes along the branches of a
phylogenetic tree (Pagel 1994). A continuous-time Markov model assumes that
the probability of change is independent in every segment of every branch of the
tree, and that the probability of change is dependent only on the state of the
feature at the beginning of the branch segment under consideration, and not on
anything that has happened before that time (Pagel 1994: 38). As discussed in
section 1.3.2.1, branch length is taken as an operational unit of time (Pagel
1999b: 613). Branch length can represent either the amount of evolution, i.e. the
number of substitutions per site, or the amount of time, i.e. the number of
substitutions per site per year. In linguistic phylogenetic trees built on lexical
cognate data, substitutions are cognate gains and losses. Branch length can only
represent time if information on ‘fossils’ such as Gothic or Ancient Greek can be
used to date specific internal nodes of the phylogenetic tree. If two languages are
connected by longer branches than two other languages, this implies a greater
genealogical distance between them, i.e. a longer time of separate evolution.

If we take a single feature that has two possible states, 0 and 1, we can
describe the evolutionary changes that can take place in this feature with four
probabilities: Poo, the probability that over a certain period of time, a feature that
started out in state 0 stays 0, Po1, the probability that a feature changes from 0 to
1, P11, the probability that a feature that started out in state 1 stays in state 1, and
P10, the probability that a feature changes from 1 to 0 (Pagel 1994). These
probabilities are illustrated in (5).
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5) Po: 0 > 0
Poi: 0 2> 1
P11: 1 >1
Pio: 1 2> 0

Because there are only two options for each starting state, Poo can be derived
from Po1: Poo =1 - P(0 € 1); and P11 can be derived from P1o: P11 =1 - P(1 = 0).
Thus, the information that is necessary to assess the evolutionary change of the
feature along the branches of the tree is the transition rate between state 1 and 0
and the transition rate between 0 and 1. We have encountered these transition
rates earlier in section 1.3.2.1, but they are presented again in (6).

6) q1o:

0
qo1: 0

1>
1 €«

Using only these rate parameters and the length of the branch, which is
equal to time, Pagel (1994: 38-39) shows that it is possible to determine the

probabilities of the feature states at each point in time. In his words:

For example, Po1 (t) will be a function of the rate of transition from 0 to 1,
balanced over time t by the rate of transition from 1 to 0: the larger qo: is
relative to qio, the greater the probability that at the end of time ¢t a
character beginning in state 0 will be in state 1. (Pagel 1994: 39).

The rates qio and qo1, which are vital for the resolution of any evolutionary
question for discrete data, can be estimated using maximum likelihood or
Bayesian methods. The maximum likelihood solution is estimated by searching
the likelihood surface for the transition rates qio and qo1 that have the largest
likelihood, given the length of each branch (Pagel 1994). Bayesian methods can
be used to estimate the posterior probability distribution of rates qio and qo1
(Pagel and Meade 2005: 243). MCMC chains can be used to estimate values of the
rate parameters, resulting in a stationary distribution of the chain that samples
the posterior distribution of rates.

The transition rates q10 and q01 are in themselves interesting parts of
the evolutionary model to look at. If the rates are approximately equal, that
means that it is equally likely that the feature changes state from 0 to 1 as it is to
change from 1 to 0. However, if q10 is bigger than q01, this means that changes
from 1 to 0 are more likely than changes from 0 to 1, which indicates that state 1
is gradually being lost and getting replaced by state 0. This could, depending on
the magnitude of the difference in rates, result in all languages having state 0 if
evolutionary change would continue onwards in the same direction. This type of
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directional trend can be an interesting finding of a comparative phylogenetic
analysis by itself.

The evolution of continuous features can be studied with the constant-
variance random walk model of evolution, which is also known as the Brownian
motion model (Harvey and Pagel 1991: 115ff; Pagel 1999a: 878; Pagel 2002:
270ff; O'Meara et al. 2006: 922). In the simplest version of the Brownian motion
model, the states of a trait can increase or decrease at each instant of time with a
mean change of zero and a fixed variance. More complicated versions of the
Brownian model allow for directional rates of change or accelerating and
decelerating rates of change. Each of these changes is completely independent
from the current state of the feature. The trait data is assumed to adhere to a
normal distribution, although more complex methods can account for data with
non-normal distributions. There are several different approaches to trait
evolution of continuous features that employ the Brownian motion model. The
most common are Phylogenetic Generalized Least Squares (PGLS) (Martins and
Hansen 1997; Pagel 1997: 338ff; Pagel 1999a: 878ff; Garland and Ives 2000) and
Phylogenetically Independent Contrasts (PIC) (Felsenstein 1985: 8; Garland and
Ives 2000), which can both be implemented using maximum likelihood methods
or Bayesian methods.

Phylogenetic Generalized Least Squares can be implemented as a
regression analysis, in which each value for each language is predicted from the
regression of the feature on the branch leading from the root to that individual
language (Pagel 1997: 337ff). For a trait value in one specific language X,
evolving on a branch with a total length of Y, the regression formula is as follows:

7) X=a+pBY+e

In this formula, a is the y-axis intercept of the trait values that are regressed on
the total branch length. 3 is the slope of the regression line that relates the trait
value X to operational time Y, measured by the lengths of the branches leading
from the root of the tree to the languages at the tips of the tree. e is the error
term. In effect, then, the trait value X evolves along the branch of the tree leading
from the root of that tree to the language tip at a rate 3 per unit of branch length.
In this model, variation in trait values among different languages evolves due to
different branch lengths from the root to the tips of the tree.

If the language data were independent, the value  could be estimated
using conventional regression techniques. However, the language data is not
independent because of the shared history of the languages. The languages share
some proportion of the branch lengths that lead from the roots to the tips. The
expected variance (variability in a feature) of a trait value is proportional to the
time it has been evolving, which is proportional to the length of the branch
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leading from the root of the tip. The expected covariance (lack of independence)
of a trait value is proportional to the branch length shared between each of the
languages. An example of a variance-covariance matrix that contains all this
information on (shared) branch lengths is provided in Figure 1.8. The PGLS
model takes into account the variance-covariance matrix in the error term e to
estimate a phylogenetically adjusted value of . This value of 8 is used in the
regression formula to maximize the likelihood of observing the set of trait values
across languages given the phylogeny. Aside from solving the regression formula
while taking into account shared history, the algorithm also infers rates of
change and ancestral states.
t1

X1
t3
t2
t5 X2 X1 X2 X3 X4 X5
X1 | t5+t3+t1 | t5+t3 t5 - -
t4 X3 X2 | t5+t3 t5+t3+t2 | t5
X3 | t5 t5 t5+t4 - -
] X4 | - - - t8+t6 8
t6 X4 X5 | - - - t8 t8+t7
t8
L7 yc

Figure 1.8: An example of a tree with a corresponding variance-covariance matrix

Estimating the rates of change and looking at directionality in those rates
is hardly ever the only question asked in comparative phylogenetics, as most
studies of trait evolution investigate more complex questions, such as ancestral-
state estimation or correlated evolution. However, often statements about the
rates and directionality of change are very interesting in themselves. An example
of this from evolutionary biology is the study by Barkman et al. (2008), who have
shown that rates of change have increased over time in the family of Rafflesia
flowers. The Rafflesia family is known for having the largest flowers on earth,
with some species having flowers over one meter in diameter. The flowers smell
like rotten meat to attract insects, which play a role in the reproduction of
Rafflesia. The evolutionary process that led to these enormous flowers was one
of continuously increasing rates of change. As ancestral flower size increased, the
rate of change increased as well, leading to ever-bigger flowers in certain parts of
the family. This illustrates that the rates of change that are inferred by
evolutionary models are a very important aspect of correctly modeling evolution.
In this dissertation, rates of change are used to compare classes of motion verbs
in chapter 6.
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1.3.3.2 Testing for historical signal

Before doing any type of phylogenetic comparative analysis, it is generally
recommended to estimate whether history actually has influenced the current
distribution of the states attested for the trait under investigation (Freckleton et
al. 2002: 724). Phylogenetic signal is present when closely related languages
exhibit similar traits and when trait similarity between related languages
decreases as their most recent common ancestor is situated in a more remote
past (Losos, 2008). There are several methods available that can be used to
assess whether phylogenetic or historical signal is present or not.

One of the most extensively used tests has been developed by Pagel
(1999a) and is called lambda (A) (see Freckleton et al. 2002 for discussion).
Lambda is a branch length scaling parameter and can be used to measure the
extent of the dependency of the data on the model of Brownian evolution given
the tree topology. The value of lambda can be optimized using maximum
likelihood methods. The optimized lambda value indicates to what extent the
data under consideration have been influenced by their shared history.

The optimization of lambda works as follows. First, the algorithm
calculates the variance-covariance matrix based on the tree topology (see Figure
1.8). The covariance values in this matrix are measures of shared branch length
between the different languages. Then, the algorithm determines which is the
optimal value of lambda, a number between 0 and 1 with which the covariance
values are multiplied. If the covariance values are multiplied by lambda = 0, all
shared branch lengths and thus all evidence of shared history between the
languages is erased. A low (0 or another low value) optimized lambda value
implies that the genealogical relationships between the languages have not
influenced the trait data to a large extent. If the covariance values are multiplied
by lambda = 1, the information on shared history of course stays exactly as it is. A
high (1 or another high value) optimized lambda value implies that the feature is
evolving exactly along the branches of the phylogenetic tree under a random
walk model of evolution (Pagel 1999a), and thus that there is evidence for
shared history. Any number between 0 and 1 decreases the amount of shared
history between the languages. These manipulations are illustrated in Figure 1.9.

After the optimized value of lambda is retrieved, it can then be tested
whether the optimized lambda value is significantly different from a model in
which lambda = 1 or lambda = 0 using a likelihood ratio test (Pagel 1997: 334).
These tests assess whether A is significantly different from a model of evolution
in which A is set to 1 and another model in which A is set to 0. If the estimated A is
not significantly different from a model in which A is fixed to be 1, while it is
significantly different from a model in which A is fixed to be 0, phylogenetic
signal is present. In short, the estimation of lambda can in this way provide
statistically sound evidence for the presence or absence of phylogenetic signal.
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Figure 1.9: Three versions of the same tree with lambda modified

In some cases, the optimized lambda can be higher than 1 (Freckleton et
al. 2002: 715). Since the optimized lambda is defined as the transformation of
the shared branch length that makes the comparative data best fit the phylogeny,
lambdas higher than 1 may arise when the data is more similar than predicted by
the model of Brownian motion on that particular phylogenetic tree. However, the
optimized lambda values is restricted by the variance-covariance matrix (see
again Figure 1.8): the off-diagonal branch lengths can never be longer than the
diagonal branch lengths. For that reason, lambda can never be much larger than
1: Freckleton et al. (2002) cite a lambda of 1.24 for data on body size.

The interpretation of lambda estimates, for instance in comparing the
evolution of different features on the same tree, is unfortunately not
straightforward. Although it would be useful to be able to say that a low
optimized lambda value indicates that the trait is influenced by other processes
than shared genealogical descent, such as lack of variation in the feature, parallel
change with other linguistic features, very rapid linguistic change, or borrowing,
this would be misguided as different evolutionary processes can be the cause of
similar lambda estimates. Revell et al. (2008) have used simulations to
demonstrate that factors that act on the evolutionary process, including the rate
of evolution, functional constraints, fluctuating selection, niche conservatism,
and evolutionary heterogeneity, interact in complex ways and may affect the
results of a phylogenetic signal analysis in a way that does not allow for
disentangling the contribution of different factors. Even though not all of these
processes will act on linguistic features, the interpretation of low lambda
estimates remains quite limited. The most important thing that the estimation of
lambda tells us is whether there is evidence for similarity among languages due
to shared descent.

Strong phylogenetic signal is found in a range of biological and
anthropological traits. Freckleton et al. (2002) show that body size in both
invertebrate and vertebrate species often have large lambda values, while other
measures, such as parasite density in fish and mammals, have low lambda values.
Jordan and Currie (submitted) find high lambda values for both population size
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(0.90) and population density (0.86) of Austronesian cultures. In this
dissertation, tests for historical signal using the estimation of lambda are
included in chapters 3, 4, and 5.

1.3.3.3 Estimating ancestral states

The aim of estimating ancestral states is to infer how ancestral languages might
have behaved with regard to the trait under investigation. Ancestral states are
automatically reconstructed during most phylogenetic comparative analyses, as
they are as much a vital part of the modeling of the evolution of a trait as the
rates of change are. The estimation of ancestral states allows for the
investigation of the likelihood of any hypothesis that we may have about the
behavior of ancestral languages.

Ancestral-state reconstruction using maximum likelihood methods for
discrete data rely on the continuous time Markov model that was introduced in
section 1.3.3.1 (Schluter et al. 1997; Pagel 1997, 1999a, 1999b). The Markov
model estimates the rates at which a discrete trait changes its state along the
branches of the tree (see (6), repeated below as (8) for convenience).

8)  quo

0
qo1: 0

1>
1 €«
Using this information, it calculates the most probable ancestral states for the
internal nodes in the tree. It does this by calculating the likelihood of observing
the linguistic data, while fixing the internal node at each of the possible states of
the trait. The state with the highest likelihood is the most probable state for that
node. A possible outcome of this process is illustrated in Figure 1.10, where
inferences for the internal node are placed above each node.

Ancestral-state estimation using maximum likelihood methods for
continuous data most commonly relies on the constant-variance random walk
model (or Brownian motion model) that was introduced in section 1.3.3.1 (Pagel
1999a: 878). Phylogenetic Generalized Least Squares (PGLS) and
Phylogenetically Independent Contrasts (PIC) can both be used to estimate
ancestral states and yield similar results (Pagel 1999a: 878; Garland and Ives
2000). PGLS methods using maximum likelihood approaches calculate ancestral
states by minimizing the sum of squared changes across the branches (Schluter
et al 1997: 1701). An example of a hypothetical outcome is given in Figure 1.10,
in which distributions of the inference for each internal node are plotted over
each node. This approach infers the most likely ancestral states based on an
evaluation of each internal node in terms of the sum of squared changes in the
clade connected by that node for each possible state that node can take. Going
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towards the root of the tree, it attempts to find the minimum sum of squared
changes in the whole tree and thus estimate the most likely ancestral states of all
internal nodes (Maddison 1991: 305). However, a range of different methods to
estimate ancestral states is available (Martins and Hansen 1997: 661; Webster
and Purvis 2002).
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Figure 1.10: Ancestral-state reconstruction (based on Haun et al. 2010’s Figure 2).
The inference for each internal node is plotted over each node; inference
distributions are different for discrete data and continuous data. The most likely
ancestral states are determined by taking into account the amount of evolutionary
change within each clade for each possible value of an internal node, minimizing
the total amount of evolutionary change given all nodes.

Ancestral-state estimation is a popular analysis in evolutionary biology
and comparative anthropology. Martins and Lamont (1998) estimate ancestral-
states of headbob displays of Cyclura iguanas, using several different measures
such as the number of headbobs and the duration of headbobs. Ancestral states
were estimated using the maximum likelihood approach outlined in Martins and
Hansen (1997). Martins and Lamont (1998) found that headbob displays have
evolved frequently and dramatically, although some measures seemed to be
more stable then others. Jordan et al. (2009) infer the ancestral type of residence
in the Austronesian language family using Bayesian methods. They infer that
ancient Austronesian societies are most likely to have been matrilocal. Currie et
al. (2010) infer the ancestral state of political complexity in Island South-East
Asia. Proto-Austronesian societies are inferred to have an acephalous system. In
this dissertation, ancestral-state estimation analysis is used in chapter 4 to
investigate changes in motion event encoding systems and infer the behavior of
Proto-Indo-European.
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1.3.3.4 Testing for co-evolution

The aim of testing for co-evolution is to investigate whether two or more
characteristics of languages are correlated or can be said to have evolved
together. It is especially important to use phylogenetic comparative methods to
investigate this type of question, because it is easy to over-estimate a correlation
between two features if historical dependencies have not been taken into
account. This type of analysis is of particular importance for language evolution,
because of the many dependencies between linguistic features that have been
found since the advent of linguistic typology. Many of Greenberg’s (1966) 45
universals of word order and morphology had a conditional form: if a language
has feature A, it also has feature B. The study of the mechanisms that have
generated these dependencies using phylogenetic comparative methods will
ultimately reveal whether the dependencies are universal (Dunn et al. 2011;
Levinson et al. 2011) and through what kind of processes they emerge.

Correlated evolution of discrete binary features can be modeled by the
Markov model that was described in section 1.3.3.1 (Pagel 1994: 38, 1999a:
882). The algorithm tests whether it is more likely that the two traits have
evolved together or that they have evolved separately. The likelihood of the data
assuming that both feature X and feature Y have evolved separately is calculated
by taking the product of the likelihood that the tree and the model have
generated the data set of feature X and the likelihood that the tree and the model
have generated the data set of feature Y. These two likelihoods are estimated by
searching the likelihood surface for the probabilities of the state of each node in
the tree (Px1 and Pxo for feature X, and Py; and Pyo for feature Y), given transition
rates of states given in (9) and the length of the branch. In (9), 1 indicates
presence of the feature, while 0 indicates absence of the feature.

9) X: (gx10: 1 >0
(gxo01: 1 €0

Y: (Jy10: 1 >0

(Jyo1: 1 €0

The calculation of the likelihood of the data assuming that the two traits
are evolving together requires a more complex model, which allows that the
changes in feature X to be dependent on the state of feature Y and vice versa. In
this analysis, one is calculating the probabilities of change for both feature X and
feature Y at the same time, for instance the probability that feature X changes
from absent (0) to present (1) and feature Y changes from present (1) to absent
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(0). The transitions that are assumed in such a dependent model are depicted in
Figure 1.11.

XoYO { ) XOYl
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Figure 1.11: Transitions in a dependent model of evolution of feature X and Y

If the changes in feature X and Y are dependent upon one another, the
probability of change in feature X and Y cannot simply be described as the
product of the probability of change in X and the probability of change in Y. To
compare the results of the independent and dependent analysis, the likelihoods
of both the dependent model and the independent model are calculated.
Whether the two models are significantly different from each other can be tested
with the likelihood ratio statistic (Pagel 1994: 41) or Bayes factors (Pagel and
Meade 2005; Pagel and Meade 2006: 813ff). In addition, it is possible to test for
directionality of change, for example whether changes from 1 to 0 in Y are more
likely when X has state 1.

Correlated evolution of continuous features can be modeled by the
constant-variance random walk model (or Brownian motion) that was described
in section 1.3.3.1. There are two types of statistical analyses that can be used to
test for correlated evolution of continuous features: regression analysis, which
predicts the variance in a dependent variable as a function of one or more
independent variables, or multivariate analysis of correlations between two or
more dependent variables (Rohlf 2006: 1509).

The Phylogenetic Generalized Least Squares (PGLS) regression works as
follows (Pagel 1997: 340ff). In the formula in (10), a feature X is dependent on a
feature Y, a is the intercept of the regression line, 3 is the regression of the X
feature on the Y feature, and e is the measure of error. Specifically,  specifies the
amount of change in X given change in Y, i.e. how X changed as Y evolved over
time.

10) X=a+fBY+e

This model is slightly different as the PGLS model in which the evolution of a
single trait is modeled, although the principle remains the same. In section
1.3.3.1 was described how a single trait X is regressed against operational
evolutionary time Y. In a PGLS regression analysis that tests the correlation of
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two linguistic features, feature X is regressed against feature Y. As was the case
for the single feature model in section 1.3.3.1, the error term e is adjusted for
phylogenetic relatedness using the variance-covariance matrix (see again Figure
1.8).

The multivariate analysis of correlations between two or more dependent
variables works as follows (Rohlf 2006: 1509). The model for this analysis is
given in (11), where Z is an n x p matrix of n observations of p dependent
variables, 1, is an unit vector of length n, pis an 1 x p vector of means, and E is an
n x p matrix of multivariate normally distributed errors.

11) Z=1lmp+e

Similar as the PGLS regression, a PGLS correlation is calculated by incorporating
information on the amount of phylogenetic relatedness in the error terms of the
formula (see again Figure 1.8). The PGLS regression and the PGLS correlation can
be calculated using both maximum likelihood and Bayesian approaches. The
results of these analyses can be tested for significance using likelihood ratio tests
or Bayes factors, in which one compares the dependent model to an independent
model, or the results of a test in which {3 or the correlation is forced to be zero.

Dunn et al. (2011) investigated correlated evolution of eight word-order
features: the order of genitive and noun, adposition and noun, numeral and noun,
adjective and noun, demonstrative and noun, relative clause and noun, subject
and verb, and object and verb. They showed, contra the predications made by
Greenberg (1966) and Dryer (1992), that dependencies between these word
order features are not the same in different language families. The correlations
differ in each of the four different language families that were investigated. In
this dissertation, co-evolution analyses are employed in chapter 5 to investigate
the correlation between the size of the motion verb lexicon and the motion event
encoding system.

1.3.4 Discussion

The use of statistical methods developed for analyzing biological evolution to
model cultural and linguistic change is subject to debate (Bateman et al. 1990;
Boyd et al. 1997; Claidiere and Andre 2012; Moore 1994). The most common
criticism is that phylogenetic comparative methods only take into account
vertical transmission and do not account for the acquisition of cultural or
linguistic features through horizontal transmission (Borgerhoff-Mulder 2001;
Borgerhoff-Mulder et al 2006; Boyd et al. 1997; Témkin and Eldredge 2007).
Horizontal transmission takes place when change in one community is induced
by contact with another community. An example of this is the borrowing of
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words from a different language, such as English mammoth (from Yakut via
Russian), taboo (from Hawaiian), and hooligan (from Irish). All kinds of linguistic
elements (phonemes, words, morphology, syntactic constructions, pragmatic
conventions etc.) can be borrowed from one language community to another,
depending on the extent of the contact between the two communities. This
implies that there are two lines of transmission, one vertical across generations
of language learners and one horizontal through interaction between language
communities, that need to be distinguished when building phylogenetic trees
and when investigating linguistic features.

Horizontal transmission of cultural or linguistic features poses a problem
when one wants to study the vertical evolution of languages, as a focus on
vertical transmission might not always be appropriate because of large amounts
of horizontal transmission in the data. This is both the case when we want to
infer phylogenies (Nelson-Sathi et al. 2010; Nichols and Warnow 2008: 789,
809ff) or when we want to study trait evolution. Note that in both cases,
borrowing is not an issue if a single cognate or feature is borrowed in a single
language, as it is simply considered to be an innovation. However, borrowing can
become a problem when a borrowed cognate or feature is subsequently
inherited by descendent languages or cultures. This issue has led to a big debate
in anthropology on the applicability of these methods to cultural and linguistic
data (Atkinson and Gray 2006; Borgerhoff-Mulder et al. 2006; Gray et al. 2007:
365ff; Gray et al. 2010). However, much of this debate has been fueled by a priori
philosophical objections and anecdotes rather than rigorous empirical
investigation (but see below). Recent advances in Bayesian methods can address
uncertainty with regard to the phylogeny and the evolutionary model more
adequately than has been possible in the past (Gray et al. 2010: 3924).

However, it is possible to simulate the impact of horizontal transmission
on the inference of phylogenetic trees and the application of phylogenetic
comparative methods (Collard et al. 2006; Currie et al. 2010; Greenhill et al.
2009; Nunn et al. 2010). Such simulations point out that there are certain
conditions in which comparative phylogenetic methods behave well and seem to
recover the signal from vertical transmission, even when certain amounts of
horizontal transmission are present. In other conditions, the signal of vertical
transmission may be partly lost because of the horizontal transmission that is
present. In practice, the presence of an influence of horizontal transmission on
the results of the application of phylogenetic comparative methods on a
particular dataset will have to be assessed for that particular dataset. Solutions
can then be found to take into account such dependencies between the languages
in the dataset.

Phylogenetic comparative methods have only been developed during the
last four decades. Although results always need to be interpreted with care, for
instance by taking into account potential influences from horizontal
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transmission, great advances in their development are still being made. Most of
these developments will regard the calculation and use of phylogenetic networks
for comparative analyses. The advantage of inferring phylogenetic networks
alongside phylogenetic trees is being recognized increasingly (Chen et al. 2013).
Although especially the inference of rooted phylogenetic networks is
computationally difficult (Huson and Scornavacca 2011), their development will
subdue much of the debate surrounding the use phylogenetic methods. In
addition, even though phylogenetic comparative methods may be flawed,
methods that do not take into account phylogenetic dependencies are flawed as
well, albeit in different ways (see section 1.3.1). The chance of finding a
correlation between two linguistic features that is in fact an accident of shared
history, for instance, becomes much larger if one does not control for
phylogenetic dependencies, even if these are accounted for by controlled
sampling. Removing the variance that can be attributed to phylogenetic
dependencies results in throwing away information about differences between
languages in different genealogical clusters.

The take away message here is that phylogenetic comparative methods
can be used to answer questions about language change in a sophisticated and
statistically sound way. They can be employed to infer ancestral states,
directional rates of change, correlations between linguistic features, homelands,
and dates of divergence events (Gray et al. 2007). Therefore the use of
phylogenetic comparative methods is not just about incorporating history in
comparative analyses: it allows for a more informed outlook on linguistic
diversity and the mechanisms generating that diversity.

Having now explained what phylogenetic comparative methods are and
why they are useful to answer questions about diachronic change in linguistics,
an outline of the rest of the dissertation is given in the next section.

1.4 Outline of the dissertation

Chapter 1 has introduced the topic of this dissertation and the methodologies
that have been used to investigate the main questions. The methodological
section is chapter 1 are meant as a guide to the non-specialist reader;
subsequently, the methodological sections in the empirical chapters are more
brief.

Chapter 2 is an introduction to the dataset that will be used throughout
the dissertation. It discusses in some detail the parallel corpus that is the source
of the data, the rationale behind the coding of the dataset and how the coding
differs from alternative coding schemes used in the motion literature. It also
introduces the various sentence samples that are distinguished and the main
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aggregation method (principal components analysis) that is used to aggregate
the data on motion event encoding.

Chapter 3 presents an introduction of the motion event encoding systems
of the twenty Indo-European languages included in the sample. A contribution to
the general motion event literature is made when results on aggregation
analyses are presented that show that the diversity encountered in the sample
cannot be captured in a simple dichotomy of verb-framed and satellite-framed
languages that has traditionally been proposed.

Chapter 4 examines the diachronic changes that have taken place in the
motion event encoding systems of twenty Indo-European languages. Data on
ancient Indo-European languages as well as ancestral-state estimation analyses
are used to investigate diachronic change as well as the behavior of Proto-Indo-
European. The influence of the important diachronic process in which preverbs
merged with verb roots on the motion event encoding systems of the different
Indo-European languages is discussed. Contra earlier claims, both qualitative
data on ancient Indo-European languages as well as quantitative results of
ancestral state estimates point towards a mixed motion event system for Proto-
Indo-European.

Chapter 5 tests correlated evolution between the size of motion verb
classes and motion event encoding systems. It is shown that there exists some
evidence for a phylogenetically controlled correlation between the size of the
manner of motion verb class and the use of the satellite-framed construction. It
also presents evidence for a correlation between the size of the path of motion
verb class and the use of the verb-framed construction. This chapter also
includes overviews of the lexicons of manner verbs and path verbs of the Indo-
European languages.

Chapter 6 investigates the emergence of larger manner of motion verb
lexicons in satellite-framed languages and larger path of motion verb lexicons in
verb-framed languages more closely. Results from an investigation into the
etymological origins of these motion verbs suggested that manner of motion
verbs typically have different types of etymological origins as path of motion
verbs. A study of the rates of change in different branches of the Indo-European
tree suggested that manner of motion verbs evolve faster in the satellite-framed
subgroups of Indo-European, while path of motion verbs evolve faster in verb-
framed subgroups.

Chapter 7 brings together the themes researched in this thesis by
providing general discussion and future directions. It provides further discussion
on language-internal diversity, diachronic change of the use of motion event
encoding constructions, correlations between syntactic and lexical features of
motion encoding, and rates of lexical evolution by relating the results of the
empirical chapters to a broader literature. It also reflects on the future of the
application of phylogenetic comparative methods in linguistics.



Chapter 2: Materials and coding

Parts of this chapter have been taken from:

Verkerk, Annemarie. (2014c). Where Alice fell into: Motion events in a parallel
corpus. In Benedikt Szmrecsanyi & Bernhard Weilchli (eds.), Aggregating
dialectology, typology and register analysis: Linguistic variation in text and
speech (pp. 324-354). Berlin: Walter de Gruyter.

This chapter is devoted to an introduction to the dataset that was used for the
analyses presented in the following chapters. It starts with an introduction to the
parallel corpus (section 2.1), continues with a discussion of the coding scheme
used to analyze motion events (section 2.2), and concludes by introducing the
data reduction methodology (section 2.3).

2.1 The parallel corpus

2.1.1 Deciding on source material

The dataset that is employed in this dissertation comes from a parallel corpus.
Parallel corpora consist of parallel texts, texts that are all translations of a single
original text, which is also included in the corpus. The most obvious parallel text
is the Christian Bible, of which parts have been translated into over a thousand
languages (Cysouw and Walchli 2007).

Using a parallel corpus to study the encoding of motion events has several
advantages (see Walchli 2001a; Slobin 1996b, 2005b; Baicchi 2005 for similar
approaches). First of all, since motion events constitute a mostly lexical topic that
is prevalent in natural language, using a parallel corpus is very suitable (Walchli
2007: 128). In other words, parallel texts provide a bountiful source of motion
descriptions. Secondly, the original text restricts the semantic primitives under
study; i.e. the corpus consists of a finite set of linguistic expressions that are
more or less equivalent. Thirdly, parallel texts are also highly adequate for
investigating language-internal variability (Walchli 2007: 129) - which is one of
the aims in this dissertation. Finally, using a parallel corpus approach allows one
to cover a larger set of languages than would be possible with experimental
methods that have been used traditionally, since it is much less time demanding.

However, there are also a number of disadvantages. The original text
might influence the translations in some ways. Patterns that would normally be
uncommon might be used more often to accommodate certain features of the
original. In addition, only the written register can be researched. However,
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Walchli (2007: 132) mentions that many typological studies based on reference
grammars might have the same focus on written language sources and are
therefore not better off.

The parallel texts that have been chosen are three novels: Alice’s
Adventures in Wonderland, Through the Looking-Glass and what Alice found there
(both by Lewis Carroll) and O Alquimista [‘The Alchemist’] (by Paulo Coelho).
These books were chosen to have different original languages, English and
Portuguese, which have different typological patterns with regard to motion (as
will be discussed in detail in chapter 3). This allows for an assessment of
whether it makes a difference whether the translation is based on a satellite-
framed or a verb-framed original text. In addition, these novels have been
translated into a wide range of Indo-European languages, and their continuing
popularity enabled their easy acquisition. The choice of three different books
with different original languages should also make author and translator specific
biases less pronounced. A list of all translations is included in Appendix 1.

The language sample consists of: French, Italian, Portuguese, Romanian
[Romance], Irish [Celtic], Dutch, English, German, Swedish [Germanic], Latvian,
Lithuanian, Polish, Russian, Serbo-Croatian [Balto-Slavic], Hindi, Nepali, Persian
[Indo-Iranian], Modern Greek [Hellenic], Albanian, and Armenian. The sample
includes languages from all major Indo-European subgroups except Anatolian
and Tocharian, for which only limited data is available and certainly not
translations of modern novels. Unfortunately, the sample is biased towards
European, non-Indo-Iranian languages. This is mostly due to the ability to
acquire translations of the three novels in Indo-Iranian languages, which proved
to be rather difficult. The sample is also biased towards languages that follow the
major trend in their subgroup. Languages such as Rhaeto-Romansh, Breton,
Bulgarian and Ossetic are not included here, while these are known to be
different from the major trends in Romance, Celtic, Balto-Slavic, and Indo-Iranian
respectively (Walchli 2009: 215). This could mean that the current sample gives
an underrepresentation of rapid diachronic change of motion event encoding in
Indo-European - however, the availability of translations restricted the number
of choices. The glossed parallel corpus (see below for details on glossing) and the
complete set of translations, including translations into several other Indo-
European languages not featured in this dissertation, are available upon request.

Given the focus of this dissertation on the Indo-European language family
and the availability of data from ancient Indo-European languages such as Latin,
Ancient Greek, Vedic Sanskrit, Old Church Slavonic, Gothic, and Classical
Armenian, it would have been possible to investigate motion event encoding
using corpora that include these ancient languages. This would have enabled a
comparison between inferences made by the phylogenetic comparative methods
and the attested patterns in the ancient Indo-European languages. The best
parallel corpus of both ancient and modern Indo-European languages that is
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available is the New Testament, which is available in Latin, Ancient Greek, Old
Church Slavonic, Gothic, and Classical Armenian (Haug and Jghndal 2008) and of
course many modern languages. However, the choice was made not to use this
corpus because the New Testament is not a particularly rich source for Talmian
motion data. The New Testament has very few instances of the satellite-framed
construction with a manner verb and a path satellite (see example (12) and (14)
below) that is diagnostic for the study of the Talmian theory of motion event
encoding (see also Beavers et al. 2010: 332; Croft et al. 2010: 221). The satellite-
framed construction is diagnostic because it is typically translated with a
satellite-framed construction in a satellite-framed language, but translated with a
verb-framed construction in a verb-framed language (Slobin 2005b). Manner is
typically added in about 25% of the constructions when translating a text in a
verb-framed language to a satellite-framed language, whereas manner is deleted
in about 50% of the constructions when translating a text in a satellite-framed
language to a verb-framed language (Slobin 1996b: 212). Examples (12)-(14)
illustrate this process: the English original in (12) is translated with a verb-
framed construction in verb-framed Romanian in (13), and with a satellite-
framed construction in satellite-framed German in (14).

12)  English
and (she) hurried of to the garden door.

13) Romanian

si se indreapta in grabd spre
and REFL.3SG go.toward.PRS.3SG in rush toward
us-a gradin-ii.

door-F.ACC.SG.DEF garden-F.GEN.SG.DEF
‘and (she) went toward the garden door in a rush.’

14)  German

und eilte fort zu der Gartentlir.

and  hurry.PST.3SG off to DEF.ART.F.DAT garden.door.F.DAT
‘and (she) hurried off to the garden door.’

Given this discrepancy in translating motion events, a parallel text needs
instances of both the satellite-framed construction as well as instances of the
verb-framed construction if it is to be used for the optimal characterization of
motion event encoding in a given language. The New Testament unfortunately
cannot offer both. This is in part due to a lack of manner verbs, as well as to a
tendency to use manner verbs in descriptions of activities (i.e. “The man walked’)
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instead of descriptions of motion events (i.e. “The man walked into the room’). An
illustration of these issues in the New Testament and a comparison with a corpus
of the two English Alice novels by Lewis Carroll is given in Appendix 2.

Another problem with the use of Bible texts is that they are written in a
religious register that restricts translational freedom to at least some extent. The
study of cross-linguistic motion event encoding has been done using parallel
corpora in the past (Slobin 1996b, 2005b; Baicchi 2005), and one of the findings
has been that in translations from a verb-framed language to a satellite-framed
language, manner information may be added, while in translations from a
satellite-framed language to a verb-framed language, manner information is
often deleted - this is done in order to approximate the native motion encoding
patterns. The religious convention to translate the Bible in such a way that it
stays close to the original text might interfere with the artistic freedom that
would be needed to translate motion events in the most natural way. Given these
disadvantages associated with the use of the New Testament for motion event
encoding, the decision was made to use the parallel corpus consisting of the
three modern novels mentioned above.

2.1.2 Building the parallel corpus

The parallel corpus was built using translations of Alice’s Adventures in
Wonderland, Through the Looking-Glass and what Alice found there and O
Alquimista [‘The Alchemist’]. First, all descriptions of motion events were
extracted from these three novels. Motion events were defined as “situations in
which an animate being moves from one place to another” following Ozc¢aliskan
and Slobin (2003: 259), although inanimate entities were included as well. Each
motion extract that was picked constituted a single sentence in which
(approximately) a single situation (event or activity) was being described
(Berman and Slobin 1994: 657). Such a sentence could consist of several clauses,
as will be seen in (19) below. However, there was always a single clause, i.e. a
single combination of a subject and a predicate, which functioned as the main
motion predicate of that sentence. In the case of (19), this was floated. Examples
of these motion extracts can be found throughout this dissertation.

This selection procedure resulted in a set of 1270 motion event
descriptions in the three novels. From this set, a smaller set of motion event
descriptions was picked out. As including all descriptions of motion events found
in the three novels would have resulted in a far too large dataset, a balanced
sample of motion event descriptions was taken. This sample was constructed
taking into account the type of motion event encoding construction and the main
motion verb. At least one instance of each attested motion verb was included in
order to maximize the lexical diversity present in the sample. In addition, a large
and balanced set of different motion event encoding construction types was



38 2. Materials and coding

taken. This selection was informed by what we know about motion events from
Talmy (1985, 1991, 2000) and Slobin (1996b, 2004): care was taken to select
verb-framed and satellite-framed constructions, as these are diagnostic for the
study of motion event encoding (see section 2.1.1). Even though subsequent
research has indicated that languages typically use a diverse range of motion
event encoding constructions (see section 1.1 and 3.2), these two constructions,
although they may be rare in spoken discourse, remain very important for the
study of motion event encoding. In addition, we expect that the usage of these
constructions correlates with the use of other constructions and aspects of
motion event encoding. The aim was to capture an broad and informed picture of
motion event encoding as defined by Oz¢aliskan and Slobin (2003: 259).

Because of the emphasis on including all the attested variation, the choice
of the motion sentences was not done on a randomized basis. The resulting
picture that emerges from this smaller set does therefore not give a complete
picture of the encoding of motion in each language, but a biased one. However, it
does serve to provide a picture of the encoding of motion for each individual
language relative to each of the other languages in the sample. The main aim of
this study was to be able to draw exactly such a picture for each language and to
assess as much verb variability as possible.

The smaller set of selected motion sentences amounted to 215 sentences
that encode voluntary (non-causative) motion that were distributed among the
three novels. Unfortunately, Through the Looking-Glass and What Alice Found
There is not available in four languages: Albanian, Hindi, Nepali and Persian. To
accommodate this, there are two different sentence samples listed in Table 2.1
that are used for the analysis of syntactic patterns of motion event encoding. The
118-sentence sample includes only sentences from Alice’s Adventures in
Wonderland and O Alquimista, and is available for all 20 languages. The 192-
sentence sample also includes sentences from Through the Looking-Glass and
What Alice Found There, and is available for 16 languages (excluding Albanian,
Hindi, Nepali and Persian). The number between brackets in Table 2.1 gives the
number of sentences taken from each of the novels.

Table 2.1: Sentence samples used for syntactic motion event encoding

Through the
Alice’s Looking-Glass
Adventures in o and What Alice
Sample Wonderland Alquimista  Found There
118-sentence sample  yes (73) yes (45) no
(20 languages)
192-sentence sample  yes (73) yes (45) yes (74)

(16 languages)
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In addition to these two samples, additional sentences were added for the
study of manner of motion verbs. These sentences did not include a path of
motion, and therefore fall outside of the definition of ‘motion event’ used in this
dissertation (see section 2.2). However, since the addition of so-called manner
only sentences (see again section 2.2) allowed for the collection of a larger set of
manner of motion verbs, two more samples are distinguished in Table 2.2. The
132-sentence sample is created by adding 14 manner only sentences (6 from
Alice’s Adventures in Wonderland and 8 from O Alquimista) to the 118 sentence
sample, and is available for all 20 languages. The 215-sentence sample is created
by adding 23 manner only sentences (the same 6 from Alice’s Adventures in
Wonderland and 8 from O Alquimista, plus 9 from Through the Looking-Glass and
What Alice Found There) to the 192 sentence sample, and is available for 16
languages (excluding Albanian, Hindi, Nepali and Persian).

Table 2.2: Sentence samples used for manner of motion verbs

Through the
Alice’s Looking-Glass
Adventures in o and What Alice
Sample Wonderland Alquimista  Found There
132-sentence sample  yes (73+6) yes (45+8) no
(20 languages)
215-sentence sample  yes (73+6) yes (45+8) yes (74+9)
(16 languages)

In total, the dataset consists of 3968 motion sentences. The complete set of
original motion extracts that were used in these samples is listed in Appendix 3.
Table 2.3 lists the usage of the sentence samples in each of the chapters.

Table 2.3: Usage of sentence samples per chapter

Chapter Sentence samples used

Chapter 3 118-sentence sample

Chapter 4 118-sentence sample

Chapter 5 118-sentence sample, 192-sentence sample, 132-sentence
sample, 215-sentence sample

Chapter 6 132-sentence sample

After the sample of motion event descriptions was decided upon, the original
and translated sentences were glossed with the help of either native speakers or
language specialists (see Acknowledgements). The Leipzig glossing rules were
used as guidelines for the glossing. The glossing was done in order to understand
the translation and as a starting point for an analysis of motion encoding in these
languages. In addition, a native speaker helped to explain verb semantics. This
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person helped to categorize each motion verb that was attested as a manner
verb, a path verb, a deictic verb, or a manner plus path verb. The coding of other
motion event elements, such as prepositions, adverbs, and case markers, was
done using grammars. The originals and translations were coded for the motion
event encoding features that will be discussed in section 2.2.

2.2 Motion events

2.2.1 Introduction

The current approach to the analysis of motion expressions is heavily dependent
on the ideas developed by Leonard Talmy (Talmy 1985, 1991, 2000), which will
be discussed to the extent that they are relevant for the purposes of this
dissertation. Specifically, it focuses on aspects of the theory and terminology
developed most succinctly in Talmy (1991: 486-490) on motion events, while
not taking into account the other types of framing event proposed by Talmy
(1991). Talmy’s framework for studying motion centers around the idea that
abstract semantic concepts are encoded by different linguistic surface structures
in different languages. This idea is illustrated by the difference between (15) and
(16). In the English sentence in (15), the way in which the Knight is moving is
indicated by the main verb of the sentence, ride, while it is indicated by the
adverbial-like gerund cavalgando in the Portuguese translation in (16). The same
semantic information, namely the specific way in which the Knight is moving, is
encoded by different types of linguistic elements in the two languages. In
principle, then, different semantic components may be expressed with a set of
different lexical expressions, which in turn are combined to form a range of
different syntactic motion event constructions.

15) .., and then the Knight rode slowly away into the forest.

16)  Portuguese

e 0 Cavaleiro afastou-se,
and DEF.ART.M.SG knight.M move.away.IND.PFV.35G-REFL
cavalgando lentamente  pela

ride.horseback.PRS.PTCP  slow.F.ADV through.DEF.ART.F.SG

floresta.
forest.F
‘And the Knight moved away, riding slowly through the forest.’
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The current approach is also influenced by research on motion events
subsequent to Talmy’s work, which has moved away from the strict dichotomy
between satellite-framed and verb-framed languages proposed by Talmy. Slobin
and Hoiting (1994: 498-499) and Slobin (2004, 2005b, 2006) set up a continuum
of manner salience in which manner salience is defined as “the level of attention
paid to manner in describing events” in actual language use (Slobin 2006: 64).
This approach leads to an understanding of manner expression in motion event
encoding in terms of a gradient or scale. The placement of each language on the
scale depends on the linguistic tools, i.e. the constructions, the language has
available. The idea that motion event encoding is more varied than can be
accounted for using a dichotomy is developed further by Croft et al. (2010) and
Beavers et al. (2010): “Talmy's typological classification applies to individual
complex event types within a language, not to languages as a whole.” (Croft et al.
2010: 202). This section introduces the coding scheme used to analyze motion
event encoding in this dissertation, which is based on a review of best practices
in the motion event encoding literature.

2.2.2 Conceptual elements of motion events and their lexical expression

There are four main components of motion that were distinguished by Talmy
(1985, 1991, 2000) and that are taken into account in this thesis as well: figure,
path, ground and manner.3 In summary: we observe a person or object that
moves (figure), the path or direction that he takes (path), reference objects in the
environment (ground), and the way in which he moves (manner). Languages
may choose to encode these components in different ways, and they may choose
not to encode some of these components at all. Each of these semantic
components of motion and their possible lexical encodings will be considered in
turn.

THE FIGURE can be defined as the entity that moves. In example (15) and
(16), the Knight is the figure. The figure can be human, animal or inanimate, and
it can be linguistically encoded in many different ways (by proper nouns, noun
phrases, pronouns, etc.). In my sample, most figures are human, while there is a
small subset of animal and inanimate figures.

THE PATH is the trajectory the figure follows while moving. In example
(15) and (16), the path is the trajectory of the movement of the Knight, who is
moving from an undefined place towards and into the forest. In my framework,

3 Cause is not listed as one of the categories here, because caused motion is a related but different
domain of inquiry that will not be discussed in this dissertation. Motion, also one of Talmy’s
primary concepts, is not listed here either because Talmy only needs this concept to differentiate
motion events from ‘stative’ placement events. Since this dissertation focuses exclusively on
motion events that describe transitional motion, it is not necessary to include it.
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path (or deixis, see below) should always be encoded linguistically for a motion
expression to count as a motion event.*

In Talmy’s framework, path can either be expressed in the verb or in the
satellite. Talmy (1985: 102) defined (path) satellites as “certain immediate
constituents of a verb root other than inflections, auxiliaries, or nominal
arguments.” Several researchers, including Filipovi¢ (2007: 35), Beavers et al.
(2010: 337), and Croft et al. (2010: 205-206), take issue with Talmy’s (1985)
criterion to distinguish path satellites from prepositions in English. Talmy
(1985) states that if the ground can be left out, as in (17) below, the path element
is a satellite, and if it cannot be left out, as in (18), the path element is not a
satellite. Beavers et al. (2010: 338) point out that the sentences in (17) and (18)
are functionally equivalent. Both “indicate the goal of motion and often they are
apparently alternate expressions of the same semantic content” (Beavers et al.
2010: 338). In (17), as Filipovi¢ (2007: 35) also points out, even if no ground is
mentioned, one would be inferred from the context. Talmy’s (1985) diagnostic
therefore does not seem justified from a functional semantic perspective.

17)  Johnran in (the house).
18) John ran to *(the store). Beavers et al. (2010: 338)

Following Filipovi¢ (2007) and Beavers et al. (2010), the strict definition of
satellite as put forward by Talmy (1985) is rejected for the purposes of this
dissertation. In its place, a broader definition is used: path satellites are all non-
predicative elements that indicate (a part of) the path of the movement of the
figure. This includes adpositions, adverbs, case markers, verbal prefixes, etc.

Aside from the use of path satellites, path can be expressed by two
different types of verbs. It can be expressed in path verbs (such as English enter
and exit), and manner plus path verbs (such as Lithuanian kopti ‘climb up’ and
French escalader ‘climb up’). The category of manner plus path verbs will be
further discussed below.

A category of verbs that is often subsumed under the category of path
verbs are the deictic motion verbs (Berthele 2006: 108). Deictic motion verbs are

4 Note that viewing path as an obligatory component of motion is theory dependent. However, it
is a useful idea because it allows for differentiation between movement that occurs at
approximately the same place, such as movement of a squirrel on a treadmill, or movement of a
baby around the room, and movement that results in a change of location. Even though the
movement of a baby that is crawling around the room clearly has a path, when we say ‘the baby
crawled around the room’ we are not specifying the path that the baby had, but only the location
of the motion (‘the room’). In other words, we are saying that the baby crawled inside the room,
and no change of location has occurred. Such expressions are not part of the definition of a
motion event that is used in this thesis. Positing path as an obligatory component of motion
allows one to distinguish between this type of expression and an expression that refers to a
change of location through movement, i.e. a motion event.
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verbs that refer to motion with respect to a deictic center, rather than motion
that has a certain path. The English verbs come and go are examples: come
implies movement towards the speaker (Lisa came home) whereas go implies
movement not towards the speaker (Lisa went home). Berthele (2006) points out
why deictic verbs should be separated from path verbs: deictic verbs have very
different semantics from path verbs, and since in many languages deictic verbs
are the most common motion verbs, to count them as path verbs would skew the
analysis. Following his lead, deictic verbs are separated from path verbs in this
dissertation. Deixis is a complicated issue and is characterized by very different
solutions cross-linguistically (Wilkins and Hill 1995; Walchli 2009: 230ff). Even
among related languages, the semantics of deictic verbs can be quite different
(Ricca 1993) and a full inquiry would therefore take up too much space here.
Therefore, a simple list of deictic verbs encountered in the sample is provided in
Table 2.4. In this Table, and in the other Tables and most Figures in this
dissertation, the languages under discussion are ordered first according to
subgroup and then in alphabetic order. The order of subgroups is Romance,
Celtic, Germanic, Balto-Slavic, Indo-Iranian, Hellenic, Albanian, and Armenian,
reflecting the order on which they are presented on the phylogenetic tree in
Figure 1.7 as well as a rough west-to-east division.

Table 2.4 lists the Balto-Slavic languages Russian, Polish, and Lithuanian
as having no deictic verbs. It would be possible to list Russian idti, Polish is¢,
Latvian iet, and Lithuanian eiti, which are often translated as ‘go’, as deictic verbs.
However, these verbs are in fact neutral with respect to deixis. Specific deixis can
be added using verbal prefixes, such as Russian pod- and ot-. This is also true for
Serbo-Croatian, in which doéi ‘to come’ has lexicalized from the combination of
do-i¢i. Consultations with native speakers suggest that the verbs idti, is¢, iet, and
eiti express some kind of ‘prototypical’ or ‘general’ motion, which is most often
used in the context of human agents and is then interpreted as expressing
walking motion. However, most of these verbs can also be used in other contexts,
for instance for the movement of trains. In the current dataset, these verbs most
often occur in the context of moving human agents, and can therefore be said to
mean ‘walk’ in those contexts. Therefore these verbs have been classified as
manner verbs. See for some discussion of the Russian verb idti as a generalized
motion verb Nesset (2009) and Dickey (2010) and for more general discussion
on the identification of deictic verbs Walchli (2009: 230ff, 2001a: 311ff).

THE GROUND is defined as an explicitly indicated object that serves as a
reference point for the motion in which the figure is engaged. In example (15)
and (16), the forest functions as the ground of motion. It can be any type of
object, from buildings to forests, and from people and animals to household
objects. The ground can also be an extended area or place, such as the air or the
sea.
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Table 2.4: Deictic verbs encountered in the sample.

Language Deictic verbs Reference
French venir, aller Ricca (1993)
[talian venire, andare Ricca (1993)
Portuguese vir, ir Ricca (1993)
Romanian veni, merge no reference

Irish tar, gabh, téigh 0 Baoill (1975)
Dutch komen, gaan Ricca (1993)
English come, go Ricca (1993)
German kommen, gehen Ricca (1993)
Swedish komma, ga Viberg (2006)
Latvian nakt Walchli (2001b: 414)
Lithuanian no deictic verbs

Polish no deictic verbs

Russian no deictic verbs

Serbo-Croatian  dodi, ic¢i Gathercole (1978)
Hindi ana, jana Kachru (2006: 86-87)
Nepali aunu, janu Gathercole (1978)
Persian amadan, raftan Feiz (2011)
Modern Greek erchomai, pigaino  Ricca (1993)
Albanian vij, shkoj Ricca (1993)
Armenian gal, gnal no reference

THE MANNER is defined as the way in which the action can be carried out.
In example (15) and (16), the verb ride indicates the manner of motion. Manner
is a component of motion that can be explicitly encoded or not. Different
languages pay different amounts of attention to encoding manner of motion, as
has been pointed out by Slobin (2004) and others.

For manner, a broad definition is employed that includes every linguistic
element that indicates something about the way in which the figure is physically
moving. Manner can be expressed by four different categories. First, there are
manner verbs such as English trot, run and fly. Second, there are manner plus
path verbs such as such as Lithuanian nudroZti ‘move away speedily’ and French
escalader ‘climb up’. This category will be further discussed below. Third, there
are adverbial manner expressions. These can be adverbs or other adverbial
expressions that directly indicate aspects of manner, such as gently in (19).
These adverbial manner expressions can also be descriptive phrases that encode
aspects of manner. An example of the latter type is given in (19), where the
phrase without even touching the stairs with her feet indicates the manner in
which the agent floated down.
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19) ... and [she] floated gently down without even touching the stairs with
her feet

Fourth, manner participles may be used to encode manner. Manner participles
are used in the verb-framed strategy that consists of a path verb plus a manner
participle. An example was given in (16): The main verb afastar-se ‘move away’
indicates the path of the movement while the participle of the verb cavalgar ‘ride
horseback’ indicates the manner of motion.

The last lexical category to be discussed is that of the manner plus path
verb. This type of verb expresses both manner and path at the same time. Slobin
(2004: 230-231) discusses the Turkish manner plus path verb tirmanmak ‘climb
up’ and points out that it is readily used in contexts that require expression of
both manner and path. This Turkish verb is semantically different from English
climb, since English climb can also be used for downwards motion. Likewise,
Zlatev and Yangklang (2004: 167-168) distinguish a class of path plus manner
verbs in Thai. Some of the languages in the current sample have manner plus
path verbs. An example is Modern Greek skarfalono ‘climb up’, which expresses
both upward motion and a climbing manner.>

Although the differences between path verbs, manner verbs, and manner
plus path verbs seem clear when they are defined in the previous discussion,
classifying motion verbs can be difficult. Many verbs are intermediate between
the two categories, such as English climb and Dutch klimmen, which can be used
for all kinds of paths, including up, down, into, and out of, but which without
further specification of direction indicate movement upwards. Indeed, Fillmore
(1982: 32) and Taylor (1989: 105-109) write that English climb has two distinct
attributes to its meaning: ‘clambering’ and ‘ascending’. The sometimes complex
semantics of motion verbs make it difficult to assign them to delimited
categories. In many languages, the classification of the verb meaning ‘fall’ is also
very problematic, since in some way it specifies a manner of descending (in the
sense that it is involuntary), but at the same time it can often be specified for
speed (slowly, quickly) and other aspects of manner. In my classification, the
definition of a manner verb is that is can be used with different types of path -
English climb and Dutch klimmen are therefore classified as manner verbs. The

5 The existence of manner plus path verbs has also been questioned. Jones (1983) and Beavers et
al. (2010: 357ff) argue that manner plus path verbs do not exist. Beavers et al. (2010) posit that
verbs may only lexicalize manner or path, but not both at the same time. They support this with a
range of theoretical arguments, but do not consider any empirical data for this claim. Jones
(1983: 178) writes the following: “The idea is that there are general limitations on the possible
combinations of semantic components which can define the meaning of a verb and that, in
particular, if a verb expresses movement, it may also contain either a vectorial feature or a
feature (or set of features) describing the manner in which movement took place, but not both.”
However, Jones (1983: 179) immediately runs into problems with several French verbs that do
seem to express both path and manner. The existence of manner and path verbs therefore seems
a question that needs empirical scrutiny rather than more theorizing.
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definition of a path verb is that it can be specified for different types of manner -
most verbs meaning ‘fall’ are therefore classified as path verbs. The definition of
a manner plus path verb, correspondingly, is that it is specified for a single
manner and a single path - such as Modern Greek skarfalono ‘climb up’, Persian
goriktan ‘run away’, Dutch duiken ‘dive into’, and Italian arrampicarsi ‘climb up’.
By looking at the possible usages of these verbs in different contexts, a ‘core’
meaning can often be discerned, although polysemy between several (slightly)
different meanings will continue to be a problem. Another problem that is
difficult to solve is that manner verb and path verb classes seem to adhere to
prototype theory: some manner verbs and some path verbs are more central
than others. For manner verbs, these are probably RUN, FLY, and SWIM, whereas
for Talmian path verbs these are probably ENTER, EXIT, ASCEND and DESCEND.
Less prototypical members of the manner verb and path verb classes will be
more difficult to classify than more central members.

An overview of the surface structures that were discussed in this section
is presented in Table 2.5.

Table 2.5: Motion event encoding components distinguished in this dissertation

Nature Component  Semantics Examples
verbal manner verb  indicates the way in whicha  walk, run
person or an object moves
path verb indicates the path or enter, descend
trajectory of motion
deictic verb indicates the path of motion  go, come
as seen from a deictic center
manner plus  indicates both manner and Greek skarfalono
path verb path of motion ‘climb up’
Persian goriktan
‘run away’
neutral verb indicates none of the above move, travel, find
oneself, continue
non-verbal path satellite  indicates the path or back, from, into
trajectory of motion
manner is an adverb or manner verb  slowly, quickly,
expression participle that signifies running,

manner, i.e. the way in which  swimming
a person or an object moves

To summarize: in the theoretic framework employed in this dissertation, there
are four semantic motion elements, namely figure, path, ground and manner. Of
course, this is a huge simplification, as a much more fine-grained semantic
coding of motion event encoding components would be possible (Frawley 1992).



2. Materials and coding 47

In any case, languages make different choices with regard to the lexical coding of
these features in their surface structures. The choices that they make with regard
to the linguistic encoding of manner and path result in different motion encoding
constructions. These will be discussed next.

2.2.3 Motion event encoding constructions

The combination of the motion event components presented in Table 2.5
resulted in a set of motion event encoding constructions that are featured in this
section. Most of these constructions are familiar from the literature (Talmy 1985,
1991; Croft et al. 2010). The approach taken here is inspired by construction
grammar (Goldberg 2006) and distributed spatial semantics (Sinha and Kuteva
1995). I consider the motion event encoding constructions discussed in this
section to be salient entities that speakers draw on again and again to encode
translational motion. Part of their meaning and pragmatics arises from the
combination of the motion event encoding components within constructions.
However, identifying specific constructions also means abstracting away from
some of the peculiarities caused by the fact that spatial semantics is often
distributed over a set of elements: the path in a sentence can be encoded by 1 or
by 5 elements, if the main and only verb of the sentence is a manner verb, it is a
satellite-framed construction.

The starting point will be motion event encoding strategies that encode
motion in a single clause, with a single main verb. The two most often discussed
strategies of this type are the satellite-framed construction and the verb-framed
construction (Talmy 1985; Slobin 2004; among others). In the satellite-framed
construction, manner is encoded by the main verb of the sentence, while path is
encoded by a path satellite. Examples are provided in (15) and (20). In verb-
framed constructions, path is encoded by the main verb of the sentence, while
manner is encoded by an adverbial expression or participial verb form. Examples
are provided in (16) and (21).°

6 Note that the verb-framed construction may feature path satellites, such as Romanian dupd
‘after’ in example (21). The same applies to the path-only construction, deictic verb construction
and the deictic verb-framed construction that will be introduced below. For the purposes of this
thesis, the semantics of the main verb has been regarded as the most relevant criterion for
classifying motion event encoding constructions. Although path-satellites may occur in the
majority of the constructions distinguished here, their classification is determined most
importantly by which motion element (deixis, path, manner, both manner and path, or none) is
encoded by the main verb.
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ihre

segelte
glide.3SG.PST

20) German
Die Konigin breitete
DEF.ART.F.NOM queen.F.NOM spread.3SG.PST 3SG.F.POSS
Arme wieder aus  und
arm.M.ACC.PL again out and
hinterher
after

‘The Queen spread her arms out again and sailed after [it].

21) Romanian

Regin-a intin-se
Queen-F.NOM.SG.DEF stretch-PRET.3SG
brat-ele si pleca

arm-N.ACC.PL.DEF and leave.PRET.3SG

dupa ea
after 3SG.F.OBJ

iardsi

again

in zbor

in flight.N.ACC.SG

‘The Queen spread her arms again and sailed after it.’

Then the next two strategies leave out either path or manner. If manner is
not present, we have a path-only construction in which path is encoded on the

main verb. Examples are provided in (22) and (23).

22)  Armenian

Na viravor-v-ac otk*i el-av
3SG.SB]J insult-ANTIC-RES.PTCP foot-DAT stand-AOR.3SG
u her-ac*-av.
and  go.off-AOR-3SG
‘Insulted, she got up and went off.
23) Nepali
dosro din  keto-le sivir  najikai-ko  thulo
second day boy-ERG camp close-GEN  big
bhir-ko mathi-tira  ukli-yo

clift-GEN top-DIR climb.up-PST.3SG

‘On the second day, the boy climbed to the top of the cliff near the camp’

If path is not present and only manner is encoded, we have a manner-only
construction in which manner is encoded on the main verb. In the current
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analysis, these examples do not count as motion events. However, since they are
encountered occasionally, they are included in the discussion here. An example is
provided in (24).

24)  Persian

alis  ham be sor’at-e bad harekat kard
Alice also to speed-ofEZ wind movement do.AUX.PST.3SG
‘Alice also moved as rapidly as the wind.’

If a manner plus path verb is the main verb of the sentence, and there is
no other verbal indication of path or manner, the manner plus path verb strategy
is employed. Examples are provided in (25) and (26).

25)  French
Alice contempl-a le Roi Blanc
Alice watch-PRET.3SG ART.DEF.M king.M white.M
qui  escalad-ai-t pénible-ment la grille

that climb-IPFV-3SG with.difficulty-ADV ART.DEF.F  bar.F
‘Alice watched the White King as he climbed the fender with difficulty’

26) Italian

e scavalc-0 con un salto il
and step.over-PST.3SG with one.M step.M.SG DEF.ART.M.SG

primo dei sei piccoli ruscelli.
firstM of. DEF.ART.M.PL six smallLM.PL.  brook.M.PL
‘and stepped over the first of the six small brooks with one step.’

When a deictic verb is the main verb, we have an instance of the deictic
verb strategy, exemplified in (27). Since deictic verbs can be used with manner
expressions, a special class of verb-framed patterns with a deictic verb as the
main verb was distinguished from verb-framed patterns with a path verb as the
main verb. An example of such a deictic verb-framed construction, which has a
deictic verb as the main verb and either an adverbial or a participial manner
expression, is provided in (28).
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27)  Irish
arsa Eilis go han-mhtinte agus |
say.PST Alice ADJ.PART polite and 3SG.F.OBJ
ag dul trasna an tsruthdin bhig i
at go.INF over.DEF.ART DEF.ART brook little in
ndiaidh na Banriona
pursuit DEF.ART.GEN Queen

‘Alice said politely and she went over the small brook after the Queen’

28)  Dutch
Het  was het Witte Konijn dat  weer
3SG.N COP.PST.SG DEF.ART white rabbit that again
langzaam kwam aan-getrippeld
slowly come.PST.SG towards-patter-PTCP

‘It was the White Rabbit that was coming back slowly trotting’

There are also two constructions attested in the current sample that
employ two clauses to encode motion events. The first of these is the coordinate
strategy (Croft et al. 2010: 207-208). An example from Albanian is included in
(29). This is a translation from the English: ‘and then [the soldiers] quietly
marched off after the others.” In the English original there is a single manner
verb, march, while in the Albanian translation, there are two verbs that are
coordinated with e ‘and’, iki ‘to go’ and bashkohem ‘to join’. Note that all
reference to the manner of motion has been removed in the Albanian translation.

29)  Albanian

pastaj ikén té qeté

afterwards go.PST.3PL DEF.M.NOM.PL quiet.M.DEF.NOM.PL
e u bashkuan me té

and REFL join.PST.3SG with DEF.M.NOM.PL

tjerét.

other.M.DEF.NOM.PL

‘afterwards, they went quietly and followed the others’

Another example of the coordinate strategy is included in (30). This is the Hindi
translation of the English original: ‘and the whole party swam to the shore.” In
the Hindi translation, the manner of motion is preserved by the verb tairna ‘to
swim'’. The second verb gives the path of motion: barhna ‘to advance’.
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30) Hindi

...sabse age tair rahi
...of.all.SUP  in.front.ADV swim.INF PROG.F.SG

thi aur  yah puri
be.AUX.PST.F.SG and 3SG.PROX  complete.AD].F
jamat talab ke kinare ki
party.F pond.M GEN.M.OBL bank.M.OBL GEN.F
taraf barh rahi thi

side.F proceed.INF PROG.F.PL  be.AUX.PST.F.PL
‘...she was swimming in front of everyone and the whole party was
proceeding to the bank of the pond’

From the current sample, a construction emerged that has not been
discussed in the motion event literature as of yet. This is the subordinate
strategy, in which there is one main verb and one subordinate verb that both
encode aspects of the motion that is involved. An example from Modern Greek is
provided in (31).

31) Modern Greek

.. to Leyk-o Vasilia poy
DEF.ART.M.ACC.SG White-M.ACC.SG King.M.ACC.SG who
paley-e sig-a-sig-a na

struggle-PST.IPFV.3SG slowly-ADV-slowly-ADV  to

skarfalos-ei
climb.up.DEP-3SG
‘the White King, who was struggling slowly to climb up [a fire fender, AV]’

In this subordinate construction, two verbs are involved that do not have
equal status, i.e. there is one ‘main’ verb and one ‘subordinate’ verb. In (31), the
main verb is paleyo ‘struggle’ and the subordinate verb is skarfalono ‘climb up’.
In this example, both verbs express aspects of the manner of motion, while path
is encoded by the second verb. This second verb, skarfalono ‘climb up’, carries
dependent verb marking, marking it as having a different status from the main
verb paleyo ‘struggle’.

This strategy differs from the equipollently-framed strategy that was
identified by Zlatev and Yangklang (2004) and Slobin (2004). In such
constructions, both manner and path are expressed by elements that are “equal
in formal linguistic terms, and appear to be equal in force or significance” (Slobin
2004: 228). This strategy is also different from the verb-framed strategy in that it
is not necessarily the manner component that is in the subordinate clause. An
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example would be the English sentence ‘he hurried to leave’, where the path verb
is located in the subordinate clause. In addition, languages like Greek make use of
both the verb-framed strategy and the subordinate strategy at the same time - a
verb-framed example from Greek is included in (32). The verb-framed strategy
in Modern Greek are characterized by using a participle form of the verb, which
is different from the dependent verb marking in (31).

32) Modern Greek

.. e-fyg-e alafropat-ontas:
PST-go.away.PST.PFV-3SG walk.delicately-PTCP.ACT
‘she left walking gently’

Aside from these motion event encoding constructions, a category that
contains ‘other’ construction types is included as well. This category includes
translations with verbs that cannot be classified as a manner verb, path verb,
deictic verb, or manner plus path verb. Examples are verbs like ‘move’ or ‘travel’,
which do not encode deixis, manner, or path. It also includes translations that are
very deviant and do not contain the motion event as encoded by the original
sentence, or translations that do not include a verb.

A note with regard to both the lexical classification of verbs and path
satellites and the constructions built from them concerns the problem of cross-
linguistic identification: how does one know whether a satellite-framed
construction in Albanian can be compared with a satellite-framed construction in
Irish? The only solution for this problem is to base the analysis on semantics and
morpho-syntactic function. The semantic verb classifications are based on
consultation with native speakers. The morpho-syntactic function of the various
elements involved in the motion encoding constructions can be assessed as well:
verbs are able to function as predicates by themselves, while participles,
adverbs, and path satellites cannot (Croft et al. 2010: 205ff). The different
semantics of participles, adverbs, and path satellites serve to distinguish them
from each other as well. Taking a perspective grounded in semantics and cross-
linguistic functional equivalence helps to diminish the problem of cross-linguistic
identification, making sure that constructions are cross-linguistically
comparable.

To summarize this section, an overview of the constructions distinguished
in this dissertation is presented in Table 2.6.
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Table 2.6: Motion encoding constructions distinguished in this dissertation

Name

Components

Example

satellite-framed
construction
verb-framed
construction

path only
construction
manner only
construction
manner plus path
verb construction
deictic verb
construction
deictic verb-framed
construction
subordinate
construction
coordination
construction

manner verb + path
satellite

path verb + manner
expression

path verb, no indication of
manner

manner verb, no
indication of path

only a manner plus path
verb

deictic verb, no indication
of manner

deictic verb + manner
expression

any two motion verbs, one
is subordinate

any two motion verbs,
coordinated

Alice ran into the forest

Alice entered the forest
running
Alice entered the forest

Alice ran in the forest
(locative)

Alice ran+into the forest
(i.e. Alice fled the forest)
Alice went into the
forest

Alice went into the
forest running

Alice entered to run in
the forest

Alice entered and ran in
the forest

2.3 Motion event encoding measures

As mentioned in section 2.1, the complete dataset consists of 3968 motion event
sentences in 20 different Indo-European languages. In order to analyze
in this dataset,
dimensionality of this dataset. Two data measures are employed that

evolutionary change it was necessary to reduce the
characterize the motion event encoding system used in each language in a
comprehensive way. The measures introduced in this section will be used
throughout this dissertation, and there will be references to this section
throughout the thesis.

The first measure that is used is the proportion of usage of each motion
event encoding strategy on a scale from 0 to 1. As explained earlier, all 3968
motion event sentences were coded for one of the nine motion event encoding
strategies introduced in section 2.2. Figure 2.1 presents an overview of the usage
of these nine motion event encoding strategies in each of the sampled 20 Indo-
European languages. This barplot gives the proportion of usage of each strategy
on a scale from 0 to 1 (on the x-axis) for each of the twenty languages (on the y-
axis) in the 118-sentence sample. In Figure 2.1, the top bar labeled ‘originals’
gives the proportion for the original sentences, combining the English sentences
from Alice’s Adventures in Wonderland and the Portuguese sentences from O
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Alquimista. These are provided to give the reader a sense of the starting point of
the parallel corpus, i.e. of the set of motion event encoding constructions that
was used in the original texts.

The main finding that emerges from Figure 2.1 is that there exists much
variance in strategy usage: some languages use certain construction types often,
while others do not. This finding will be discussed at length in chapter 3 - the
purpose of introducing the usage proportions in this section is purely to present
them as relevant data measures that will be used throughout this dissertation.



2. Materials and coding 55

proportion per sentence

0.'0 0;2 0.'4 0;6 0;8 1;0
0I.0 OI.2 0I.4- OI.6 OI.8 1I.0
proportion per sentence

O satellite-framed 0 manner plus path verb
] path-only O subordinate
O deictic verb [ coordinate
@ verb-framed m other
@ deictic verb-framed [ missing

I manner-only

Figure 2.1: The frequency of the usage of nine different motion encoding strategies
in twenty Indo-European languages
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The second set of data measures that will be used throughout this thesis
are the first and second principal components from a principal components
analysis conducted on the proportions of usage of each motion event encoding
construction as displayed in Figure 2.1. Principal components analysis is a
ubiquitous data reduction technique that is used in comparative analyses in
biology (Collar et al. 2009), anthropology (Harris and Bailit 1988), and linguistics
(Baayen 1994). Studies of morphology in biology often use a large amount of
highly correlated measurements - see for examples studies of fish skulls (Collar
et al. 2009) or behavior of Anolis lizards (Losos 1990). These studies use
principal components analysis as a tool to reduce the dimensionality of these
measures, and it is used here for the same reasons.

The most important reason for using a principal components analysis to
derive a meaningful data measure is the fact that the proportions of motion
event encoding strategy usage appear to be heavily correlated. This can already
be observed in Figure 2.1: languages that use the satellite-framed strategy often,
use the path-only strategy less often, and vice versa. Although the individual
proportions of usage are relevant to characterize the motion event encoding
system, they can quite easily be represented much more elegantly by the first
two principal components of a principal components analysis, as explained
below. A third and last reason is that for the co-evolution analyses conducted in
chapter 5, a single holistic data measure is required. These analyses simply
cannot take into account the nine separate usage proportions in a single analysis,
and doing that would not be useful given the covariation between the
proportions of usage.

The alternative to principal components analysis would be to classify
languages into classes that can be discerned with the naked eye. However, it can
already be seen in Figure 2.1 that motion event encoding construction usage is
highly variable: each language makes use of each motion event encoding
construction to a different degree. For this reason, assigning languages to distinct
classes would not be very useful: although Polish and Russian behave similarly,
assigning them to the same class would not capture what is different about them.
In addition, no natural boundaries that would classify each language to a
meaningful distinct class emerge from Figure 2.1 - at least not if the usage of all
motion event encoding constructions needs to be taken into account. More
discussion of this will be presented in chapter 3.

The principal components analysis was performed on the proportion of
usage of each of the nine motion event encoding constructions in the 118-
sentence sample and the 192-sentence sample (see section 2.1.2). Since the
genealogical relationships between these languages are likely to explain part of
the variance present in the data, the phylogenetic principal components analysis
proposed by Revell (2009) was used. This analysis removes only a small portion
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of the variance that can be attributed to these relationships, and still requires the
data to be further analyzed with phylogenetic methods:

“...phylogenetic size-correction and principal components provide
estimates of the allometric coefficient and eigenstructure that will have
lower variance relative to nonphylogenetic procedures, thus reducing
type I error to its nominal level when residuals and scores are
subsequently analyzed using phylogenetic methods. If phylogeny is
instead ignored in the preliminary transformations, then variance and
type I error of our statistical estimators and hypothesis tests can be
substantially increased” Revell (2009: 3259-3260).

The results of the phylogenetic principal components analysis are graphically
depicted in Figure 2.2 and Figure 2.3.

Polish o
o | Romanian Lithuanian®
g h o Greek Russian®
Portuguese ° 5
[talian
< Frencho o
< (@] _ .
? - Albanian Serbo-Croatian Latvian®
- O _
= o
2
5 German®
[«§})
7
N o
P S -
v O
2
)
2
L o)
o English
= 38 Armenian® _
S Swedish o
(@]
. o Dutch
Persian
- Hindi Irisho
= . indi
S 7 NepahO o
| | | |
-0.1 0.0 0.1 0.2

"verb-framed <---> satellite-framed" (79,1%)

Figure 2.2: A phylogenetic principal components analysis conducted on the
percentage of usage of each motion encoding construction in the 118-sentence
sample for 20 Indo-European languages
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Figure 2.3: A phylogenetic principal components analysis conducted on the
percentage of usage of each motion encoding construction in the 192-sentence
sample for 16 Indo-European languages

In both principal components analyses, the first and the second principal
component are the most important and together, they account for a large
proportion of the variance. For the principal components analysis conducted on
the 118-sentence sample (depicted in Figure 2.2), the first principal component
(PC1) given on the x-axis accounts for 79.1% of the variance and can be
interpreted to relate the Talmian scale: languages situated in the far right of
Figure 2.2 are the most satellite-framed, while languages situated in the far left of
Figure 2.2 are the most verb-framed. The second principal component (PC2)
given on the y-axis accounts for 9,8% of the variance and relates the amount of
use of the deictic construction and the deictic verb-framed construction, with
languages that use these constructions relatively often situated in the bottom of
Figure 2.2. For the principal components analyses conducted on the 192-
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sentence sample depicted in Figure 2.3, the PC1 explains 85.0% of the variance,
while PC2 explains 6.8%. The same interpretations of the principal components
apply.

These two dimensions, interpreted to reflect verb-framed vs. satellite
framed character on the PC1 and +deictic vs. -deictic character on the PC2, seem
to capture the diversity of the twenty languages under consideration quite well,
as together they explain 88.9% (118-sentence sample) and 91.8% (192-sentence
sample) of the variance. Note that groups of languages are found in each
quadrant of Figure 2.2: the Romance languages, Greek, Albanian, and Serbo-
Croatian are verb-framed and -deictic; German, Latvian, Lithuanian, Polish, and
Russian are satellite-framed and -deictic; Dutch, English, and Swedish are
satellite-framed and +deictic, and Armenian, Hindji, Irish, Nepali, and Persian are
verb-framed and +deictic. These dimensions simply capture which strategies are
used most and least frequently by the twenty languages, and they are in line with
the frequency plot in Figure 2.1. Note that the +deictic vs. -deictic dimension is
meant differently than the difference between strictly deictic, mainly deictic, and
non-deictic languages found by Ricca (1993). Ricca (1993: 79-91) focuses on the
semantics of the contexts in which verbs for ‘go’ and ‘come’ are allowed and
restricted, while the current PC2 simply reflects how often a deictic verb is used
as the main verb of the motion event description.

The score of each language on the PC1 for both principal components
analyses was used as the position of that language on a Talmian scale that
reaches from a maximally verb-framed character on the left side of Figure 2.2
and 2.3 and a maximally satellite-framed character on the right side of Figure 2.2
and 2.3. Since they provide a holistic characterization of the motion event
encoding system in each language, the PC1 scores for the 118-sentence sample
and for the 192-sentence sample have been used for further analyses in this
dissertation. For convenience, the PC1 and PC2 scores and the proportions of
usage of the nine motion event encoding constructions for the 118-sentence
sample have been listed in Table 2.7, and those for the 192-sentence sample have
been listed in Table 2.8.
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Table 2.7: Principal component scores and proportions of construction usage in

the 118-sentence sample for 20 Indo-European languages

: £ £
= % % £ Z
£ g e % £ F % &
“ > ¢ E 8 o ¥ g g
s 8§ & 5§ 3 E T 5 5 % E
t £ § £ 8 & B E E 5 %
Lang. ¢ % & & = & < & & & 8
French -0.09 0.07 020 039 0.05 017 0 0.04 0.02 0.04 0.02
Italian -0.03 0.09 0.26 039 0.03 011 0.03 0.05 0.01 0.01 0.02
Port. -0.10 0.10 0.21 042 0.04 016 0.01 0.08 0 0.02 0.03
Rom. -0.09 0.10 0.21 044 0.02 0.09 0.02 0.06 0.02 0.01 0.06
Irish -0.02 -0.09 0.25 0.28 0.17 0.07 0.08 0.03 0 0 0.03
Dutch 0.23 -0.06 044 0.19 011 0.03 011 003 0 0 0.02
Engl. 0.13 -0.03 037 0.28 0.09 0.03 011 003 0 0 0.04
Germ. 0.21 0.03 045 0.26 0.06 003 0.04 0.01 0.02 0.01 ©o0.01
Swed. 0.27 -0.05 047 0.17 013 0.03 0.04 0.03 001 0.01 0.03
Latv. 0.21 0.06 045 0.26 0.03 003 0.01 0.04 001 0.03 0.02
Lith. 0.25 0.12 051 027 0 004 O 0.07 0.02 0.03 0.01
Polish 0.25 012 051 029 0 003 0 006 0.02 0 0.02
Rus. 0.25 010 049 026 O 003 0 0.04 0.01 0.01 0.02
S-C -0.01 0.07 030 036 003 0.09 001 0.02 001 001 0o0.07
Hindi -0.06 -0.10 0.17 0.29 010 0.06 0.09 003 0 0.05 0.11
Nepali -0.11 -0.11 0.0 0.29 0.11 0.07 0.05 0.03 0.02 0.03 0.10
Pers. -0.08 -0.07 0.15 031 0.13 0.09 0.08 0.03 001 O 0.03
Greek -0.04 0.09 0.26 042 004 0.09 0.03 0.02 0.01 0.03 0.03
Arm. -0.05 -0.04 019 031 0.08 005 0.03 0.06 001 0.01 0.12
Alb. -0.15 0.07 0.14 043 0.04 013 0.02 0.05 0.01 0.04 0.05
mean 0.05 0.02 031 032 0.06 007 0.04 0.04 0.01 0.02 0.04
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Table 2.8: Principal component scores and proportions of construction usage in

the 192-sentence sample for 16 Indo-European languages

: E 3
= % £ Z
£ § - g 3 £ ¥ E £
“ > ¢ E 8 o ¥ g g
s 8§ & 5§ 3 E T 5 5 % E
E £ 5 £ B £ B E E &5 X
Lang. ¢ % & & = & < & & & 8
French -0.16 0.08 0.23 035 0.04 019 0 0.06 0.03 0.03 0.01
Italian -0.12 0.06 0.25 035 0.03 0.14 0.04 0.08 0.02 0.01 0.02
Port. -0.17 0.06 0.21 036 004 016 0.04 007 O 0.01 0.03
Rom. -0.12 0.09 0.26 037 0.02 0.11 0.02 0.09 0.02 0.01 0.04
Irish -0.05 -0.11 0.28 0.24 0.16 0.08 0.10 0.05 0.01 O 0.02
Dutch 0.15 -0.09 046 0.16 010 0.03 0.12 0.04 O 0 0.01
Engl. 0.08 -0.07 042 025 0.09 003 014 003 O 0 0.03
Germ. 0.17 0.01 050 0.22 0.06 002 0.05 0.04 001 0.01 ©o0.01
Swed. 0.21 -0.07 052 0.14 012 0.04 0.06 0.03 001 0.01 0.02
Latv. 0.18 0.06 052 0.23 0.03 004 0.01 0.05 001 0.02 0.01
Lith. 0.24 0.09 057 020 O 003 0 0.09 0.02 0.02 0.02
Polish 0.22 0.08 055 021 O 004 O 006 0.02 0 0.02
Rus. 0.21 0.07 053 020 O 003 0 0.07 0.01 0.01 0.02
S-C 0.05 0.07 041 030 0.03 0.07 0.01 0.04 0.01 0.01 0.04
Greek -0.12 0.06 0.27 036 0.04 0.13 0.03 0.04 0.01 0.03 0.03
Arm. -0.10 -0.02 0.22 0.25 0.08 0.07 0.02 0.09 001 0.01 0.11
mean 0.04 0.02 039 026 005 007 0.04 006 001 0.01 0.03




Chapter 3: Motion events from a parallel corpus

This chapter is a revised version of:

Verkerk, Annemarie. (2014c). Where Alice fell into: Motion events in a parallel
corpus. In Benedikt Szmrecsanyi & Bernhard Weilchli (eds.) Aggregating
dialectology, typology and register analysis: Linguistic variation in text and
speech (pp. 324-354). Berlin: Walter de Gruyter.

The way in which different languages encode motion has been an important
topic of investigation in the last few decades. As more data from typologically
different languages has become available, the strict dichotomy between satellite-
framed and verb-framed languages proposed by Talmy (1985, 1991, 2000) has
come under fire (Croft et al. 2010; Beavers et al. 2010). Drawing on a parallel
corpus with data from twenty Indo-European languages, this chapter
investigates the validity of these categories. Aggregation measures are used to
present visual representations of the relationships between the languages in
order to show that although some languages fit the category of ‘satellite-framed’
or ‘verb-framed’ language very well, others clearly do not. In line with these and
other results, the proposal is made that the Talmian classifications only have
limited use, and motion research should take into account all motion event
construction types used by an individual language when describing motion event
encoding.

3.1 Introduction

Scholars of Germanic and Romance languages have reflected on the following
types of sentences for many years now:

33) It was the White Rabbit, trotting slowly back again, ...

34)  Portuguese

Era 0 Coelho Branco,
be.IND.IPFV.3SG DEF.ART.M.SG rabbit.M white.M
regressando com pul<inh>o-s vagaroso-s,
return.PRS.PTCP with  hop<DIM>-PL slow.M-PL

‘It was the White Rabbit, returning with slow hops.’
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In (33) and (34), why is the manner of motion, i.e. the ‘trotting’ way in which the
White Rabbit is moving, expressed by the main verb in English, while it is
expressed by an adverbial expression in Portuguese - com pulinhos vagarosos
‘with small hops’? Why doesn’t the Portuguese translator simply translate the
English sentence by using the verb trotar ‘to trot’?

In chapter 2, it was explained that languages may encode motion by
means of different lexical elements and motion event encoding constructions.
The English sentence in (33) is an example of a satellite-framed construction,
while the Portuguese translation in (34) is an example of a verb-framed
construction. Talmy (1991) originally classified languages into a set of types,
based on whether languages used the satellite-framed construction or the verb-
framed construction most naturally and frequently. In this chapter, the central
question is whether motion event typology is better framed in terms of types of
languages, as proposed by Talmy (1991), or in terms of the range of motion
construction types that are used within the language, as has been proposed by
Slobin (2004, 2005b, 2006) and later by Croft et al. (2010) and Beavers et al.
(2010) (see section 2.2.1). The suggestion is made that looking at rates of usage
of motion construction types is the most viable approach. It will be shown that a
set of motion event encoding constructions is used to different extents by the
languages included in the sample, demonstrating that the Talmy typology is not
sufficient to explain all the attested variation in motion event encoding. The
suggestion is also made that a first step in analyzing the variability that is
encountered in motion event encoding can be to use aggregation methods. These
methods provide a visual presentation of the relationships between the different
languages, and can be used as hypothesis generators for further inquiry into
explanations of these relationships. At the same time, they can be used as tools to
discover whether there are distinct typological classes in motion event encoding.

The data are from a parallel corpus of translations of three novels: Alice’s
Adventures in Wonderland, Through the Looking-Glass and What Alice Found
There (both by Lewis Carroll) and O Alquimista (by Paulo Coelho). The languages
under consideration are French, Italian, Portuguese, Romanian [Romance], Irish
[Celtic], Dutch, English, German, Swedish [Germanic], Latvian, Lithuanian, Polish,
Russian, Serbo-Croatian [Balto-Slavic], Hindi, Nepali, Persian [Indo-Iranian],
Modern Greek [Hellenic], Albanian, and Armenian. Seven of these languages,
namely Albanian, Armenian, Irish, Latvian, Lithuanian, Nepali and Romanian,
have not been studied before in the motion event literature concerned with
regard to the satellite-framed or verb-framed nature of languages. In this
chapter, the 118-sentence sample was used (see section 2.1). The total set of data
available for this chapter thus consisted of 118 original motion extracts and their
translations in a total of twenty languages.

Section 3.2 presents an overview of the usage of the motion event
encoding strategies in the twenty Indo-European languages. In section 3.3, some
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results from different aggregation methods used to provide a more sophisticated
view on the data are discussed. Section 3.4 presents the conclusion of this
chapter.

3.2 Motion event encoding strategy usage

In Figure 3.1, Figure 2.1 is repeated for convenience. Figure 3.1 presents an
overview of the usage of the nine motion event encoding strategies that were
discussed in section 2.2. This barplot gives the frequency of usage of each
strategy (on the x-axis) for each of the twenty languages (on the y-axis) in the
118-sentence sample. In both Figures 3.1 and 3.2, the twenty Indo-European
languages were specifically ordered in decreasing order of use of the satellite-
framed strategy. In both Figures, the first bar labeled ‘originals’ gives the
proportion of usage for the original sentences, combining the English sentences
from Alice’s Adventures in Wonderland and the Portuguese sentences from O
Alquimista. These are provided to give the starting point of the parallel corpus,
i.e. the original set of constructions that was used.

From Figure 3.1 it becomes clear that all languages use most of the
motion encoding strategies available to them, but do so to different extents.” The
use of the satellite-framed strategy is most variable, and the use of the path-only
strategy is quite substantial in almost all languages. In Figure 3.1, the twenty
languages under investigation have been ordered so that a cline with regard to
the use of the satellite-framed strategy becomes visible. The satellite-framed
strategy is used most often in the Polish and Lithuanian samples, in over half of
the sentences attested in this corpus. It is used the least in the Nepali sample, in
only 10% of the sentences. The cline in usage of the satellite-framed strategy is
paralleled partly by a cline in usage of the path-only strategy, which becomes
more common as one moves from the upper part to the lower part of Figure 3.1.

7 Note again that these ratios cannot be considered to be a full account of motion encoding in the
individual languages, as the selection of the originals was not done on a randomized basis. This is
especially relevant for the use of the deictic strategy. The deictic verbs, i.e. English come and go
and Portuguese ir ‘go’, were among the most commonly used motion verbs in the original books.
However, only a restricted subset of these verbs were selected for this study, and the size of this
subset did not take into account the proportion of the deictic verbs with respect to the other
types of verbs. If the selection of the sentences would have taken this proportion into account,
the deictic strategy would have been much more common.
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proportion per sentence

0.'0 0;2 0.'4 0;6 0;8 1;0
0I.0 OI.2 0I.4- OI.6 OI.8 1I.0
proportion per sentence

O satellite-framed 0 manner plus path verb
] path-only O subordinate
O deictic verb [ coordinate
@ verb-framed m other
@ deictic verb-framed [ missing

I manner-only

Figure 3.1: The frequency of the usage of nine different motion encoding strategies
in twenty Indo-European languages
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The use of the deictic verb strategy seems more variable, some languages hardly
using deictic verbs at all (Italian), while other languages use them quite often
(Irish, Persian). The use of the two types of verb-framed strategies (verb-framed
strategies using path verbs or deictic verbs as the main verb in the sentence) is
more common on the right side of the plot. This is especially the case for Greek,
[talian, Irish, Portuguese, French, Hindi, Persian and Albanian, but not as much
for Armenian, Romanian and Nepali. The coordinate strategy is quite often used
by Armenian, Hindi and Nepali, while the remaining strategies are less common.

The encoding patterns that are found in the current data set agree with
what is known about motion descriptions in these languages. In Table 3.1, an
overview of classifications made in the literature on motion events is presented.
Several languages in the sample, namely Albanian, Armenian, Irish, Lithuanian,
Latvian, Nepali and Romanian, have not been described in the literature on
motion encoding before, and are therefore not listed in Table 3.1.

Table 3.1: Motion encoding classifications made in the literature

Language Classification Source
French verb-framed Jones (1983); Kopecka (2006); Pourcel
and Kopecka (2005)

[talian verb-framed Folli (2008); Iacobini and Masini (2006)

Portuguese verb-framed Slobin (2005b)

Dutch satellite-framed Slobin (2005b, 2006); Croft et al. (2010)

English satellite-framed Talmy (1985)

German satellite-framed Berthele (2006)

Swedish satellite-framed Viberg (2006)

Polish satellite-framed /  Slobin (2005a); Kopecka (2009b)
mixed

Russian satellite-framed Slobin (2005a)

Serbo-Croatian  satellite-framed /  Filipovi¢ (2007); Slobin (2005a, 2005b)
mixed

Hindi verb-framed Narasimhan (2003)

Persian mixed Feiz (2011)

Modern Greek verb-framed / Papafragou et al. (2006); Talmy (2007:
mixed 105); Hickmann et al. (to appear)

On the basis of Talmy’s (1991) dichotomy and the classifications made in
the literature, we would expect a strong, categorical difference between Russian,
English, German, Polish, Swedish and Dutch on one hand and Portuguese, French,
[talian and Hindi on the other, with Greek, Serbo-Croatian and Persian
somewhere in between. However, this is not what we observe in Figure 3.1.
There is a steady decline in the use of the satellite-framed strategy and an
increase in the use of the path-only strategy if we move from the top-most
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language to the bottom-most language. This suggests that languages cannot
simply be said to be ‘satellite-framed’ or ‘verb-framed’ - they all make use of a
subset of the same nine strategies, but do so to different extents.

In spite of this variability, it seems to be possible to identify the two
traditional classes of languages, even though it is clear there are some
differences between the languages within these classes. On the upper side of the
plot we find languages that use the satellite-framed strategy more often than the
‘originals’ (the strategy usage in the original sentences taken from the English
Alice’s Adventures in Wonderland and the Portuguese O Alquimista). In the
remainder of this chapter, these languages will be called ‘satellite-framed’, as is
conventional in the Talmian literature, but note that internal diversity does exist
within this class. Clear satellite-framed languages are Russian, Dutch, Polish,
Lithuanian, Swedish, German, English, and Latvian. On lower side of the plot we
find languages that use the satellite-framed strategy less often than the
‘originals’, and that use the path-only strategy and the verb-framed strategy
more often. These languages will be called ‘verb-framed’, again reflecting
traditional terminology, with the provision that the languages in this class are
not exactly the same. Clear verb-framed languages are Greek, Italian, French,
Portuguese, Romanian, and Albanian.

However, there are also languages that do not really fit one of these two
traditional classes. Irish seems to follow a satellite-framed pattern easily® and
more often than the verb-framed languages, but uses the deictic verb strategy
quite often. Serbo-Croatian uses the path-only strategy far more often as the
other Balto-Slavic languages, and seems to be shifting from a satellite-framed to
a verb-framed system. Hindi and Nepali, unlike other languages traditionally
classified as verb-framed, do not use the path-only strategy as much, but
especially use the deictic verb strategy, the coordinate strategy, and the
subordinate strategy. Persian also deviates from the verb-framed languages by
using a fair amount of the deictic verb strategy. Armenian likewise uses the
deictic verb strategy and the coordinate strategy. These languages show that a
dichotomy cannot be used to classify all possible language types. Since Irish,
Hindi, Nepali, Armenian and Persian are different from satellite-framed and
verb-framed languages in different ways, it seems more useful to classify
languages with regard to their usage of the different motion encoding strategies.

8 With ‘easily’ is meant that Irish freely uses satellite-framed patterns in boundary-crossing
situations, unlike verb-framed languages that often have difficulty with the use of satellite-
framed patterns in those contexts:

rith si amach as an teach

run.PST 3SG.F away out DEF.ART house.GEN

‘She ran out of the house.’
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Figure 3.2: Means of manner expression in twenty Indo-European languages
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In Figure 3.2, the usage of the three most common strategies to encode
manner (the satellite-framed strategy, the verb-framed strategy, and the deictic
verb-framed strategy) are shown separate from the other strategies.? The
variation depicted in Figure 3.2 seems to be mostly due to the rates of use of the
satellite-framed strategy, which declines as we go from upper part to the lower
part, as was shown in Figure 3.1. Verb-framed and deictic verb-framed strategies
are used to the same extent both by some of the satellite-framed languages
(Dutch, English) and some of the verb-framed languages (the Romance
languages, Greek, and Albanian). Languages which make use of the deictic verb
strategy relatively often, also make more use of the deictic verb-framed strategy.
This is especially true in English and Dutch, where the deictic verb-framed
strategy is used much more often than the regular verb-framed strategy.

An interesting finding that emerges from Figure 3.2 is that the Balto-
Slavic languages Russian, Polish, Lithuanian and Latvian seem to avoid the usage
of the verb-framed strategy. There are some instances of the use of the verb-
framed strategy with manner adverbials, but the verb-framed strategy with
manner verb participles are quite rare (Russian: none; Polish: 2; Lithuanian:
none; Latvian: 2; Serbo-Croatian: none). There seems to be a large pressure for
these languages to encode manner on the main verb, as is evident from Figure
3.2 and illustrated by the examples (35) - (39). In these translations, the English
original is a deictic verb-framed construction (‘came running’), which is
translated with a satellite-framed construction in Russian, Polish, Lithuanian and
Latvian, and with a adverbial verb-framed construction in Serbo-Croatian.

35) Russian
kak  vdrug iz les-u vy-bez-a-1
when suddenly from forest-SG.M.GEN out-run-VF-PST.3SG.M
livrejn-yj lakej
liveried-SG.M.NOM footman.SG.M.NOM
‘when suddenly a footman in livery ran out from the forest’

9 Only the three most common strategies to encode manner are included in this graph. Note that
the use of the coordinate strategy and the subordinate strategy which feature a manner verb is
not included. Languages which make use of these strategies, such as Armenian, Hindi and Nepali,
therefore encode slightly more manner as is depicted here.
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36) Polish
gdy  nagl-e z las-u
when sudden-ADV of wood-M.GEN.SG
wy-bieg-1 lokaj
PRFX-run.IPFV-PST.3SG.M footman.M.NOM.SG
odzi-an-y w liberi-e
attire.PFV-PST.PTCP.PASS-M.NOM.SG in livery-F.ACC.SG
‘when suddenly a footman in livery ran out of the forest’

37) Serbo-Croatian

kad  najednom is-pad-e trk-om

when suddenly PRFX-fall.PFV-AOR.3SG run-M.INS.SG

iz Sum-e jedan dvoranin.

out.of wood-F.GEN.SG one.M.NOM.SG footman.M.NOM.SG

‘when suddenly a footman fell running out of the forest’

38) Lithuanian
kai  staig-a is misk-o iS-bég-o
when sudden-ADV out.of wood-SG.M.GEN out-run-3.PST
liokaj-us su livréj-a
footman-SG.M.NOM with livery-SG.F.INST
‘when suddenly a footman in livery ran out of the forest’

39) Latvian
peksni no mez-a iz-skrej-a
suddenly from wood-SG.M.GEN out-run-PST.IND.SG
livrej-a térp-ies sulainis
livery-SG.F.LOC dress-PTCP.SG.M  footman.SG.NOM
‘when suddenly a footman in livery ran out from the forest’

Figure 3.2 also shows that the Romance languages, Greek, and Albanian,
languages that tend to express path in the verb, do not reach the same amount of
manner encoding as is present in the Balto-Slavic and Germanic languages,
languages that tend to express manner in the verb. This is probably due to the
fact that the (deictic) verb-framed strategy is quite ‘heavy’ with regard to
processing load (Slobin 2004: 229). The native pattern for the expression of
manner information in verb-framed languages is that information on manner of
motion is often not explicitly coded. However, manner information can
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sometimes be inferred from context. Adding the same amount of manner
information as is present in satellite-framed languages by using the verb-framed
strategy would give too much prevalence to the manner information, and would
make the text clumsy and difficult to read.

In the end, languages that do not make much use of the satellite-framed
strategy simply end up encoding less manner, as is illustrated in Figure 3.2. The
use of manner verbs as the main verb of the clause (or as one of the main verbs
in one of the clauses, see footnote 9) therefore seems to drive much of the
variation within motion typology: it controls both the satellite-framed pattern
and the expression of manner in a clause per se. Since the use of the satellite-
framed strategy varies from language to language, it is difficult to make a clear
dichotomy between ‘satellite-framed’ and ‘verb-framed’ languages. For some
languages we can say that they are verb-framed or satellite-framed, for other
languages different classifications have to be made.

3.3 Aggregation analysis: a demonstration

Figure 3.1 and 3.2 give an indication of how often a strategy is used in each
language. However, it does not take into account the relationships between
different languages with regard to strategy choice for individual sentences. We
can look at these relationships using Neighbor-Net, (Bryant and Moulton 2004),
a distance based method for constructing phylogenetic networks. This method
calculates the difference between each language in the sample using Hamming
distances, aggregating all the differences and correspondences between the
languages into a single distance measure. The analysis was conducted with the
software SplitsTree4 (Huson and Bryant 2006).

In Figure 3.3, the results of a Neighbor-Net analysis on the usage of the
nine motion encoding constructions distinguished in this chapter is presented.10
A picture emerges that overlaps with the frequency bar plot in Figure 3.1. Three
groupings emerge: Russian, Lithuanian, Latvian, and Polish (Balto-Slavic); Irish,
English, German, Dutch and Swedish (‘Germanic+Irish’); and Greek, Albanian,
French, Portuguese, Italian, Romanian, and Serbo-Croatian (‘Romance+Balkan’).
Persian is situated close to the Romance+Balkan group, while Hindi, Armenian
and Nepali appear between the Germanic+Irish and the Romance+Balkan group.

It is clear from Figure 3.3 that a phylogenetic signal can be found in these
data: languages that we know to be closely related appear closer together in the
graph. This means that languages that are closely related show similar motion
event encoding patterns. This is corroborated by phylogenetic tests conducted in

10 For this analysis and the other analyses reported in this section, constructions coded as ‘other’
were recoded as ‘missing’. This was done to prevent the algorithms used in the analyses from
interpreting the category ‘other’ as a unified, meaningful category.
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chapter 4. However, there are also divergences from the phylogenetic pattern:
English patterns closely with German and Dutch, as expected, but also seems to
be pulled in the direction of Irish; and Serbo-Croatian, a Slavic language, is placed
in the Romance+Balkan group.

0.1
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Figure 3.3: A split graph showing the results of a Neighbor-Net analysis of motion
encoding constructions used in 20 Indo-European languages

A first interpretation of Figure 3.1 could be that divergences from the
phylogenetic pattern are due to language contact: maybe English is situated
more closely to Irish because of English-Irish contact? It is possible to assess
where such conflicting, non-tree like signal in a Neighbor-Net analysis arises by
looking at the delta scores, which can also be calculated by SplitsTree4 (Gray et
al. 2010). The delta score for each language gives a measure to what extent each
language is involved in conflicting signal. It ranges from 0 to 1, and equals zero if
the language is not involved in any conflicting signal.

A prototypical example of a language that generates reticulations of this
type is the creole language Sranan, as shown by Gray et al. (2010). Sranan is an
English-based creole, but has been spoken in close contact with Dutch for most of
its history. As a result of this mixed history, Sranan is positioned between English
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and Dutch in a Neighbor-Net analysis of vocabulary data of the Germanic
languages. Consequently, Sranan has a higher delta score than the other
Germanic languages (Gray et al. 2010).

For the current analysis presented in Figure 3.3, the delta scores are given
in Table 3.2 below. The average delta score is 0.36. Languages that have a higher
delta score are Armenian (0.42), Albanian (0.41), and Serbo-Croatian (0.41).
Languages that have a lower delta score are Polish (0.32), Swedish (0.33),
German (0.33) and Portuguese (0.33). In this particular case, it seems that these
numbers should not immediately be interpreted as indications of conflicting
history, as was done by Gray et al. (2010) for Sranan. While Armenian has been
influenced by contact with both Indo-European and non-Indo-European
languages for centuries, Serbo-Croatian would normally not be characterized as
heavily influenced by other languages (although the recent codification into
Serbian and Croatian might influence motion event encoding). Also, a contact
language like Modern Greek does not have a very high delta score (0.38).11

Since language contact does not provide a ready explanation for these
patterns, it seems that the higher delta scores for Armenian, Albanian, and Serbo-
Croatian suggest a mixed pattern in the type of motion event encoding
constructions that are being used. This means that, for a part of the 118-sentence
sample, Albanian, Armenian and Serbo-Croatian languages are similar to certain
languages, while for another part of the 118-sentence sample, they pattern
similarly to other languages. The Neighbor-Net analysis presented in Figure 3.3
can therefore in the first place be interpreted as a map of typological types: a
verb-framed group (the Romance languages, Greek and Albanian) a satellite-
framed group which doesn’t use the deictic verb strategy (Russian, Lithuanian,
Latvian, Polish), and a satellite-framed group which does use the deictic verb
strategy (Irish, English, German, Dutch and Swedish). The rest of these languages
do not immediately belong to one of these groups. Note that if Talmy’s (1991)
dichotomy was a good classification of motion typology, we would expect two
clear groups, and not the crescent shaped continuum that can be observed in
Figure 3.3. The Neighbor-Net plot in Figure 3.3 therefore also supports the
suggestion that Talmy’s (1991) dichotomy is a reduction of the actual variation
that is present in motion encoding.

11 One might suspect that the high delta score for Armenian is caused by the fact that this
language constitutes a single Indo-European subgroup and thus is the only language from this
subgroup included in the Neighbor-Net analysis. However, this seems not to be the case here. In a
Neighbor-Net analysis that included only one, randomly chosen language from each subgroup
(included were Dutch, French, Polish, Latvian, Irish, Hindi, Persian, Armenian, Albanian, and
Greek), the average delta score was 0.40, with Armenian having a score of 0.46.
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Table 3.2: Delta scores for the Neighbor-Net analysis of motion encoding
constructions used in 20 Indo-European languages

Language Delta score
French 0.35
Italian 0.36
Portuguese 0.33
Romanian 0.36
Irish 0.39
Dutch 0.33
English 0.38
German 0.33
Swedish 0.33
Latvian 0.35
Lithuanian 0.34
Polish 0.32
Russian 0.35
Serbo-Croatian 0.41
Hindi 0.38
Nepali 0.39
Persian 0.37
Modern Greek  0.38
Albanian 0.41
Armenian 0.42

Figure 3.3 shows that Neighbor-Net analysis is not only useful as a
method to get a first impression about the phylogenetic signal or geographical
signal in the data, it is also useful as a tool to test whether there are any inherent
groupings in the data, which may correspond to typological types. It shows
(mixed) dependencies between the languages that cannot be assessed from a
frequency plot, and cannot easily be inferred from looking at the data matrix
with the naked eye. The groups of languages that emerge can then be further
investigated, giving rise to specific hypotheses about the specific patternings of
motion encoding strategy usage that can be explored further. In this particular
case, it seems useful to investigate whether it is possible to find out what is
causing Armenian, Albanian and Serbo-Croatian to express this mixed
typological pattern.

In order to compare the Neighbor-Net analysis with another aggregation
analysis, the results of a classic multidimensional scaling analysis (MDS) are
presented in Figure 3.4. This analysis was performed on a Euclidian distance
matrix based on the usage of the nine motion encoding strategies.
Multidimensional scaling computes a spatial representation of the similarities
between the languages. The more similar two languages are, the closer they are
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placed together on the plot, and the more distinct two languages are, the further
away they are placed. Multidimensional scaling can be done using a number of
dimensions, ranging from 1 to the number of data points minus 1. The
appropriate number of dimensions was assessed by looking at the eigenvalues,
which become smaller as newly added dimensions explain less and less variance.
For the current dataset, an analysis with 5 dimensions seemed appropriate, but
since the first three dimensions already present a clear picture, these first three
dimensions have been depicted in Figure 3.4. The first dimension gives part of
the Talmian cline, with Armenian, Hindi and Nepali far removed from the other
languages. The second dimension gives part of the Talmian cline as well, with
Romanian and Serbo-Croatian far removed from the rest of the languages. The
third dimension removes Albanian and Armenian from the rest of the languages.
The numbers on the axes represent the distances between the languages.

The results in Figure 3.4 are similar to those in Figure 3.3. There seems to
be a cline from satellite-framed languages (dashed line) to verb-framed
languages (dotted line) in the middle of the plot, with the satellite-framed
languages to the left of the middle and the verb-framed languages in the middle.
Hindi, Nepali, Albanian and Armenian are removed furthest from the cline of
satellite-framed and verb-framed languages. As becomes clear from Figure 3.4,
Hindi, Nepali and Armenian are not in fact very similar: they are actually quite
different and positioned at quite large distances from each other on all three
dimensions. The scale from satellite-framed to verb-framed languages is not as
clear-cut as it was in Figure 3.3: Italian is situated quite close to the satellite-
framed languages, while Lithuanian is situated quite close to the verb-framed
languages.

By using the Neighbor-Net and the MDS analysis, conflicting typological
signals were found in the following languages: Albanian, Armenian, and Serbo-
Croatian (which had the highest delta scores), English (which is situated in
between the other Germanic languages and Irish in Figure 3.3), and Hindi and
Nepali (which are located far away from the main group of languages in Figure
3.4). Some reasons for this are presented below.

As has become clear in Figure 3.1, Figure 3.3 and Figure 3.4, Armenian,
Hindi and Nepali cannot be said to belong to either the group of satellite-framed
or verb-framed languages. None of these languages employs the satellite-framed
strategy very often, but all three employ the coordina<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>