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ROUGH SOLUTIONS OF EINSTEIN VACUUM EQUATIONS IN

CMCSH GAUGE

QIAN WANG

Abstract. In this paper, we consider very rough solutions to Cauchy problem
for the Einstein vacuum equations in CMC spacial harmonic gauge, and obtain
the local well-posedness result in Hs, s > 2. The novelty of our approach lies in
that, without resorting to the standard paradifferential regularization over the
rough, Einstein metric g, we manage to implement the commuting vector field
approach to prove Strichartz estimate for geometric wave equation ✷gφ = 0
directly.

1. Introduction

In mathematical relativity, a fundamental question is to find a four dimensional
Lorentz metric g that satisfies the vacuum Einstein equation

(1.1) Ric(g) = 0.

Since the equation is diffeomorphic invariant, certain gauge should be fixed before
solving it. There exist extensive works on (1.1) under the wave condition gauge or
the constant mean curvature gauge.

In [3] Andersson and Moncrief consider the vacuum Einstein equation (1.1) under
the so-called constant mean curvature and spatial harmonic coordinate (CMCSH)
gauge condition. To set up the framework, let Σ be a 3-dimensional compact,
connected and orientable smooth manifold, and let M := R × Σ. Let t : M → R

be the projection on the first component and let Σt := {t} × Σ be the level sets of
t. One may construct solutions of (1.1) by considering Lorentz metrics g of form

g = −n2dt⊗ dt+ gij(dx
i + Y idt)⊗ (dxj + Y jdt)

with suitable determination of the scalar function n, the vector field Y := Y j∂j
and the Riemannian metric g := gijdx

i ⊗ dxj on Σ. In order for ∂t to be time-like,
it is necessary to have n2− gijY

iY j > 0. Let T be the time-like normal to Σt, then

∂t = nT+ Y.

We call n the lapse function and Y the shift vector field.

Let ĝ be a fixed smooth Riemannian metric on Σ with Levi-Civita connection ∇̂
and Christoffel symbol Γ̂k

ij . Let Γk
ij denote the Christoffel symbol with respect to

g, we may introduce the vector field U = U l∂l with

U l := gij(Γl
ij − Γ̂l

ij).

Let k be the second fundamental form of Σt in M, i.e. kij = − 1
2LTgij . The

solution of (1.1) constructed in [3] is to find the pair (g, k) such that they satisfy
the CMCSH condition

(1.2) Trk := gijkij = t and U j = 0
1
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and the vacuum Einstein evolution equations

∂tgij = −2nkij + LY gij(1.3)

∂tkij = −∇i∇jn+ n(Rij +Trkkij − 2kimk
m
j ) + LY kij(1.4)

with the constraint equations

(1.5) R− |k|2 + (Trk)2 = 0 and ∇iTrk −∇jkij = 0.

It has been shown in [3] that for initial data (g0, k0) ∈ Hs × Hs−1 with s > 5/2
satisfying the constraint equation (1.5) with t0 := Trk0 < 0, the Cauchy problem
for the system (1.2)–(1.5) is locally well-posed. In particular, there is a time T∗ > 0
depending on ‖g0‖Hs and ‖k0‖Hs−1 such that the Cauchy problem has a unique
solution defined on [t0 − T∗, t0 + T∗]×Σ. We should mention that, for the solution
constructed in this way, the lapse function n and the shift vector field Y satisfy the
elliptic equations

−∆n+ |k|2n = 1(1.6)

and

∆Y i +Ri
jY

j =
(
−2nkjl + 2∇jY l

)
U i
jl + 2∇jnkij −∇inkjj ,(1.7)

where U i
jl is the tensor defined by

(1.8) U i
jl := Γi

jl − Γ̂i
jl.

It is natural to ask under what minimal regularity on the initial data the CM-
CSH Cauchy problem (1.2)–(1.5) is locally well-posed. In this paper we prove the
following result which shows the well-posedness of the problem when the initial
data is in Hs ×Hs−1 with s > 2.

Theorem 1.1 (Main Theorem). For any s > 2, t0 < 0 and M0 > 0, there exist
positive constants T∗, M1 and M2 such that the following properties hold true:

(i) For any initial data set (g0, k0) satisfying (1.5) with t0 := Trk0 < 0 and
‖g0‖Hs(Σt0 )

+ ‖k0‖Hs−1(Σt0 )
≤ M0, there exists a unique solution (g, k) ∈

C(I∗, Hs ×Hs−1)× C1(I∗, Hs−1 ×Hs−2) to the problem (1.2)–(1.5);
(ii) There holds

‖∇̂g, k‖L2
I∗

L∞
x
+ ‖∇̂g, k‖L∞

I∗
Hs−1 ≤M1;

(iii) For 2 < r ≤ s, and for each τ ∈ I∗ the linear equation
{

✷gψ = 0, (t, x) ∈ I∗ × Σ
ψ(τ, ·) = ψ0 ∈ Hr(Σ), ∂tψ(τ, ·) = ψ1 ∈ Hr−1(Σ)

admits a unique solution ψ ∈ C(I∗, Hr)×C1(I∗, Hr−1) satisfying the esti-
mates

‖ψ‖L∞
t Hr + ‖∂tψ‖L∞

t Hr−1 ≤M2‖ψ0, ψ1‖Hr×Hr−1

and

‖Dψ‖L2
tL

∞
x

≤M2‖(ψ0, ψ1)‖Hr×Hr−1 ;

where I∗ := [t0 − T∗, t0 + T∗].

We actually obtain a stronger result than Theorem 1.1, which is contained in
Theorem 4.1.
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1.1. Review and Motivation. Since the pioneer work of Choquet-Bruhat [6],
there has been extensive work on the well-posedness of quasilinear wave equation

(1.9)

{
✷g(φ)φ := ∂2t φ− gij(φ)∂i∂jφ = N(φ, ∂φ),
φ|t=0 = φ0, ∂tφ|t=0 = φ1

in R
n+1, where the symmetric matrix gij(φ) is positive definite and smooth as a

function of φ, and the function N(φ, ∂φ) is smooth in its arguments and is quadratic
in ∂φ. In view of the energy estimate

(1.10) ‖∂φ(t)‖Hs−1 . ‖∂φ(0)‖Hs−1 · exp

(∫ t

0

‖∂φ(τ)‖L∞
x
dτ

)
,

the Sobolev embedding and a standard iteration argument, the classical result of
Hughes-Kato-Marsden [8] of well-posedness in the Sobolev space Hs follows for any
s > n

2 + 1, where the estimate on ‖∂φ‖L∞
t L∞

x
is heavily relied. To improve the

classical result, it is crucial to get a good estimate on ‖∂φ‖L1
tL

∞
x
. This is naturally

reduced to deriving the Strichartz estimate for the wave operator ✷g(φ) which has

rough coefficients since gij(φ) depend on the solution φ and thus at most have as
much regularity as φ. The first important breakthrough was achieved by Bahouri-
Chemin [5] and by Tataru [21] using parametrix constructions. They obtained the
well-posedness of (1.9) in Hs with s > n

2 + 1
2 + 1

4 by establishing a Strichartz

estimate of the following form, if ∂g ∈ L2
tL

∞
x ,

‖∂φ‖L2
IL

∞
x

≤ c(‖φ0‖
H

n
2

+1
2
+σ + ‖φ1‖

H
n
2

− 1
2
+σ )

with a loss of σ > 1
4 , for solutions to linearized equations. This well-posedness

result was later improved to s > n
2 + 1

2 + 1
6 in [23].

The next important progress was made by Klainerman in [9] where a vector
field approach was developed to establish the Strichartz estimate. This approach
was further developed by Klainerman-Rodnianski in [11] where they successfully
improved the local well-posedness of (1.9) in R3+1 to the Sobolev space Hs with

s > 2 + 2−
√
3

2 . Due to the limited regularity of the coefficients, the paradifferential
localization procedure in [5, 22, 23] was adopted in [11] to consider the Strichartz
estimate for solutions of linearized wave equation ✷g≤λaψ = 0 for some 0 < a ≤ 1,
where g≤λa := Sλa(g(Sλa(φ))) is the truncation of g(φ) at the frequency level λa.
Here Sλ :=

∑
µ≤λ Pµ and Pλ is the Littlewood-Paley projector with frequency

λ = 2k defined for any function f by

(1.11) Pλf(x) = fλ(x) =

∫
e−ix·ξζ(λ−1ξ)f̂(ξ)dξ

with ζ being a smooth function supported in the shell {ξ : 1
2 ≤ |ξ| ≤ 2} satisfying∑

k∈Z
ζ(2kξ) = 1 for ξ 6= 0. We refer to [20, 16] for detailed properties of Littlewood-

Paley decompositions. With the help of a T T ∗ argument, such Strichartz esti-
mate was reduced to the dispersive estimate for solutions of ✷g≤λaψ = 0 with
frequency localized initial data. It was then further reduced to deriving the bound-
edness of Morewatz type energy for ∂ψ and its higher derivatives. To derive
these energy estimates requires us to control deformation tensor of Morawetz vec-
tor field, which involves the Ricci coefficients relative to the Lorentzian metric
−dt2 + (g≤λa)ijdx

i ⊗ dxj . Since Ric appears crucially in the structure equations
for Ricci coefficients, deep observations and techniques were developed to control
Ric relative to the smoothed metric, such as taking advantage of the facts that
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the coefficients g themselves verify equations of the form (1.9), and the observation
that R44, the tangential component of Ric along null hypersurfaces, has better
structure. For Einstein vacuum equation under the wave coordinates gauge, the
local well-posedness were obtained in Hs for any s > 2 in [12, 13, 14]. The core

progress which enables the improvement from s > 2 + 2−
√
3

2 to s > 2 was made
in [14] by showing that the Ricci tensor relative to the frequency-truncated metric
h := g≤λ does not deviate from 0 to a harmful level; the decay rate of Ric(h)
and its derivatives were proven to be sufficiently strong in terms of λ. However,
similar estimates for Ric(h) can hardly be obtained for (1.9). The sharp local well-
posedness for type (1.9) in Hs with s > 2 was achieved by Smith and Tataru in [19]
based on the wave packet parametrix construction, with an innovative application
to represent the nontruncated metric g. The particular structure of R44 observed
in [11] also played important role to control the geometry of null surface. The
local well-posedness with s = 2 for Einstein vacuum equation was conjectured by
Klainerman in [10]. Recently we learn that significant progress has been achieved
for this so-called L2 curvature conjecture [17].

A reduction to consider ✷g≤λaψ = 0, with 0 < a ≤ 1 appeared in all the above
mentioned work. This regularization on metric is used to phase-localize the solution,
and in most of the works, to balance the differentiability on coefficients required
either by parametrix construction or by energy method. Such a regularization on
metric, nevertheless, poses major technical baggage, in particular, to carry out
the vector field approach in Einstein vacuum spacetime, since Ric(g≤λ) no longer
vanishes. The analysis in [14] on the defected Ricci tensor and its derivatives is a
very delicate procedure, which relies crucially on full force of ∂h, hence, on their
non-smoothed counter part ∂g as well. One particular issue tied to CMCSH gauge
itself arises due to the lack of control on DTY , the time derivative of the shift
vector field. Although DTY satisfies an elliptic equation, that equation is not good
enough to provide a valid control on DTY even in terms of L2-norm. The loss
of control over some components of ∂g becomes a serious hurdle in recovering the
decay for Ric(h) and its derivatives. The potential issue on Ricci defect forces us
to abandon the frequency truncation on metric.

The important aspect of our analysis is to implement the vector field approach
directly in the non-smoothed Einstein spacetime (M,g) to establish the Strichartz
estimate with an arbitrarily small loss for the linearized problem ✷gψ = 0. This
confirms that, due to the better behavior of Ric, Einstein metric is in nature
“smooth” enough to implement the vector field approach without the truncation
on g in Fourier space, and leads to the Hs well-posedness result with s > 2 for
Einstein equation.

Note that in [11], [12]-[14], deriving the bounded Morawetz type energy of deriva-
tives of ψ, with ✷g≤λaψ = 0, is the main building block to obtain the dispersive esti-

mate for P∂tψ required by Strichartz estimate. This procedure relies on Hσ, σ > 1
2

norm of curvature, which is impossible to be obtained relative to the rough and
non-smoothed metric. Our strategy is to derive the dispersive estimate merely us-
ing Morawetz type energy for ψ itself. The analysis to control such energy is mainly
focused on the Ricci coefficients relative to Einstein metric. Although part of such
analysis benefits from Ric = 0, the crucial estimates such as strichartz type norm

‖χ̂‖L2
tL

∞
x

require the bound of Hσ, σ > 1/2 for ∇̂k and ∇̂2g if only the classic L∞
x

Calderson-Zygmund inequality is employed. We solve this problem by modifing
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Calderson Zygmund inequality followed by taking advantage of the extra differ-

entialbity for ∇̂g, k that can be obtained by Strichartz estimates. The difficulty
coming from DTY still penetrates in key steps in the vector fields approach, where
all components of ∂g were typically involved. We exclude such term by modifying
the standard treatments including modifying energy momentum tensor, refining
T T ∗ argument and curvature decomposition into more invariant fashion.

Our approach can be directly applied for reproducing H2+ǫ result for Einstien
equations in wave coordinates gauge. It actually works better under wave coordi-
nates since DTY can be well controlled in this situation. Steps which are involved
with getting around this term in CMCSH gauge, such as energy estimate, estimate
for flux, T T ∗ argument and decompositions for curvature, take simpler and more
straightforward form in wave coordinate gauge. Thus our approach gives a vast
simplification over the the methodology in [12]-[14].

1.2. Outline of the proof. According to [13, 19], in order to complete the proof of
Theorem 1.1 it suffices to show that for any s > 2 there exist two positive constants
C and T depending on ‖g‖Hs(Σ0) and ‖k‖Hs−1(Σ0) such that

(1.12) ‖g‖L∞
t Hs(I×Σ) + ‖k‖L∞

t Hs−1(I×Σ) ≤ C,

where I := [t0 − T, t0 + T ]. We achieve this by a bootstrap argument. That is, we
first make the bootstrap assumption

(BA1)

∫ t0+T

t0−T

‖∇̂g, k, ∇̂Y, ∇̂n‖L∞(Σt)dt ≤ B1,

where, for any Σ-tangent tensor F , we will use ‖F‖L∞(Σt) to denote its L∞-norm
with respect to the Riemannian metric g on Σt. We then show that (BA1) and
some auxiliary bootstrap assumptions imply (1.12). We prove these bootstrap
assumptions can be improved for small but universal T > 0.

We will only work on the time interval [t0, t0 + T ] since the same procedure
applies to the time interval [t0 − T, t0] by simply reversing the time. In view of

(BA1) and elliptic estimates, we derive in Section 2 better estimates for ∇̂Y and

∇̂n. That is, we show that, for any 1 < b < 2, there holds

‖∇̂Y, ∇̂n‖Lb
[t0,t0+T ]

L∞
x

≤ C

which improves the estimates for ∇̂n and ∇̂Y in (BA1) with T sufficiently small.

In order to improve the estimates for ∇̂g and k, we establish the core estimates in
Theorem 1.1(ii) by showing that

‖∇̂g, k‖L2
[t0,t0+T ]

L∞
x

≤ CT δ,

for some δ > 0. Here we briefly describe the ideas behind the proof.

1.2.1. Step 1. Energy estimates and flux. In Sections 2 and 3, we derive (1.12)
under bootstrap assumptions. We also derive for the scalar solution of homogeneous
geometric wave equation ✷gφ = 0, the energy estimate

‖∂φ‖Hs−1 . ‖φ(0)‖Hs + ‖∂φ(0)‖Hs−1 .

The typical argument relies on the estimate of ‖∂g‖L1
tL

∞
x
, including the one for

DTY in this norm. In view of (1.7), DTY satisfies the elliptic equation

∆∇nTY
i +Ri

j∇nTY
j − 2U i

mp∇
m∇nTY

p = −n( curlH)ijY
j + g · ∇π̃ · π̃,



6 QIAN WANG

where π̃ denotes components of ∂g excluding ∂tY . Due to the appearance of the
term Ri

j∇nTY
j , this elliptic equation is not good enough to provide valid control

for DTY unless the space metric g has negative sectional curvature. In order to
avoid the difficulty coming from DTY , in Section 3 we derive the energy estimate
by considering the first order hyperbolic system

(1.13)

{
∂tu− ∇̂Y u = nv + Fu

∂tv − ∇̂Y v = n∆̂u+ Fv

for the pairs (u, v) = (g,−2k), (k,E) and (φ, e0φ) with corresponding remainder
terms (Fu, Fv), where, for any Σ tangent tensor F ,

(1.14) ∆̂F := gij∇̂i∇̂jF.

Consistent with these energy estimates, we also obtain the L∞
t H

s− 1
2 and L1

tH
s

estimates of ∇̂n, ∇̂Y,DTn with the help of elliptic equations (1.6) and (1.7).

However, to derive the flux estimate for ∇̂g, k, Pµk, and Pµ∇̂g, we still have

to rely on the second order hyperbolic system of k and ∇̂g, both of which contain
the time derivative of the shift vector field. This issue is solved in Section 3.2 by
introducing a modified energy momentum tensor.

As the major technicality to carry out energy estimates in fractional Sobolev
space and dyadic flux, a series of more delicate commutator estimates are estab-
lished in Appendix III (Section 10) on the Littlewood Paley projection and the
rough metric, particularly to handle the decreased differentiability of coefficients.

1.2.2. Step 2. Reduction to dyadic Strichartz estimates on frequency dependent
time intervals. By using the Littlewood-Paley decomposition, it is easy to reduce
the proof of Theorem 1.1 to establishing for sufficiently large λ the estimates

(1.15) ‖Pλ∇̂g, Pλk‖L2
IL

∞
x

. λ−δ|I|
1
2− 1

q ‖∇̂g, k‖Hs−1(Σ0)

and

(1.16) ‖Pλ∂φ‖L2
IL

∞
x

. λ−δ|I|
1
2− 1

q ‖∇̂φ, e0φ‖Hs−1(Σ0)

for any solution φ of the equation ✷gφ = 0, where I = [t0, t0 + T ], q > 2 is
sufficiently close to 2, and δ > 0 is sufficiently close to 0.

We reduce the proof of (1.15) and (1.16) to Strichartz estimates on small time
intervals. We pick a sufficiently small ǫ0 > 0 and partition [t0, t0 + T ] into disjoint
union of subintervals Ik := [tk−1, tk] of total number . λ8ǫ0 with the properties
that

(1.17) |Ik| . λ−8ǫ0T and ‖k, ∇̂g, ∇̂Y, ∇̂n‖L2
Ik

L∞
x

≤ λ−4ǫ0 .

To explain our approach, we take the derivation of (1.16) as an example. We
consider on each Ik the Strichartz norm for Pλ∂φ. By commuting Pλ with ✷g we
have

✷gPλφ = Fλ,

where Fλ = [✷g, Pλ]φ which can be treated as phase-localized at level of λ in certain
sense although it is not frequency-localized. We use W (t, s) to denote the operator
that sends (f0, f1) to the solution of ✷gψ = 0 satisfying the initial conditions
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ψ(s) = f0 and ∂tψ(s) = f1 at the time s. Using Duhamel principle followed by
differentiation, we can represent Pλ∂φ as

(1.18) Pλ∂φ(t) = ∂W (t, tk−1)Pλφ[tk−1] +

∫ t

s

∂W (t, s)(0, Fλ(s))ds,

where we used the convention φ[t] := (φ(t), ∂tφ(t)). Running a T T ∗ argument leads
to Strichartz estimate for one dyadic piece of ∂ψ,

(1.19) ‖Pλ∂ψ‖Lq
Ik

L∞
x

. λ
3
2− 1

q ‖ψ[0]‖H1 ,

where q > 2 is sufficiently close to 2.
Similar procedure was used in [12] for ✷g≤λ

φ = 0. Observe that the solution of
this homogeneous wave equation is frequency-localized at the level of λ if the data
is localized in Fourier space at the dyadic shell {ξ : λ

2 ≤ |ξ| ≤ 2λ}. Therefore, the
dyadic Strichartz estimates (1.19) can be applied directly to the representation of
Pλ∂φ. Since we will work for the metric g without frequency truncation, the corre-
sponding operatorW (t, s) does not preserve the frequency-localized feature of data.
The Strichartz estimate for ∂W (t, tk−1)Pλφ[tk−1] is no longer expected to be ob-
tained directly from (1.19). We solve this problem in Section 4 by modifying (1.18)
with the help of the reproducing property of the Littlewood-Paley projections, i.e.
Pλ = P̃λP̃λ, as follows,

(1.20) Pλ∂φ(t) = P̃λ∂W (t, tk−1)P̃λφ[tk−1] +

∫ t

s

P̃λ∂W (t, s)(0, Fλ(s))ds.

This makes it possible to apply (1.19). The effort then goes into piecing together
the result of dyadic Strichartz estimates over intervals Ik with the help of (1.17).
This trick would have successfully reduced the main estimates to dyadic strichartz
estimate for the solution of ✷gφ = 0 on one sub-interval Ik, had the term of DTY
not appeared in Fλ. We then refine (1.20) further by modifying the application of
Duhamel principle.

1.2.3. Step 3. Reduction to dispersive estimates and boundedness theorem. By
rescaling coordinates as (t, x) → ((t − tk−1)/λ, x/λ), we need only to consider
(1.19) on [0, t∗]×Σ with t∗ ≤ λ1−8ǫ0T . In view of a T T ∗ argument, this essentially
relies on the dispersive estimate

(1.21) ‖PDTW (t, s)I[s]‖L∞
x

.
(
(1 + |t− s|)−

2
q + d(t)

) m∑

k=0

‖∇̂kI[s]‖L1
x

with initial data I[s] = (ψ(s),DTψ(s)) for all 0 < s ≤ t∗, where m is a positive
integer, and d(t) is a function satisfying ‖d‖

L
q
2
. 1 for q > 2 sufficiently close to 2.

Let {χJ} be a suitable partition of unity on Σ supported on balls of radius 1 in
rescaled coordinates. We localize the solution of ✷gψ = 0 by writing ψ(t, x) =∑

J ψJ (t, x), where ψJ(t, x) is the solution of ✷gψJ = 0 with the initial data
ψJ [τ0] = χJ · ψ[τ0]. We then reduce the derivation of (1.21) to proving that

(1.22) ‖PDTφ(t)‖L∞
x

≤

(
1

(1 + |t− τ0|)
2
q

+ d(t)

)
m−2∑

k=0

‖∇̂kφ[τ0]‖L2 ,

with φ the solution of ✷gφ = 0 and with data supported within a unit ball at

Στ0 . It then suffices to consider (1.22) on J +
0 , the causal future of the support of

χJ from t = τ0 ≈ 1, where one can introduce optical function u whose level sets
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are null cones Cu. Thus J +
0 can be foliated by St,u := Cu ∩ Σt and a null frame

{L,L, e1, e2} can be naturally defined, where eA, A = 1, 2, are tangent to St,u.
Using these vector fields and u = 2t − u, one can introduce the Morawetz vector
field K = 1

2n(u
2L+ u2L). Consequently, for any function f , one can introduce the

generalized energy

Q̃[f ](t) :=

∫

Σ

Q̄(K,T)[f ],

where Q̄(K,T)[f ] is defined by applying X = K,Y = T,Ω = 4t to

(1.23) Q̄(X,Y )[f ] = Q(X,Y )[f ] +
1

2
ΩfY (f)−

1

4
f2Y (Ω)

with Qµν being the standard energy momentum tensor

Qµν := Q[f ]µν = ∂µf∂νf −
1

2
gµν(g

αβ∂αf∂βf).

The typical energy method gives

(1.24) Q̃[f ](t)− Q̃[f ](τ0) = −
1

2

∫

J+
0

(K)π̄αβQ[f ]αβ +

∫

Σ×I

✷gf ·Kf + l.o.t,

where, for any vector field X , the deformation tensor (X)παβ := LXgαβ and
(K)π̄αβ := (K)παβ − 4tgαβ. By applying (1.24) to f = DTφ, we consider to bound

generalized energy Q̃[DTφ] in terms of their initial values at t = τ0 ≈ 1. Due

to one bad term contained in ✷gDTφ = [✷g,DT]φ, the estimate of Q̃[DTφ] has

to be coupled with Q̃[DZφ] with Z either L or eA, for which we need to con-

trol ‖D(Z)π‖L1
tL

∞
x

and
∫ t∗
0

supu ‖D
(Z)π‖L2(St,u)dt. Since D

(Z)π contains curvature
terms, such estimates relative to non-smoothed metric can only be obtained under

the assumption of H
5
2+ǫ on data. Similar regularity issue occurs for the estimates

required for D(T)π due to the integration by part argument employed to handle
that bad term. Therefore, we no longer expect to obtain the boundedness of the
conformal energy for any derivative of φ, including the one for DTφ.

Our strategy is to control ‖PDTφ(t)‖L∞
x

merely in terms of Q̃[φ](t), with certain
loss of decay rate and with error incorporated into d(t) in (1.22). With ̟ a cut-off
function whose support is in a so-called exterior region, our treatment concerning
the harder part, P (̟DTφ), starts with writing it as P (̟DTφ) = P (̟Lφ) −
P (̟Nφ) with N the unit outward normal vector fields on St,u ⊂ Σ. The first term

is controlled by Bernstein inequality and Q̃[φ](t). The second term is treated in
view of

(1.25) P (̟Nφ) = ̟N l∂lPφ+ [P,̟N l]∂lφ.

The first term of (1.25) is then related to Q̃[φ] with the help of Sobolev embed-
ding and commutator estimates. By using the machinery developed in Section 10,
the treatment on the commutators involved in both terms in (1.25) is reduced to

estimating ‖∂(̟N)‖L∞
x
. Note that ∂N can be expressed as g · (χ, ζ, ∇̂g, k), thus

we need to establish estimates on L
q
2
t L

∞
x , q > 2 of Ricci coefficients χ̂, ζ and L∞

estimate on trχ. The components of (K)π̄αβ in (1.24) involve (T)π, χ, ζ and other
Ricci coefficients as well. By assuming suitable control on Ricci coefficients, the
proof of boundedness theorem is given in Section 5. We accomplish this step by
showing that (1.22) holds true with m = 3.
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1.2.4. Step 4. L2+ type flux and Ricci coefficients. The control of Ricci coefficients
consistent with H2 Einstein metrics has been studied in [12, 24, 26], where a set of
estimates concerning trχ, χ̂, ζ, ζ was achieved in terms of curvature flux, combined
with flux of k if null hypersurface is foliated by St, level sets of t. Bearing the flavor
of these works, in the situation when H2+ǫ estimates for g can be established, we
first manage to gain from the extra differentiability of metric a slightly stronger

flux type control for ∇̂g, k. We then obtain a stronger set of estimates on Ricci
coefficients in terms of the L2+ type flux, which contains the L∞

u L
2
tL

∞
ω -norms for

χ̂, ζ and corresponding estimates for µ, trχ − 2
n(t−u) . This enables us to carry out

delicate analysis such as the standard Lp, 1 < p ≤ ∞ type Calderon Zygmund
inequality on null hypersurfaces under rough metric. In this procedure, thanks to
working directly in vacuum spacetime, we no longer encounter the technical baggage
in [12]–[14] posed by defected Ric(h). Nevertheless, this set of estimates is far from
sufficient to control ‖ · ‖L1

tL
∞
u L∞

ω
norm of deformation tensor (K)π, which relies on

estimates for χ̂, ζ in this norm. The idea of Klainerman-Rodnianski [13] is to rely
on the Hodge system such as the equation of (6.44)

div χ̂ =
1

2
/∇trχ− β + · · · .

The key points of deriving a strichartz type norm for χ̂ lie in:
(1) To obtain a decomposition of the form β = /∇π̃ + · · · so that

div χ̂ = /∇(trχ−
2

n(t− u)
) + /∇π̃ + · · ·

with π̃ being certain components of ∂g. The new difficulty arising in our situation
is to exclude the time derivative of shift in the decomposition for the null curvature
component of β. This issue is settled in Section 8.

(2) To employ Calderon-Zygmund theorem for Hodge system divF = /∇G+ e

(1.26) ‖F‖L∞(S) . ‖G‖L∞
x (S) ln(2 + r

3
2− 2

p ‖ /∇G‖Lp(S)) + r1−
2
p ‖e‖Lp(S),

where S = St,u. Relative to a regularized metric g≤λ, using (1.26) to estimate
‖F (t, ·)‖L∞

x
only leads to a loss of lnλ, which can be easily balanced after integra-

tion in a frequency dependent time subinterval. However, relative to non-smoothed
metric, the application of (1.26) relies on the norm of supu ‖ /∇π̃‖L2+(St,u), which

requires the boundedness of the H
3
2+ norm of ∇̂g and k that can only be achieved

under the assumption of Hs, s > 5
2 on data. We fix this problem by squeezing a bit

more differentiability out of ∇̂g, k in L2
tL

∞
x , which can be achieved by Strichartz

estimate via a bootstrap argument. To implement this idea, we establish a modified
Calderon-Zygmund inequality relative to the rough metric, which can be seen in
Section 9.

Acknowledgement. Part of this work was done during a four-month visit to
L’Institut des Hautes Études Scientifiques, Paris. The author would like to thank
Professors Sergiu Klainerman and Lars Andersson for interesting discussions, and
Qinian Jin for carefully reading the manuscript and giving many very useful com-
ments.
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2. H2 estimates

We first derive some simple consequences of (BA1) that will be used throughout
this paper.

Let X be an arbitrary vector field on Σ. We use |X |g and |X |ĝ to denote the
lengths of X measured by g and ĝ respectively. It then follows from (1.3) that

∂t(|X |2g) = Y m∇̂mgijX
iXj − 2nkijX

iXj + (gim∇̂jY
m + gmj∇̂iY

m)X iXj .

Therefore ∣∣∂t|X |2g
∣∣ ≤

(
2|∇̂Y |+ |Y |g|∇̂g|+ 2n|k|

)
|X |2g.

In view of (1.6) and the maximum principle, we can derive that 0 < n ≤ C, where
C is a constant depending only on t0; see [25, Section 2]. Recall that |Y |g ≤ n. We
thus have ∣∣∂t|X |2g

∣∣ ≤ C
(
|∇̂Y |+ |∇̂g|+ |k|

)
|X |2g.

This together with the bootstrap assumption (BA1) implies C−1|X |g(t0) ≤ |X |g(t) ≤
C|X |g(t0). Since g(t0) and ĝ are always equivalent on compact Σ, we therefore have

(2.1) C−1ĝ ≤ g ≤ Cĝ, on [t0, t0 + T ]× Σ

for some universal constant C > 0.1 This equivalence between g and ĝ on each Σt

gives us the freedom to use g or ĝ to measure the length of any Σ-tangent tensor.
Using (2.1) and (BA1), we can follow the arguments in [25, Sections 2 and 3] to

derive that

C−1 < n < C, Q(t) . C, ‖H,E,Ric‖L2
x
≤ C, ‖π,DnTn‖H1 ≤ C(2.2)

‖∇3n‖L2
x
+ ‖∇2DnTn‖L2

x
. ‖k‖L∞

x
,(2.3)

where π is the deformation tensor of T with components k and ∇ logn, E and H
are the electric and magnetic parts of spacetime curvature defined by Eij = R0i0j

and Hij =
⋆R0i0j respectively, and Q(t) is the Bel-Robinson energy defined by

Q(t) =

∫

Σ

(
|E|2g + |H |2g

)
dµg.

As a consequence of (2.3), we have

‖∇n,DnTn‖L∞
x

. 1 + ‖k‖
3
2− 3

p

L∞
x
, 3 < p ≤ 6.(2.4)

Let us fix the convention that F ∗G denotes contraction by g and · denotes either
usual multiplication or contraction by ĝ.

Lemma 2.1. Under the spatial harmonic gauge, the shift vector field Y satisfies
the equation

(2.5) ∆̂Y = π ∗ U + π ∗ π + g · ∇̂g · ∇̂g · Y + g3 · R̂ · Y

where ∆̂ is defined in (1.14), U is defined in (1.8), and R̂ is the Riemannian
curvature with respect to ĝ.

1We will always use C to denote a universal constant that depends only on the constant in
the bootstrap assumptions, information on g(t0) and ‖(g, k)‖Hs×Hs−1(Σt0 ). For two quantities

Φ and Ψ we will use Φ . Ψ to mean that Φ ≤ CΨ for some universal constant C.
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Proof. Straightforward calculation shows for any vector field Y and tensor F that

∇jY
i = ∇̂jY

i + U i
jqY

q, ∇jF
i
m = ∇̂jF

i
m + U i

jpF
p
m − Up

jmF
i
p.

In view of the spatial harmonic gauge condition U i := gjlU i
jl = 0, we obtain

gmj∇m∇jY
i = gmj∇̂m∇̂jY

i + gmj∇̂mU
i
jqY

q + 2gmjU i
jq∇̂mY

q + gmjU i
mpU

p
jqY

q.

Recall the identity

(2.6) Rjl = R̂jl + ∇̂iU
i
jl − ∇̂jU

i
il + Up

jlU
i
pi − Up

ilU
i
pj

which can be verified directly, we can obtain

∆Y i +Ri
pY

p = ∆̂Y i +Ωi
pY

p + 2gmjU i
jq∇̂mY

q + gmjU i
mpU

p
jqY

q

+ U · U · g · Y + R̂ · g · Y,

where

Ωi
p = gmj∇̂mU

i
jp + (∇̂mU

m
pk − ∇̂pU

m
mk)g

ki.

By using the expression of U , the commutation formula and the gauge condition
Up = gijUp

ij = 0 we have

Ωi
p = g · ∇̂g · ∇̂g +

1

2
gkigml

(
∇̂m∇̂pgkl − ∇̂p∇̂mgkl

)

+
1

2
gkigml

(
∇̂m∇̂pgkl + ∇̂p∇̂lgmk − ∇̂p∇̂kgml

)

= g · ∇̂g · ∇̂g + g · g · g · R̂.

Thus

∆Y i +Ri
pY

p = ∆̂Y i + (g · ∇̂g · ∇̂g + g3 · R̂) · Y + 2gmjU i
jq∇̂mY

q

+ gmjU i
mpU

p
jqY

q.

Combining this with (1.7) gives

∆̂Y i + 2gmjU i
jq∇̂mY

q + gmjU i
mpU

p
jqY

q

= −2nkmjU i
mj + 2∇mY jU i

mj + 2∇mnkim −∇inkmm

+ g · ∇̂g · ∇̂g · Y + g3 · R̂ · Y.

Since ∇mY lU i
ml = gmj∇jY

lU i
ml = gmj∇̂jY

lU i
ml + gmjUp

jqU
i
mpY

q, we obtain

∆̂Y i = gmjU i
mpU

p
jqY

q − 2nkmpU i
mp + 2∇mnkim −∇inkmm

+ g · ∇̂g · ∇̂g · Y + g3 · R̂ · Y

which is the desired equation. �

Lemma 2.2. For any Σ-tangent tensor field F , on each Σt there holds

‖∇̂2F‖L2
x
. ‖∆̂F‖L2

x
+ ‖∇̂g · ∇̂F‖L2

x
+ ‖∇̂F‖L2

x
+ ‖F‖L2

x
.
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Proof. Let dug denote the volume form induced by g on Σt. Then, under the spacial

harmonic gauge, there holds ∇̂i(g
ijdµg) = 0 (see [3, Page 3]). Thus, by integration

by part, we have
∫

Σ

|∇̂2F |2gdµg =

∫

Σ

gijgpq∇̂i∇̂pF
l∇̂j∇̂qFldµg

= −

∫

Σ

(
∇̂pF

l∆̂∇̂qFlg
pq + gij∇̂ig

pq∇̂pF
l∇̂j∇̂qFl

)
dµg

Here and throughout the paper we will ĝ to raise and lower the indices in tensors.
It is easy to check the following commutator formula

(2.7) ∆̂∇̂qFl − ∇̂q∆̂Fl = g · ∇̂g · ∇̂2F + g · R̂ · ∇̂F + g · ∇̂R̂ · F.

Therefore we can derive that∫

Σ

|∇̂2F |2gdµg =

∫

Σ

(
−gpq∇̂pF

l∇̂q∆̂Fl + g · ∇̂g · ∇̂F · ∇̂2F

+(g · R̂ · ∇̂F + g · ∇̂R̂ · F )∇̂F
)
dµg

where the first term is
∫
Σ
∆̂F l∆̂Fldµg by integration by part. �

Lemma 2.3. On each Σt there hold

‖∇̂Y ‖L2
x
. ‖∇̂g‖L2

x
+ 1,(2.8)

‖∇̂2Y ‖L2
x
. ‖(π, ∇̂Y, ∇̂g) · ∇̂g‖L2

x
+ ‖∇̂g‖L2

x
+ 1,(2.9)

‖∇̂3Y ‖L2
x
. ‖∇̂Y, ∇̂g‖H1(‖∇̂g‖

4
3

L∞
x
‖∇̂g‖

2
3

L2
x
+ ‖∇̂g‖L∞

x
)

+ (‖∇̂2g‖L2
x
+ 1) · ‖∇̂g, π‖L∞

x
+ ‖∇̂g‖L2

x
+ 1.(2.10)

Proof. Consider (2.8) first. By using (2.5) and ∇̂j(g
ijdµg) = 0, we have

‖∇̂Y ‖2L2
x
≈

∫
gij∇̂iY

l∇̂jYldµg =

∫
−∆̂Y l · Yldµg

. ‖π · π‖L1
x
+ ‖∇̂g · (∇̂g, π)‖L1

x
+ 1.

In view of (2.2), we thus obtain (2.8).
Next, by using (2.5) we have

‖∆̂Y ‖L2
x
. ‖(π, ∇̂g) · ∇̂g‖L2

x
+ ‖π‖2L4

x
+ 1.

It then follows from Lemma 2.2 that

‖∇̂2Y ‖L2
x
. ‖(π, ∇̂Y, ∇̂g) · ∇̂g‖L2

x
+ ‖∇̂Y ‖L2

x
+ 1.

We thus obtain (2.9) in view of (2.8).
Finally we derive (2.10). From (2.5) and (2.7) we first have

∆̂∇̂Y = ∇̂∆̂Y + [∆̂, ∇̂]Y

= ∇̂π · ∇̂g + π · ∇̂2g + π · ∇̂g · ∇̂g + π · ∇̂π + π · π · ∇̂g

+ ∇̂g · ∇̂2g · Y + ∇̂g · ∇̂g · ∇̂g · Y + ∇̂g · ∇̂g · ∇̂Y + g · ∇̂g · ∇̂2Y

+ g · R̂ · ∇̂Y + g · ∇̂R̂ · Y + ∇̂(g3 · R̂ · Y ).(2.11)
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It is easy to see that the last three terms involving R̂ can be bounded by . 1 +

‖∇̂g‖L2
x
. Note that

‖π · π · ∇̂g‖L2
x
. ‖∇̂g‖L∞

x
‖π‖2L4

x
. ‖∇̂g‖L∞

x
,

‖(∇̂Y, ∇̂g, π) · ∇̂g · ∇̂g‖L2
x
. (‖∇̂g, ∇̂Y ‖H1 + ‖π‖L6

x
)‖∇̂g‖

2
3

L2
x
‖∇̂g‖

4
3

L∞
x
.

Thus, using Lemma 2.2, we can obtain (2.10). �

2.1. Energy estimate for ∇̂g. In order to proceed further, besides (BA1) we also
need the following bootstrap assumption

(BA2) ‖∇̂g‖L2
[0,T ]

L∞
x
+ ‖k‖L2

[0,T ]
L∞

x
≤ B0.

which is a stronger version for the corresponding part in (BA1). The verification
of (BA1) and (BA2) will be carried out in Section 4.

We first introduce some conventions. For any 2-tensors u and v we define

〈u, v〉 := ĝikĝjluijvkl and 〈∇̂u, ∇̂v〉g := gij〈∇̂iu, ∇̂jv〉.

We will use |u|2 := 〈u, u〉 and |∇̂u|2g := 〈∇̂u, ∇̂v〉g .

In the following we will derive some estimates on ∇̂g and the derivatives on Y .
By using the formula

LY uij = ∇̂Y uij + uim∇̂jY
m + umj∇̂iY

m

for any 2-tensor u and the formula under the spatial harmonic gauge,

(2.12) Rij = −
1

2
∆̂gij + R̂ij + g · ∇̂g · ∇̂g

we can derive from (1.3) and (1.4) that the 2-tensors u := g and v := −2k satisfy
the hyperbolic system (1.13) with Fu and Fv given symbolically by

(2.13) Fu = u · ∇̂Y and Fv = 2∇2n+ n · k ∗ k + k ∗ ∇̂Y.

From (1.13), the commutation formula (2.7), we can derive

∂t∇̂u− ∇̂Y ∇̂u = n∇̂v + F∇̂u(2.14)

∂t∇̂v − ∇̂Y ∇̂v = n∆̂∇̂u+ F∇̂v(2.15)

where

F∇̂u = ∇̂Y · ∇̂u+ Y · R̂ · u+ ∇̂n · v + ∇̂Fu,

F∇̂v = ∇̂Y · ∇̂v + Y · R̂ · v + ∇̂n∆̂u+ ∇̂Fv

+ n(g · ∇̂g · ∇̂2u+ g · R̂ · ∇̂u+ g · ∇̂R̂ · u).

It is straightforward to derive that
{

∇̂2Fu = ∇̂2Y · ∇̂g + g · ∇̂3Y + ∇̂Y · ∇̂2g,

∇̂Fv = g · ∇̂2Y · k + 2∇3n+ g · ∇̂k · ∇̂Y + ∇̂(ng · k · k)

and

|∇̂F∇̂u, F∇̂v| ≤ |∇̂2Y · (k, ∇̂g)|+ |∇3n, ∇̂3Y |+ |(∇̂Y,∇n, k, ∇̂g) · ∇̂(∇̂g, k)|

+ |∇̂n · k · (∇̂g, k)|+ |∇̂g · k · ∇̂Y |+ |∇̂g · k · k|+ |∇2n · k|

+ |k|+ |∇̂Y |+ |∇̂g|+ 1.(2.16)
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In order to derive the estimates, we use the energy introduced in [3, Section 2]

(2.17) E(0)(t) = E(0)(u, v)(t) :=
1

2

∫

Σ

(
|u|2 + |∇̂u|2g + |v|2

)
dµg

with u = g and v = −2k.

Proposition 2.4. Under the bootstrap assumption (BA1), there holds

sup
[t0,t0+T ]

‖∇̂g‖L2(Σt) ≤ C.

Proof. Recall that for any vector fields Z tangent to Σt and any scalar function f
there holds

∫
Σt

LZ(fdµg) =
∫
Σt

div(fZ)dµg = 0. Therefore

∂tE
(0)(t) =

1

2

∫

Σt

(∂t − LY )
{
(|u|2 + |∇̂u|2g + |v|2)dµg

}

=

∫

Σt

[
〈u, ∂tu− ∇̂Y u〉+ 〈v, ∂tv − ∇̂Y v〉+ gij〈∇̂iu, (∂t − ∇̂Y )∇̂ju〉

]
dµg

+
1

2

∫

Σt

(∂tg
ij − LY g

ij)〈∇̂iu, ∇̂ju〉dµg

+
1

2

∫

Σt

(|u|2 + |∇̂u|2g + |v|2)(∂t − LY )(dµg)

By using (1.3) we have ∂tg
ij − LY g

ij = 2nkij and (∂t − LY )(dµg) = −nTrkdµg.
These two identities together with (1.13), (2.14) and (2.15) give

∂tE
(0)(t) =

∫

Σt

(
n〈u, v〉+ 〈u, Fu〉+ 〈v, Fv〉+ nkij∇̂iu∇̂ju

)
dµg

+

∫

Σt

g ·
(
∇̂Fu · ∇̂u+ Y · R̂ · u · ∇̂u+ ∇̂Y · ∇̂u · ∇̂u

)
dµg

−
1

2

∫

Σt

nTrk(|u|2 + |∇̂u|2g + |v|2)}dµg.

In view of the bounds on n, |Y | and g, we can derive that

(2.18) ∂tE
(0)(t) .

(
‖k, ∇̂Y ‖L∞ + 1

)
E(0)(t) + ‖∇̂Fu‖L2‖∇̂u‖L2 + ‖v‖L2‖Fv‖L2 .

By using Lemma 2.3 we have

‖∇̂Fu‖L2 ≤ ‖∇̂Y ‖L∞‖∇̂g‖L2 + ‖∇̂2Y ‖L2 . (‖∇̂Y, ∇̂g, π‖L∞ + 1)‖∇̂g‖L2 + 1.

and

‖Fv‖L2 . ‖∇2n‖L2 + ‖k‖2L4 + ‖k‖L6‖∇̂Y ‖L3 . 1 + ‖∇̂2Y ‖L2 + ‖∇̂Y ‖L2

. (‖π, ∇̂Y, ∇̂g‖L∞ + 1)‖∇̂g‖L2 + 1.

Therefore

∂tE
(0)(t) .

(
‖π, ∇̂Y, ∇̂g‖L∞(Σt) + 1

)
E(0)(t) + 1.

This together with the bootstrap assumption (BA1) gives E(0)(t) ≤ E(0)(t0)+ 1 for
all t ∈ [t0, t0 + T ]. The proof is thus complete. �
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We now consider the energy E(1)(t) = E(0)(∇̂u, ∇̂v). From (2.18) it follows easily
that

∂tE
(1)(t) .

(
‖k, ∇̂Y ‖L∞

x
+ 1
)
E(1)(t) +

(
‖∇̂F∇̂u‖L2

x
+ ‖F∇̂v‖L2

x

)√
E(1)(t).

In view of (2.16), we derive

‖∇̂F∇̂u, F∇̂v‖L2
x
. ‖∇̂2Y ‖L2

x
‖∇̂g, k‖L∞

x
+ ‖∇̂3Y ‖L2

x
+ ‖∇3n‖L2

x

+ ‖∇̂Y, ∇̂n, k, ∇̂g‖L∞
x
‖∇̂(∇̂g, k)‖L2

x
+ ‖∇̂g‖L6

x
‖∇̂Y ‖L∞

x
‖k‖L3

x

+ ‖∇̂g‖L∞
x
‖k‖2L4

x
+ ‖π‖3L6

x
+ ‖∇2n‖L2

x
‖k‖L∞

x

+ ‖k‖L2
x
+ ‖∇̂Y ‖L2

x
+ ‖∇̂g‖L2

x
+ 1.

In view of (2.2), (2.3), Proposition 2.4, and (2.8) and (2.10) in Lemma 2.3, we then
have

‖∇̂F∇̂u, F∇̂v‖L2
x
.
(
‖∇̂g, k, ∇̂Y, ∇̂n‖L∞

x
+ ‖|∇̂g‖

4
3

L∞
x

)(
‖∇̂2g‖L2

x
+ 1
)

+ ‖∇̂Y ‖H1

(
‖∇̂g, k‖L∞

x
+ ‖∇̂g‖

4
3

L∞
x
+ 1
)
.

Using this estimate, the inequality ‖∇̂2g‖L2
x
≤
√
E(1)(t), and the Young’s inequal-

ity, we can obtain

∂tE
(1)(t) .

(
1 + ‖k, ∇̂n, ∇̂g, ∇̂Y ‖L∞

x
+ ‖k, ∇̂g‖2L∞

x

)
E(1)(t)

+ ‖k, ∇̂n, ∇̂g, ∇̂Y ‖L∞
x
+ ‖∇̂g‖2L2

x
+ ‖∇̂2Y ‖3L2

x
+ 1

In view of (BA1) and (BA2), it follows easily that

E(1)(t) . E(1)(t0) + 1 + ‖∇̂2Y ‖3L3
tL

2
x
.

This in particular implies that

(2.19) ‖∇̂2g‖L2(Σt) . 1 + ‖∇̂2Y ‖
3/2

L3
tL

2
x
.

On the other hand, it follows from (2.9), (2.2), and Proposition 2.4 that

‖∇̂2Y ‖L2
x
. ‖∇̂Y · ∇̂g‖L2

x
+ ‖∇̂g‖2L4

x
+ ‖π‖2L4

x
+ 1

. ‖∇̂Y ‖
1
2

L6
x
‖∇̂Y ‖

1
2

L2
x
‖∇̂g‖L6

x
+ ‖∇̂g‖2L4

x
+ 1.

Using ‖∇̂Y ‖L6
x
. ‖∇̂2Y ‖L2

x
+ 1 and (2.8) we can obtain

‖∇̂2Y ‖L2
x
. ‖∇̂g‖2L6

x
+ 1 . ‖∇̂2g‖2L2

x
+ 1.

This together with (2.19) gives

(2.20) ‖∇̂2Y ‖L2
x
. 1 + ‖∇̂2Y ‖3L3

tL
2
x
.

Integrating with respect t over [t0, t0 + T ] yields

‖∇̂2Y ‖L3
[t0,t0+T ]

L2
x
. T

1
3

(
1 + ‖∇̂2Y ‖3L3

[t0,t0+T ]
L2

x

)
.

Therefore we can choose a small but universal T > 0 such that ‖∇̂2Y ‖L3
[t0,t0+T ]

L2
x
≤

C for some universal constant C. Consequently, by using (2.19) and (2.20) we can
obtain (2.21) and (2.22) in the following result.
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Proposition 2.5. Under the bootstrap assumption (BA1) and (BA2), there hold

‖g‖H2(Σt) + ‖∇̂k‖L2(Σt) ≤ C,(2.21)

‖∇̂2Y ‖L2(Σt) + ‖∇̂Y ‖L2(Σt) ≤ C,(2.22)

‖e0(∇̂g)‖L2(Σt) + ‖∂t∇̂g‖L2(Σt) ≤ C(2.23)

for all t ∈ [t0, t0+T ] with T > 0 being a universal number, where, for any Σt-tangent

tensor field F , we use the notation e0(F ) := n−1(∂tF − ∇̂Y F ).

Proof. It remains only to prove (2.23). We use (2.14), (2.21) and (2.22) to deduce
that

‖e0(∇̂g)‖L2 . ‖∇̂k‖L2 + ‖∇̂Y ‖L6‖∇̂g‖L3 + ‖∇̂2Y ‖L2

+ ‖∇̂n‖L4‖k‖L4 + ‖Y ‖L∞‖g‖L2 . 1.

Finally, in view of (2.21) we obtain ‖∂t∇̂g‖L2 . ‖e0(∇̂g)‖L2 + ‖∇̂2g‖L2 . 1. �

Lemma 2.6. Under the bootstrap assumptions (BA1) and (BA2), for 3 < p ≤ 6
there hold

‖∇̂3Y ‖L2 . ‖∇̂g, k‖L∞ + 1,(2.24)

‖∇̂Y ‖L∞ . ‖k, ∇̂g‖
3/2−3/p
L∞ + 1.(2.25)

Proof. In view of Proposition 2.5, (2.2), and Lemma 2.2, we obtain from (2.11) that

‖∇̂3Y ‖L2 . ‖∇̂π, ∇̂g‖L2
x
‖∇̂g, π‖L∞

x
+ ‖∇̂2Y · ∇̂g‖L2 + ‖∇̂g, k‖L∞

x
+ 1.

We may write

‖∇̂2Y · ∇̂g‖L2 . ‖∇̂2Y ‖L3‖∇̂g‖L6 . ‖∇̂2Y ‖L3‖∇̂2g‖L2.

Applying the Sobolev type inequality ([25, Lemma 2.5]) to ‖∇̂2Y ‖L3, and using
(2.2), (2.3), (2.21) and (2.22), we can obtain (2.24). Finally we can use the Sobolev
embedding given in [25, Lemma 2.6] to conclude (2.25). �

3. H2+ǫ estimates

In this section, under the bootstrap assumptions (BA1) and (BA2), we will es-

tablish H1+ǫ type energy estimates for k, ∇̂g and Dφ with φ being solutions of
homogeneous wave equation ✷gφ = 0. We will also obtain the H

3
2+ǫ and H2+ǫ

estimates for ∇̂n, ∇̂Y, ne0(n) simultaneously. As the main building block of this
section, established in Appendix III are a series of product estimates in fractional
Sobolev spaces and estimates for commutators between the Littlewood-Paley pro-
jections Pµ and the rough coefficients.

For simplicity of exposition, we fix some conventions. We will use π̃ to denote

any term from the set ∇̂Y , ∇̂n, k, ∇̂g and e0(n), where e0(n) = n−1(∂tn − ∇̂Y n)
as defined before. It follows from Proposition 2.5 and (2.2) that ‖π̃‖H1 ≤ C. We
also introduce the error terms

err1 = g · π̃ · ∇̂π̃, err2 = g · π̃ · π̃ · π̃,(3.1)

where g denotes any product of the components of n, g and Y . We denote by
err(R̂) any term involving R̂ and its derivatives satisfying

(3.2) ‖err(R̂)‖H1(Σt) ≤ C
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for all t ∈ [t0, t0 + T ].

Proposition 3.1. For 0 < ǫ < 1/2 there hold

‖Λ1/2+ǫ
(
∇̂2n, ∇̂(ne0(n)), ∇̂

2Y
)
‖L2 . ‖∇̂g, k‖H1+ǫ + 1,(3.3)

‖Λǫ
(
∇̂3n, ∇̂2(ne0(n)), ∇̂

3Y
)
‖L2 . ‖∇̂g, k‖L∞‖∇̂g, k‖H1+ǫ + 1(3.4)

and, for the error type terms defined in (3.1), there hold

‖Λǫerr1‖L2 . ‖k, ∇̂g‖L∞(‖∇̂g, k‖H1+ǫ + 1) + 1,(3.5)

‖Λǫerr2‖L2 . ‖∇̂g, k‖H1+ǫ + 1.(3.6)

Proof. For any scalar function f it is easy to derive the commutation formula

(3.7) [∆,∇nT]f = −2nkli∇l∇
if −∇inkli∇lf.

To obtain the estimates of ∇̂n and ne0(n), we first use (1.6) and (3.7) to derive the
identities

∆̂∇̂n = ∇̂(n|k|2g) + gR̂ · ∇̂n,(3.8)

∆̂
(
ne0(n)

)
= ne0(n|k|

2
g)− 2nkla∇l∇

an−∇an∇lnk
l
a.(3.9)

In view of (3.8), we have

(3.10) ∆̂∇̂n = n∇̂k · k · g + (∇̂n, k, ∇̂g)3 · (n, g) + err(R̂).

It then follows from (10.3) that

‖Λ−1/2+ǫ∆̂∇̂n‖L2 . ‖∇̂k‖Hǫ‖ng · k‖H1 + ‖(∇̂n, k, ∇̂g)3 · (n, g)‖L2 + ‖err(R̂)‖L2 .

By using (10.30) and ‖π̃‖H1 ≤ C, we can conclude that

(3.11) ‖Λ1/2+ǫ∇̂2n‖L2 . ‖∇̂k‖Hǫ + 1.

In view of (3.9) and (1.13), we have

(3.12) ∆̂
(
ne0(n)

)
= (n∆̂g +∇2n)ng · k + g · π̃ · π̃ · π̃.

Thus, with the help of (10.3) and (3.11), it follows

‖Λ−1/2+ǫ∆̂(ne0(n))‖L2 . (‖∇̂2g‖Hǫ + ‖∇̂2n‖Hǫ)‖g · k‖H1 + ‖g|π̃|3‖L2

. ‖∇̂2g, ∇̂k‖Hǫ + 1

which implies, in view of (10.30) and ‖π̃‖H1 ≤ C, that

(3.13) ‖Λ1/2+ǫ∇̂
(
ne0(n)

)
‖L2 . ‖∇̂2g, ∇̂k‖Hǫ + 1.

Next we use (2.11) and (10.3) to obtain

‖Λ−1/2+ǫ∆̂∇̂Y ‖L2 . ‖∇̂(π, ∇̂g, ∇̂Y )‖Hǫ + ‖err(R̂)‖L2 .

This together with (3.11), (10.30), ‖π̃‖H1 ≤ C and the interpolation inequality
gives

(3.14) ‖Λ1/2+ǫ∇̂2Y ‖L2 . ‖∇̂2Y ‖Hǫ + ‖∇̂2g, ∇̂k‖Hǫ + 1 . ‖∇̂2g, ∇̂k‖Hǫ + 1.

Combining the estimates (3.11), (3.13) and (3.14), we therefore complete the proof
of (3.3).

As a byproduct of (3.3), we have

(3.15) ‖Λǫ∇̂π̃‖L2 . ‖k, ∇̂g‖H1+ǫ + 1.
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It then follows from (10.7) and (3.15) that

(3.16) ‖Λǫ(π̃ · ∇̂π̃)‖L2 . ‖π̃‖L∞‖π̃‖H1+ǫ . (‖k, ∇̂g‖H1+ǫ + 1)‖π̃‖L∞ .

By Lemma 10.2 and (3.15), we have

(3.17) ‖Λǫ(π̃ · π̃ · π̃)‖L2
x
. ‖π̃‖2H1‖π̃‖H1+ǫ . ‖k, ∇̂g‖H1+ǫ + 1.

To treat the factor g in the definition (3.1), in view of ‖g‖H2 ≤ C in Proposition
2.5, using Lemma 10.11, and (3.16) and (3.17), we thus obtain (3.5) and (3.6).

Finally, we consider (3.4) with the help of (10.29). Let F = ne0(n), ∇̂n, ∇̂Y .
Then it follows from (2.2) and (2.22) that ‖F‖H1 . 1. Moreover, the elliptic

equations (3.10), (3.12) and (2.11) can be written symbolically as ∆̂F = err1 +

err2 + err(R̂). In view of (3.5), (3.6), and the definition of err(R̂), we thus obtain
(3.4). �

3.1. First order hyperbolic systems.

3.1.1. Energy estimates. We consider a pair of tensors (u, v) satisfying the first
order hyperbolic system

(3.18)

{
∂tu− ∇̂Y u = nv + Fu

∂tv − ∇̂Y v = n∆̂u+ Fv.

Note that for (u, v) satisfying (3.18), the pair (U1, V1) = (∇̂u, ∇̂v) satisfies an
equation system of the form of (3.18) with

(3.19)

{
FU1 = ∇̂Y m∇̂mu+ ∇̂n · v + ∇̂Fu + Y · R̂ · u

FV1 = ∇̂Y m∇̂mv + ∇̂n · ∆̂u+ nR̂ · ∇̂u+ Y · R̂ · v + ∇̂Fv + n∇̂(R̂ · u)

where the last term in FU1 and FV1 can be dropped in the case that (u, v) is a pair
of scalar functions.

We also can check that the pair of functions (Uµ, V µ) := (Pµu, Pµv) satisfies
(3.18) with FUµ and FV µ given by 2

(3.20)

{
FUµ = [Pµ, Y

m]∂mu+ [Pµ, n]v + PµFu,

FV µ = [Pµ, ng]∇̂2
iju+ PµFv + [Pµ, Y

m]∂mv.

Thus, it is easy to check that (Uµ
1 , V

µ
1 ) := (Pµ∇̂u, Pµ∇̂v) satisfies the system (3.18)

with FUµ
1
and FV µ

1
given by

(3.21)

{
FUµ

1
= [Pµ, Y

m]∂m∇̂u+ [Pµ, n]∇̂v + PµFU1 ,

FV µ
1
= [Pµ, ng]∇̂2

ij∇̂u+ [Pµ, Y
m]∂m∇̂v + PµFV1 .

Lemma 3.2. Let 0 < ǫ < 1/2. Then for FUµ and FV µ defined by (3.20) there hold
the estimates

‖µ
1
2+ǫFUµ‖l2µL2

x
+ ‖µ− 1

2+ǫ∇̂FUµ‖l2µL2
x
. ‖∇̂n, ∇̂Y ‖H1‖∇̂u, v‖Hǫ + ‖µ

1
2+ǫPµFu‖l2µL2

x
,

(3.22)

2We remark that the precise form of the first term in FV µ should be [Pµ, ng∇̂2]u which consists

of [Pµ, ng]∇̂2u and ng[Pµ, Γ̂]∂u. The latter is of much lower order, which not only can be treated

similar to the first term, but also can be done in a much easier way since Γ̂ is smooth. Thus, we
will omit this term for ease of exposition.
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‖µǫ∇̂FUµ‖l2µL2
x
+ ‖µ1+ǫFUµ‖l2µL2

x

. ‖∇̂2Y, ∇̂2n‖
H

1
2
+ǫ‖∇̂u, v‖L2

x
+ ‖∇̂n, ∇̂Y ‖L∞

x
‖∇̂u, v‖Hǫ + ‖µǫ∇̂PµFu‖l2µL2

x
,

(3.23)

and

‖µǫFV µ‖l2µL2
x
. ‖∇̂(ng), ∇̂Y ‖L∞

x
‖∇̂u, v‖Hǫ + ‖µǫPµFv‖l2µL2

x
.(3.24)

Proof. (3.23) follows from (10.21), (3.24) follows from (10.13), and (3.22) follows
from (10.14) and (10.15). �

Lemma 3.3. For 0 < ǫ < 1/2 there hold

‖µ1+ǫ∇̂FUµ‖l2µL2
x
+ ‖µǫ∇̂FUµ

1
‖l2µL2

x
. ‖∇̂2Fu‖Hǫ + I(ǫ, u, v),

(3.25)

‖µǫFV µ
1
‖l2µL2

x
. (‖∇̂g‖L∞

x
+ 1)‖∇̂2u‖Hǫ + ‖∇̂Fv‖Hǫ + I(ǫ, u, v) + ‖∇̂u, v‖Hǫ ,

(3.26)

where

I(ǫ, u, v) = ‖∇̂2Y, ∇̂2n‖
H

1
2
+ǫ‖∇̂

2u, ∇̂v‖L2
x
+ ‖∇̂Y, ∇̂n‖L∞

x
‖∇̂u, v‖H1+ǫ .

Proof. The first part of (3.25) follows from (10.23) and (3.20). In order to prove
the second part of (3.25), we may use the same argument for deriving (3.23) to
obtain

‖µǫ∇̂FUµ
1
‖l2µL2

x
. I(ǫ, u, v) + ‖µǫ∇̂PµFU1‖l2µL2

x
.

In view of (3.19), we apply (10.26) to obtain

‖µǫ∇̂PµFU1‖l2µL2
x
. I(ǫ, u, v) + ‖µǫ∇̂Pµ∇̂Fu‖l2µL2

x
+ ‖Λǫ∇̂(Y · R̂ · u)‖L2

. I(ǫ, u, v) + ‖µǫ∇̂Pµ∇̂Fu‖l2µL2
x
.

Combining the above two estimates, we therefore obtain the second part of (3.25).
Next we prove (3.26). We first apply Lemma 10.6 to derive that

‖µǫFV µ
1
‖l2µL2

x
. ‖∇̂(ng)‖L∞‖∇̂2u‖Hǫ + ‖∇̂Y ‖L∞‖∇̂v‖Hǫ + ‖µǫPµFV1‖l2µL2

x
.

(3.27)

By using Lemma 10.11 we have

‖µǫPµFV1‖l2µL2
x
. ‖∇̂Y ‖L∞

x
‖∇̂v‖Hǫ + ‖∇̂2Y ‖

H
1
2
+ǫ‖∇̂v‖L2

x
+ ‖∇̂n‖L∞

x
‖∆̂u‖Hǫ

+ ‖∇̂2n‖
H

1
2
+ǫ‖∆̂u‖L2

x
+ ‖nR̂ · ∇̂u‖Hǫ + ‖Y R̂ · v‖Hǫ + ‖∇̂Fv‖Hǫ .

With the help of Lemma 10.11 and ‖π̃‖H1 ≤ C, we obtain

‖∆̂u‖Hǫ . ‖µǫgijPµ∇̂
2
iju‖l2µL2

x
+ ‖µǫ[Pµ, g

ij]∇̂2
iju‖l2µL2

x

. ‖∇̂2u‖Hǫ + ‖∇̂g‖
H

1
2
+ǫ‖∇̂

2u‖L2
x
. ‖∇̂2u‖Hǫ ,

‖nR̂ · ∇̂u‖Hǫ . ‖µǫ[Pµ, nR̂]∇̂u‖l2µL2
x
+ ‖∇̂u‖Hǫ

. ‖∇̂u‖Hǫ + ‖∇̂(nR̂)‖
H

1
2
+ǫ‖∇̂u‖L2

x
. ‖∇̂u‖Hǫ

Similarly, we have with the help of ‖∇̂Y ‖H1 ≤ C that ‖Y · R̂ · v‖Hǫ . ‖v‖Hǫ .
Therefore

‖µǫPµFV1‖l2µL2
x
. I(ǫ, u, v) + ‖∇̂Fv‖Hǫ + ‖∇̂u‖Hǫ + ‖v‖Hǫ .
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Combining this estimate with (3.27) we thus obtain (3.26). �

In the following we will derive the estimates on ‖∇̂2g‖Hǫ and ‖∇̂k‖Hǫ . Recall
the energy E(0)(u, v) defined in (2.17). Let Pµ be the Littlewood-Paley projection
with frequency size µ, we can introduce

E(1)
µ (t) = E(1)

µ (u, v) := E(0)(Pµ∇̂u, Pµ∇̂v),

and the energy

(3.28) E(1+ǫ)(u, v)(t) :=
∑

µ>1

µ2ǫE(1)
µ (u, v)(t) +

1∑

i=0

E(i)(u, v)(t).

In view of (2.18) we can derive that

∂tE
(1)
µ (t) ≤

(
‖k, ∇̂Y ‖L∞ + 1

)
E(1)
µ (t) + ‖∇̂FUµ

1
‖L2‖∇̂Uµ

1 ‖L2 + ‖V µ
1 ‖L2‖FV µ

1
‖L2 .

(3.29)

Hence, by the Cauchy-Schwartz inequality, we obtain

∂t

(
∑

µ

µ2ǫE(1)
µ (t)

)
≤
(
‖k, ∇̂Y ‖L∞ + 1

)∑

µ

µ2ǫE(1)
µ (t)

+ ‖µǫ∇̂FUµ
1
‖l2µL2‖µǫ∇̂Uµ

1 ‖l2µL2 + ‖µǫV µ
1 ‖l2µL2‖µǫFV µ

1
‖l2µL2 .(3.30)

We will apply (3.30) to the pair (u, v) = (g,−2k) and (2.13) to derive en-

ergy estimates. Lemma 3.3 will be used to estimate the terms ‖µǫ∇̂FUµ
1
‖l2µL2 and

‖µǫFV µ
1
‖l2µL2 which involve terms related to Fu and Fv. The following result gives

such estimates.

Lemma 3.4. For 0 < ǫ < 1/2 there hold

‖Λǫ∇̂2Fu‖L2
x
+ ‖Λǫ∇̂Fv‖L2

x
. (‖∇̂g, ∇̂Y, k, ∇̂n‖L∞

x
+ 1)‖∇̂g, k‖H1+ǫ ,(3.31)

‖Λ
1
2+ǫ∇̂Fu‖L2

x
. ‖∇̂g, k‖H1+ǫ + 1.(3.32)

Proof. Recall Fu and Fv from (2.13). By straightforward calculation, symbolically
we have

∇̂2Fu = g · ∇̂3Y + err1 + err2, ∇̂Fv = ∇̂∇2n+ err1 + err2.

where err1 and err2 denote the terms introduced in (3.1). Then (3.31) follows from

Proposition 3.1. Applying Lemma 10.13 to F = g and G = ∇̂Y , and using (3.3)
and (2.22) we obtain

‖Λǫ+ 1
2 ∇̂(g · ∇̂Y )‖L2

x
. ‖∇̂g‖H1+ǫ‖∇̂Y ‖H1 + ‖g‖L∞‖∇̂2Y ‖

H
1
2
+ǫ . ‖∇̂g, k‖H1+ǫ + 1

which gives (3.32). �

Proposition 3.5. For 0 < ǫ ≤ s− 2 there holds

‖∇̂2g(t)‖Hǫ + ‖∇̂k(t)‖Hǫ ≤ C(3.33)

and for any pair (u, v) satisfying (3.18) there holds

E(1+ǫ)(u, v)(t) . E(1+ǫ)(t0) +

∫ t

t0

(
‖∇̂u‖H1+ǫ‖∇̂Fu‖H1+ǫ + ‖v‖H1+ǫ‖Fv‖H1+ǫ

)
.

(3.34)



21

Proof. Now we consider the energy defined by (3.28) for the pair (u, v) = (g,−2k)
by using (3.30). In view of (2.3), Propositions 2.4 and Proposition 2.5, we have

(3.35) E(1) + E(0) ≤ C.

Combining this fact with (3.3), we have

I(ǫ, u, v) .
(
‖∇̂Y, ∇̂n‖L∞ + 1

)√
E(1+ǫ)(u, v).

This together with Lemma 3.3, Lemma 3.4 and (3.30) implies

∂t

(
∑

µ

µ2ǫE(1)
µ (t)

)
≤
(
‖k, ∇̂Y ‖L∞ + 1

)∑

µ

µ2ǫE(1)
µ (t)

+
(
‖k, ∇̂g, ∇̂Y, ∇̂n‖L∞ + 1

)
E(1+ǫ)(u, v).

which combined with (3.35) gives

∂t

(
∑

µ

µ2ǫE(1)
µ (t)

)
.
(
‖k, ∇̂g, ∇̂Y, ∇̂n‖L∞ + 1

)(∑

µ

µ2ǫE(1)
µ (t) + 1

)
.(3.36)

By the bootstrap assumption (BA1), we obtain E(1+ǫ)(u, v)(t) . E(1+ǫ)(u, v)(t0)+1
for t0 ≤ t ≤ t0 + T which implies (3.33).

It remains to prove (3.34). From (3.33), (3.3) and Sobolev embedding, it follows
that

‖∇̂Y,∇̂n, ne0(n)‖L∞ + ‖Λ1/2+ǫ(∇̂2Y, ∇̂2n, ∇̂(ne0(n)))‖L2 . ‖∇̂(∇̂g, k)(t0)‖Hǫ + 1.

(3.37)

Thus for any pair (u, v) satisfying (3.18) there holds I(ǫ, u, v) . ‖∇̂u, v‖H1+ǫ on

Σt. We will rely on Lemma 3.3 to treat ‖µǫ∇̂FUµ
1
‖l2µL2 and ‖µǫV µ

1 ‖l2µL2 in (3.30).

We then obtain from (3.30) that

∂t

(
∑

µ

µ2ǫE(1)
µ (t)

)
≤
(
‖k, ∇̂Y, ∇̂g‖L∞ + 1

)∑

µ

µ2ǫE(1)
µ (t)

+ (‖∇̂2Fu‖Hǫ + ‖∇̂Fv‖Hǫ + ‖∇̂u, v‖H1)
∑

µ

µ2ǫE(1)
µ (t).(3.38)

Now we consider lower order energy E(1)(u, v), by using (3.19) for the pair (U1, V1) =

(∇̂u, ∇̂v) and

‖∇̂FU1 , FV 1‖L2
x
. ‖∇̂u, v‖H1 + ‖u‖L2

x
+ ‖∇̂2Fu‖L2

x
+ ‖∇̂Fv‖L2

x

which can be derived by using Sobolev embedding and (3.37). By (2.18), we derive

∂tE
(1)(u, v)(t) .

(
‖k, ∇̂Y ‖L∞ + 1

)
E(1)(u, v)(t)

+ ‖∇̂2u, ∇̂v‖L2
x
(‖∇̂(∇̂Fu, Fv)‖L2 + ‖∇̂u, v‖H1 + ‖u‖L2

x
).(3.39)

For E(0)(u, v)(t), we employ (2.18) again. Combining (3.38), (3.39), (2.18), Lemma
3.3 and the Gronwall inequality gives (3.34). �
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3.1.2. Geometric wave operator. For the pair (u, v) satisfying (3.18), we can show
that u satisfies the geometric wave equation

(3.40) n2
✷gu = −(nFv + ne0(Fu)) + e0(n)Fu − n2π0a∇

au+ n2Trk e0(u).

Indeed, relative to an orthonormal frame e0 := T, ej, j = 1, 2, 3, by straightforward
calculation we have

gijD2
iju = ∆u+TrkDTu, DTDTu = e0(e0(u)) + π0j∇

ju.

Since ✷gu = −DTDTu+ gijD2
iju, we obtain

(3.41) n2
✷gu = −n2e0(e0(u)) + n2∆̂u− n2π0j∇

ju+ n2TrkDTu.

In view of (3.18) we have

ne0(ne0(u)) = ne0(n) · v + n2∆̂u+ nFv + ne0(Fu).

Combining this with (3.41) and using (3.18) we obtain (3.40) as desired.
Therefore, if ψ is a solution of the geometric wave equation

(3.42) ✷gψ =W,

we can check by (3.40) that (u, v) := (ψ, e0(ψ)) satisfies the hyperbolic system

(3.43)
e0(u) = v, ne0(v) = n∆̂u+ Fv,
Fu = 0, Fv = −nW − nπ0j∇ju+ nvTrk.

Lemma 3.6. Let ψ be a scalar function satisfying the geometric wave equation
✷gψ = 0. Then for 0 < ǫ ≤ s− 2 there holds

(3.44) ‖∇̂Fv‖Hǫ . ‖∇̂(∇̂ψ, e0(ψ))‖Hǫ .

Proof. Indeed, in view of (10.26) and Trk = t we have

‖∇̂Fv‖Hǫ . ‖∇̂2n‖
H

1
2
+ǫ‖∇̂

2u‖L2
x
+ ‖∇̂n‖L∞

x
‖∇̂2u‖Hǫ + ‖∇̂v‖Hǫ .

Since 0 < ǫ ≤ s−2, we have from (3.37) that ‖∇̂Fv‖Hǫ . ‖∇̂2u‖L2
x
+‖∇̂(∇̂u, v)‖Hǫ

which gives the estimate. �

It is standard to derive for ψ satisfying ✷gψ = 0 that

(3.45) ‖Dψ(t)‖L2 . ‖Dψ(t1)‖L2 , t0 ≤ t1 ≤ t ≤ t0 + T.

We now give the following energy estimate.

Proposition 3.7. Let ψ be a scalar function satisfying the geometric wave equation
✷gψ = 0. Then for any 0 < ǫ < 1/2 and t0 ≤ t1 ≤ t ≤ t0 + T there hold the energy
estimates

(3.46) E(i)(ψ, e0(ψ))(t) .
∑

0≤j≤i

E(j)(ψ, e0(ψ))(t1), i = 0, 1,

and

E(1+ǫ)(ψ, e0(ψ))(t) . E(1+ǫ)(ψ, e0(ψ))(t1)

Proof. Since (u, v) = (ψ, e0(ψ)) satisfies (3.43) with W = 0, we can easily derive
that

‖Fv‖L2
x
. (‖∇̂n‖L∞

x
+ ‖Trk‖L∞

x
)
(
E(0)(u, v)

) 1
2
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Recall that Fu = 0, an application of (2.18) gives (3.46) with i = 0. The case i = 1

can be proved by employing (2.18) with (U1, V 1) := (∇̂ψ, ∇̂(e0(ψ))). Indeed, in
view of (3.19) and (3.37), we have

‖FV 1 , ∇̂FU1‖L2
x
. ‖∇̂Fv‖L2

x
+ (E(1)(u, v))

1
2 ,

and

‖∇̂Fv‖L2
x
. (‖∇̂∇n‖L3

x
+ ‖∇̂n‖L∞

x
)‖∇̂u‖H1 + (‖∇̂v‖L2

x
+ ‖∇̂n‖L∞

x
‖v‖L2

x
)‖Trk‖L∞

x

.
(
E(1)(u, v)(t)

) 1
2

+
(
E(0)(u, v)(t)

) 1
2

.

By substituting to (2.18), we can complete the proof of (3.46). Using (3.34), (3.44)
and the Gronwall inequality, we can complete the proof of Proposition 3.7. �

Consider either (u, v) = (g,−2k) in view of (1.13), or the solution of ✷gψ = 0
in view of the reduction in (3.43) with (u, v) = (ψ, e0(ψ)) and W = 0 therein. For
0 < ǫ ≤ s− 2 we have obtained Proposition 3.5 and Proposition 3.7, which can be
rewritten as

(3.47) E(1+ǫ)(u, v)(t) . E(1+ǫ)(u, v)(t0) + 1, t0 ≤ t ≤ t0 + T.

By the inequality (3.29), we have

sup
t0≤t≤t0+T

µ2ǫE(1)
µ (t) ≤ µ2ǫE(1)

µ (t0)

+

∫ t0+T

t0

(
‖µǫ∇̂FUµ

1
‖L2‖µǫ∇̂Uµ

1 ‖L2 + ‖µǫV µ
1 ‖L2‖µǫFV µ

1
‖L2

)
dt.

Using Lemma 3.3 together with Young’s inequality, we have

(
∑

µ

sup
t0≤t≤t0+T

µ2ǫE(1)
µ (t)

) 1
2

.
(
E(1+ǫ)(t0)

) 1
2

+

∫ t0+T

t0

(
‖µǫPµ(∇̂

2Fu)‖l2µL2
x
+ ‖µǫ∇̂PµFv‖l2µL2

x

)
.

We then conclude that

Proposition 3.8. For 0 < ǫ ≤ s− 2 there holds

(
∑

µ

sup
t0≤t≤t0+T

µ2ǫE(1)
µ (t)

) 1
2

. ‖∇̂u, v‖H1+ǫ(t0)

+

∫ t0+T

t0

(
‖µǫPµ(∇̂

2Fu)‖l2µL2
x
+ ‖µǫ∇̂PµFv‖l2µL2

x

)
.

3.2. Flux. In view of (2.14) and (2.15), we can see that (u, v) := (∇̂g,−2∇̂k)
satisfies the hyperbolic system (3.18) with

(3.48)





Fu = g∇̂2Y + ∇̂Y · ∇̂g + Y · R̂ · g + ∇̂n · k,

Fv = ∇̂(2∇2n+ n ∗ k ∗ k + k ∗ ∇̂Y ) + ∇̂n∆̂g + ∇̂Y · ∇̂k + Y · R̂ · k

+n(g · ∇̂g · ∇̂2g + g · R̂ · ∇̂g + g · ∇̂R̂ · g).
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By straightforward calculation we have
{

∇̂Fu = g · ∇̂3Y + err1 + err2 + err(R̂),

Fv = ∇̂3n+ err1 + err2 + err(R̂).

Next we give the first order hyperbolic system for the pair (k,E). Recall that
(see [2, (3.11a)])

n−1(∂t − LY )Eij = curlHij − n−1(∇n ∧H)ij −
5

2
(E × k)ij

−
2

3
(E ∗ k)gij −

1

2
TrkEij ,(3.49)

where, for any symmetric 2-tensor F ,

(3.50) curlFab =
1

2
(ǫ cd

a ∇dFcb + ǫ cd
b ∇dFca).

with ǫ cd
a denoting the components of the volume form of (Σt, g). When divF = 0

and TrF = t, symbolically we can obtain the identity

(3.51) curl curlF = −∆̂F +Ric ∗ F + ∇̂g · ∇̂g · g · F

In view of curl k = −H , we can use (3.51) with F = k to treat the term curlH in
(3.49). Consequently we obtain

(3.52) n−1(∂t − LY )Eij = ∆̂k +Ric ∗ k + ∇̂g · ∇̂g · k · g +∇n ∗H + k ∗ k ∗ k.

By coupling (3.52) with (1.4), we can see that the pair (u, v) := (k,E) satisfies the
first order hyperbolic system (3.18) with

(3.53)

{
Fu = ∇2

ijn+ nk ∗ k + k · ∇̂Y,

Fv = nR ∗ k + n∇̂g · ∇̂g · g · k +∇n ∗H + nk ∗ k ∗ k + E · ∇̂Y.

Using the Gauss equation E = Ric+ k ⋆ k and (2.12) to treat E, we have
{

∇̂Fu = ∇̂3n+ err1 + err2 + err(R̂),

Fv = err1 + err2 + err(R̂).

In view of Proposition 3.1, we obtain

Proposition 3.9 (Remainder estimates). Let (Fu, Fv) be defined by either (3.48)
or (3.53). Then for any 0 < ǫ < 1/2 there hold

(3.54)

{
‖∇̂Fu‖Hǫ + ‖Fv‖Hǫ . (‖∇̂g, k‖L∞ + 1)‖∇̂g, k‖H1+ǫ ,

‖Fu‖H1/2+ǫ . ‖Λǫ∇̂(k, ∇̂g)‖L2

and

(3.55) ‖∇̂Fu‖L2 + ‖Fv‖L2 . (‖∇̂g, k‖L∞ + 1)‖∇̂g, k‖H1 .

We now fix a point p in Σ × I and use Γ+ to denote the time axis passing
through p which is defined to be the integral curve of the forward unit normal T
with Γ+(tp) = p. We use Γt to denote the intersection point of Γ with Σt. Let u be
the outgoing solution of the eikonal equation gαβ∂αu∂βu = 0 satisfying the initial
condition u(Γt) = t − tp on the time axis. We will call this u an optical function.
We denote by Cu the level sets of u which are the outgoing null cones with vertex
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on the time axis. Let St,u = Cu ∩ Σt and let {e1, e2} be an orthonormal frame on
St,u. Let N be the exterior unit normal, along Σt, to the surface St,u. We define

(3.56) b−1 := T(u), L := T+N, L := T−N = 2T− L.

We will call L,L the canonical null pair. Then {e1, e2, e3 := L, e4 := L} also forms
a null frame.

For 0 < u ≤ t0 + T − tp and tp ≤ t1 ≤ t2 ≤ t0 + T , we introduce the null
hypersurface H := ∪t1≤t≤t2St,u. We will use D+ to denote the region enclosed by
H, Σt1 and Σt2 . For any scalar function ψ we introduce the flux

F [ψ] =

∫

H

(
|Lψ|2 + γAB /∇Aψ /∇Bψ

)
,

where γ is the induced metric on St,u and /∇ is the corresponding covariant differ-
entiation. For any scalar functions φ and ψ we introduce the energy-momentum
tensor

(3.57) Q[φ, ψ]µν =
1

2
(DµφDνψ +DνφDµψ)−

1

2
gµν(g

αβDαφDβψ).

Let Q[ψ] := Q[ψ, ψ] and define the energy

Q(ψ)(t) :=

∫

Σt

Q[ψ](T,T)dµg.

It is straightforward to check F [ψ] = 2
∫
Cu
Q[ψ](T, L).

For any Σ-tangent tensor field Fµ, we set

(3.58) ∇LFi = eµi L
νDνFµ, /∇AFi = eµi ∇AFµ

and introduce the norms

|∇LF |
2
g := gijDLFiDLFj , | /∇F |2g := γABgij /∇AFi /∇BFj .

We will drop the subscript g in the definition of norms whenever there occurs no
confusion.

Following the same proof in [25, Section 5], we can obtain the following result
on tensorial k-flux.

Proposition 3.10. Under the bootstrap assumption (BA1), for the tensorial k-flux
there holds on the null cone Cu the estimate

∫

Cu

(
| /∇k|2g + |∇Lk|

2
g

)
≤ C.

The following estimate is the main result of this subsection.

Proposition 3.11. Let the bootstrap assumptions (BA1) and (BA2) hold. Let f

be the scalar components of ∇̂g and k. Then for 0 < ǫ ≤ s− 2 there holds

F
1
2 [f ] + ‖µǫF

1
2 [Pµf ]‖l2µ ≤ C.

In the following we will give the proof of Proposition 3.11. By the standard
energy estimate we have

F [ψ] ≤ |Q(ψ)(t2)−Q(ψ)(t1)|

+

∫ t2

t1

Q
1
2 (ψ)(t′)‖✷gψ‖L2

x
+

∫ t2

t1

C(‖π‖L∞
x
+ 1)Q(ψ)(t′)dt′.(3.59)
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Recall that (∇̂g,−2∇̂k) and (k,E) satisfy the first order hyperbolic system (3.18).

Thus, for ψ = ∇̂g or k, the expression of ✷gψ derived from (3.40) contains time

derivatives of the shift vector field Y since Fu contains the term ψ · ∇̂Y and other
terms involving Y . The lack of control onDTY makes it impractical to apply (3.59)

directly to ψ = ∇̂g, k.
To get around the difficulty, we consider the following modified energy momen-

tum tensor

P̃µ = −n−1FuDµu+QµνT
ν +

1

2
(n−1Fu)

2nDµ(t).

When (u, v) satisfies the system (3.18), u must satisfy (3.40). We claim that

DµP̃µ =
(
−π0a∇

au+Trke0(u)− n−1Fv

)
v −Di(n−1Fu)Diu+Qµν

(T)πµν .

(3.60)

Indeed, since (3.18) implies −n−1Fu +DTu = v, we have from the definition of P̃µ

that

DµP̃µ = −Dµ(n−1Fu)Dµu− n−1Fu✷gu+DµQµνT
ν +Qµν

(T)πµν

+ (n−1Fu)D
µ(n−1Fu)nDµt

= D0(n
−1Fu)D0u−Di(n−1Fu)Diu− n−1Fu✷gu+✷guDTu+Qµν

(T)πµν

+ (n−1Fu)D
µ(n−1Fu)nDµt

= (−n−1Fu +DTu)(✷gu+D0(n
−1Fu))−Di(n−1Fu)Diu+Qµν

(T)πµν

=
(
✷gu+D0(n

−1Fu)
)
v −Di(n−1Fu)Diu+Qµν

(T)πµν .

In view of (3.40), we obtain (3.60).

By the divergence theorem we have for P̃µ that

(3.61)

∫

H
LµP̃µ =

∫

Σt2∩D+

P̃µT
µ −

∫

Σt1∩D+

P̃µT
µ −

∫

D+

DµP̃µ.

Note that
∫

H
LµP̃µ =

∫

H

1

2
(|DLu|

2 + | /∇u|2 + (n−1Fu)
2)− n−1FuDLu

=

∫

H

1

2
(
1

2
|DLu|

2 + | /∇u|2 − (n−1Fu)
2) + (

1

2
DLu− n−1Fu)

2.

Thus ∫

H

1

2
(
1

2
|DLu|

2 + | /∇u|2) ≤

∫

H
LµP̃µ +

1

2
(n−1Fu)

2.

Also using (3.61), we obtain
(3.62)

F [u](H) .

∫

H

1

2
(n−1Fu)

2 +

∣∣∣∣∣

∫

Σt2∩D+

P̃µT
µ −

∫

Σt1∩D+

P̃µT
µ

∣∣∣∣∣+
∣∣∣∣
∫

D+

DµP̃µ

∣∣∣∣ .

Now consider the terms on the right of (3.62). By trace inequality,
∫

H
(n−1Fu)

2 .

∫ t2

t1

‖Fu‖H1‖Fu‖L2
x
.(3.63)
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By definition of P̃µ and C−1 < n < C, for any 0 < t′ ≤ T ,

(3.64)

∣∣∣∣∣

∫

Σt′∩D+

TµP̃µ

∣∣∣∣∣ . ‖Du‖2L2
x
+ ‖Fu‖

2
L2

x
.

For the third term, by (3.60), there holds
∣∣∣∣
∫

D+

DµP̃µ

∣∣∣∣ ≤
∫ t

t0

‖(T)π‖L∞
x
‖Du‖L2

x
(‖v‖L2

x
+ ‖Du‖L2

x
)

+

∫

D+

∣∣n−1vFv +Di(n−1Fu)Diu
∣∣ .(3.65)

Proof of Proposition 3.11. We first apply (3.65) to the modified energy momentum

tensor P̃µ corresponding to (u, v) = (∇̂g,−2∇̂k) or (k,E). In view of (3.55), we
obtain ∣∣∣∣

∫

D+

DµP̃µ

∣∣∣∣ . ‖∇̂g, k‖L1
tL

∞
x
‖∇̂g, k‖2L∞

t H1 .

By Proposition 2.5 and (3.55) we have
∣∣∣∣∣

∫

Σt′∩D+

TµP̃µ

∣∣∣∣∣ ≤ C and

∫

H
(n−1Fu)

2 ≤ C.

Therefore we can conclude that F [∇̂g, k] ≤ C.

Recall again that (u, v) = (∇̂g,−2∇̂k) and (k,E) satisfy (3.18) with (Fu, Fv)
given by (3.48) and (3.53) respectively. Then the pair (Uµ, V µ) = (Pµu, Pµv)
satisfies (3.18) with (FUµ , FV µ) given by in (3.20). In view of (3.22)–(3.24), (3.33),
and Proposition 3.9, we have

‖µ
1
2+ǫFUµ‖l2µL2 + ‖µ− 1

2+ǫ∇̂FUµ‖l2µL2
x
. ‖∇̂(∇̂g, k)‖Hǫ . 1,(3.66)

‖µǫ∇̂FUµ‖l2µL2 .
(
‖k, ∇̂g‖L∞

x
+ 1
)
‖∇̂(∇̂g, k)‖Hǫ . ‖k, ∇̂g‖L∞

x
+ 1,(3.67)

‖µǫFV µ‖l2µL2 .
(
‖k, ∇̂g‖L∞

x
+ 1
)
‖∇̂(∇̂g, k)‖Hǫ . ‖k, ∇̂g‖L∞

x
+ 1.(3.68)

Define

(3.69) B(1)
µ = µ2ǫ‖FUµ‖H1‖FUµ‖L2

x
.

Similar to (3.63), we have
∫
H µ2ǫ(n−1FUµ)2 .

∫ t2
t1

B
(1)
µ . Using (3.66), it yields

(3.70)
∑

µ>1

B(1)
µ . ‖µǫ− 1

2FUµ‖l2µH1‖µǫ+ 1
2FUµ‖l2µL2

x
≤ C

In view of (3.65), it follows that

∑

µ>1

∣∣∣∣
∫

D+

µ2ǫDαP̃α

∣∣∣∣

.

∫ t2

t1

(
‖(T)π‖L∞

x

∑

µ>1

‖µǫ(Pµ∂u, Pµv)‖
2
L2

x
+
∑

µ>1

‖µǫFV µ‖L2
x
‖µǫPµv‖L2

x

+
∑

µ>1

‖µǫ∇̂FUµ‖L2
x
‖µǫDiPµu‖L2

x

)
.



28 QIAN WANG

Using (3.66)-(3.68), we obtain

(3.71)
∑

µ>1

∣∣∣∣
∫

D+

µ2ǫDαP̃α

∣∣∣∣ . ‖(T)π, ∇̂g, ∇̂Y ‖L1
tL

∞
x
‖∇̂(∇̂g, k)‖2Hǫ ≤ C.

In view of (3.64), (3.66) and (3.33),
∣∣∣∣∣

∫

Σt′∩D+

µ2ǫTαP̃α

∣∣∣∣∣ .
∑

µ>1

µ2ǫ(‖DPµu‖
2
L2

x
+ ‖FUµ‖2L2

x
) ≤ C(3.72)

We conclude in view of (3.70), (3.71) and (3.72) that
∑

µ>1

µ2ǫ(F [Pµ∇̂g] + F [Pµk]) ≤ C.

The proof is thus complete. �

4. Strichartz estimate and Main estimates

In this section we will show that (BA1) and (BA2) can be improved. For ease
of exposition, we shift the origin of time coordinate to t0 and consider [0, T ]× Σ.
Now we make the following additional bootstrap assumption: there is a constant
B0 such that

‖µδPµ∇̂g‖l2µL2
[0,T ]

L∞
x
+ ‖µδPµk‖l2µL2

[0,T ]
L∞

x
≤ B0,(BA3)

where 0 < δ < s− 2 is a sufficiently small number. As an immediate consequence
of (BA2), (BA3), and (10.27), there holds

‖µδPµ(g∇̂g)‖l2µL2
[0,T ]

L∞
x

. B0.

This estimate will always be used together with (BA3). Our goal is to show that
the estimates in (BA1), (BA2) and (BA3) can be improved by shrinking the time
interval if necessary. We will achieve this by establishing the following main esti-
mates.

Theorem 4.1 (Main Estimates). Let (BA2) and (BA3) hold for some sufficiently
small number 0 < δ < s − 2. Then for any number q > 2 that is sufficiently close
to 2 there holds

‖∇̂g, k‖L2
[0,T ]

L∞
x
+ ‖µδPµ(∇̂g, k)‖l2µL2

[0,T ]
L∞

x
. T

1
2− 1

q .

If φ is a function satisfying ✷gφ = 0, then there holds

‖∂φ‖2L2
IL

∞
x
+ ‖µδPµ∂φ‖

2
l2µL

2
IL

∞
x

≤ CT 1− 2
q ‖∇̂φ, e0φ‖

2
H1+ǫ(0).

4.1. Decay estimate ⇒ Strichartz estimates. Let us rescale the coordinate
(t, x) → ( t

λ ,
x
λ) for some positive constant λ. We first prove Strichartz estimate by

assuming the following decay estimate.

Theorem 4.2 (Decay estimate). Let 0 < ǫ0 < s − 2 be a given number. There
exists a large number Λ such that for any λ ≥ Λ and any solution ψ of the equation

(4.1) ✷gψ = 0

on the time interval I∗ = [0, t∗] with t∗ ≤ λ1−8ǫ0T there is a function d(t) satisfying

(4.2) ‖d‖
L

q
2
. 1, for q > 2 sufficiently close to 2
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such that for any 0 ≤ t ≤ t∗ there holds

(4.3) ‖Pe0ψ(t)‖L∞
x

≤

(
1

(1 + t)
2
q

+ d(t)

)
(‖ψ[0]‖H1 + ‖ψ(0)‖L2),

where ψ[0] := (ψ(0), ∂tψ(0)) and ‖ψ[0]‖H1 := ‖∇̂ψ(0)‖L2 + ‖∂tψ(0)‖L2 .

Using Theorem 4.2, we can prove the following result.

Theorem 4.3 (Dyadic Strichartz estiamte). There is a large universal constant
C0 such that if on the time interval I∗ := [0, t∗] there holds

(4.4) C0‖π, ∇̂g, ∇̂Y ‖L1
I∗

L∞
x

≤ 1,

then for any φ satisfying the wave equation ✷gφ = 0 and q > 2 sufficiently close to
2, there holds

(4.5) ‖P∂φ‖Lq
I∗

L∞
x

. ‖φ[0]‖H1 ,

where P denote the Littlewood-Paley projection on the frequency domain {1/2 ≤
|ξ| ≤ 2}.

We will prove Theorem 4.3 by adapting a T T ∗ argument from [11, 12]. Applying
the T T ∗ argument therein directly to our setting requires the control over ∂g
including the undesired quantity DTY . To get around this difficulty, we give a
careful refinement.

Definition 4.4. Let ω := (ω0, ω1) ∈ H1(Σ) × L2(Σ). We denote by φ(t; s, ω) the
unique solution of the homogeneous geometric wave equation ✷gφ = 0 satisfying
the initial condition φ(s; s, ω) = ω0 and D0φ(s; s, ω) = ω1. We set Φ(t; s, ω) :=
(φ(t; s, ω),D0φ(t; s, ω)). By uniqueness we have Φ (t; s,Φ(s; t0, ω)) = Φ(t; t0, ω).

We first show that

(4.6) ‖P (e0φ)‖Lq
I∗

L∞
x

. ‖φ[0]‖H1 .

To this end, we let H := H1(Σ)× L2(Σ) endowed with the inner product

〈ω, v〉 =

∫

Σ

(
ω1 · v1 + δijDiω0 ·Djv0

)

relative to the orthornormal frame {e0 = T, ei = 1, 2, 3}. Let I = [t′, t∗] with

0 ≤ t′ ≤ t∗ and let X = Lq
IL

∞
x . Then the dual of X is X ′ = Lq′

I L
1
x, where

1/q′ + 1/q = 1. Let T (t′) : H → X be the linear operator defined by

(4.7) T (t′)ω := PD0φ(t; t
′, ω),

where φ := φ(t; t′, ω) is the unique solution of ✷gφ = 0 satisfying φ(t′) = ω0 and
D0φ(t

′) = ω1 with ω := (ω0, ω1).
By using the Bernstein inequality for LP projections and the energy estimate it

is easy to see that T (t′) : H → X is a bounded linear operator, i.e.

(4.8) ‖T (t′)ω‖X = ‖P (e0φ)‖Lq
IL

∞
x

≤ C(λ)‖Dφ(t′)‖L2
x

for some constant C(λ) possibly depending on λ. Let M(t′) := ‖T (t′)‖H→X . Then
M(t′) <∞, and for the adjoint T (t′)∗ : X ′ → H we have

‖T (t′)∗‖X′→H =M(t′), ‖T (t′)T (t′)∗‖X′→X =M(t′)2.
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Note that M(·) is a continuous function on I∗, whose maximum, denoted by M , is
achieved at certain t0 ∈ [0, t∗). Our goal is to show that M is independent of λ.
Our strategy is to show that

(4.9) M2 ≤ C +
1

2
M2

for some universal positive constant C independent of λ. Let us set I0 = [t0, t∗]

and consider X = Lq
I0
L∞
x , X ′ = Lq′

I0
L1
x, and the operators T (t0) and T (t0)

∗. For
convenience, we drop the t0 in the notation for operators.

We first calculate T ∗ : X ′ → H. For any f ∈ X ′ and ω ∈ H we have

〈T ∗f, ω〉H = 〈f, T ω〉X′,X =

∫

I0×Σ

fPD0φ =

∫

I0×Σ

(Pf)D0φ(t, t0, ω).

We introduce the function ψ to be the solution of the initial value problem

(4.10)

{
✷gψ = −Pf, in [t0, t∗)× Σ,
ψ(t∗) = ∂tψ(t∗) = 0.

Recall the energy momentum tensor Q[φ, ψ] introduced in (3.57). For any vector
field Z we set Pµ := Q[φ, ψ]µνZ

ν . In view of ✷gφ = 0, it is easy to check that

DβPβ =
1

2

(
(Zφ)✷gψ +Q[φ, ψ]αβ

(Z)παβ
)
.

By the divergence theorem we have
∫

Σt∗

Q[φ, ψ]µνZ
µTν −

∫

Σt0

Q[φ, ψ]µνZ
µTν =

∫

I0×Σ

DβPβ(4.11)

which together with the initial conditions in (4.10) implies that

(4.12)

∫

I0×Σ

−(Zφ)✷gψ = 2

∫

Σt0

TαPα +

∫

I0×Σ

Q[φ, ψ]αβ
(Z)παβ .

Now we take Z = T. Then it follows from (4.12) that
∫

I0×Σ

−D0φ✷gψ =

∫

Σt0

D0φD0ψ + δijDiφDjψ +

∫

I0×Σ

Q[φ, ψ]αβ
(T)παβ .(4.13)

Therefore

(4.14) 〈T ∗f, ω〉H = 〈ψ[t0], ω〉H + l(ω),

where l(·) is a linear functional on H defined by

l(ω) :=

∫

I0×Σ

Q[φ, ψ]αβ
(T)παβ .

We claim that l(·) is a bounded linear functional on H. To see this, let ω ∈ H with
‖ω‖H ≤ 1. Then by the energy estimate we have ‖Dφ‖L∞

t L2
x
≤ ‖ω‖H . 1. Thus

|l(ω)| ≤ ‖π‖L1
tL

∞
x
‖Dφ‖L∞

I0
L2

x
‖Dψ‖L∞

I0
L2

x
. ‖π‖L1

tL
∞
x
‖Dψ‖L∞

I0
L2

x
.

Hence, by the Riesz representation theorem we have l(ω) = 〈R(f), ω〉H for some
R(f) ∈ H and there is a universal constant C1 such that

‖R(f)‖H ≤ C1‖π‖L1
tL

∞
x
‖Dψ‖L∞

I0
L2

x
.

Moreover, we have from (4.14) that T ∗f = ψ[t0] +R(f) and hence

(4.15) T T ∗f = T ψ[t0] + T R(f).
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We claim that there is a universal constant C2 such that

(4.16) ‖Dψ‖L∞
I0

L2
x
≤ C2M‖f‖

Lq′

I0
L1

x
.

Assuming this claim for a moment. Then it follows from the definition of M that

‖T R(f)‖Lq
I0

L∞
x

≤ C1C2M
2‖π‖L1

tL
∞
x
‖f‖

Lq′

I0
L1

x
.

Thus, if (4.4) holds with C0 ≥ 2C1C2, then

(4.17) ‖T R(f)‖Lq
I0

L∞
x

≤
1

2
M2‖f‖

Lq′

I0
L1

x

.

Next we will estimate ‖T ψ[t0]‖Lq
I0

L∞
x
. We set F := (0,−n2Pf). By the Duhamel

principle we have

ψ[t] =

∫ t

t∗

Φ(t; s, F (s))ds.

Then ψ[t0] = −
∫ t∗
t0

Φ(t0; s, F (s))ds and thus

T ψ[t0] = P

[
e0φ

(
t; t0,−

∫ t∗

t0

Φ(t0; s, F (s))

)]
= −P

[
e0

(∫ t∗

t0

Φ(t, s, F (s))ds

)]

= −

∫ t∗

t0

P [e0Φ(t, s, F (s))] ds.

It follows from Theorem 4.2 that

‖P [e0Φ(t, s, F (s))] ‖L∞
x

≤ C
(
(1 + |t− s|)−

2
q + d(|t− s|)

)
‖∇̂(n2Pf)(s)‖L2

x
.

Observe that on Σ there holds

‖∇̂(n2Pf)‖L2
x
. ‖∇̂(n2)Pf‖L2

x
+ ‖n2∇̂Pf‖L2

x
. (‖∇̂n‖L∞

x
+ 1)‖f‖L1

x
. ‖f‖L1

x
.

Thus, in view of the Hardy-Littlewood-Sobolev inequality, (4.2) and Hausdorff
Young inequality we obtain

(4.18) ‖T ψ[t0]‖Lq
I0

L∞
x

. ‖f‖
Lq′

I0
L1

x

+

∥∥∥∥
∫ t∗

t0

d(|t− s|)‖f(s)‖L1
x
ds

∥∥∥∥
Lq

I0

. ‖f‖
Lq′

I0
L1

x

.

Combining (4.15), (4.17) and (4.18), we therefore obtain (4.9).

It remains to prove (4.16). Let φ̃ be a solution of ✷gφ̃ = 0 in I∗. Then for

any t0 ∈ [0, t∗] there holds the energy estimate ‖Dφ̃(t)‖L2(Σ) . ‖Dφ̃(t0)‖L2(Σ) for
t ∈ [t0, t∗]. Let t0 ≤ t′ < t∗. Similar to the derivation of (4.13), we have on
I = [t′, t∗] that∫

I×Σ

−D0φ̃✷gψ =

∫

Σt′

D0φD0ψ + δijDiφDjψ +

∫

I×Σ

Q[φ, ψ]αβ
(T)παβ ,(4.19)

which together with ✷gψ = −Pf gives

〈Dψ,Dφ̃〉(t′) ≤ ‖Pe0φ̃‖Lq
IL

∞
x
‖f‖

Lq′

I L1
x
+ ‖(T)π‖L1

IL
∞
x
‖Dψ‖L∞

t L2
x
‖Dφ̃‖L∞

I L2
x

According to definition of M , we can obtain ‖Pe0φ̃‖Lq
IL

∞
x

≤M‖Dφ̃(t′)‖L2
x
. Thus

〈Dψ,Dφ̃〉(t′) .
(
M‖f‖

Lq′

I L1
x
+ ‖(T)π‖L1

IL
∞
x
‖Dψ‖L∞

t L2
x

)
‖Dφ̃(t′)‖L2

x
.

Since Dφ̃(t′) can be arbitrary, there is a universal constant C3 such that

‖Dψ(t′)‖L2
x
≤ C3M‖f‖

Lq′

I L1
x

+ C3‖
(T)π‖L1

IL
∞
x
‖Dψ‖L∞

I L2
x
.
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Recall that t′ ∈ [t0, t∗) is arbitrary. Thus, if (4.4) holds with C0 ≥ 2C3 then

‖Dψ‖L∞
[t0,t∗)

L2
x
≤ C3M‖f‖

Lq′

[t0,t∗)
L1

x
+

1

2
‖Dψ‖L∞

[t0,t∗)
L2

x
.

This implies claim (4.16) with C2 = 2C3. The proof of (4.6) is thus completed. We
also have proved for any t ∈ I∗

(4.20) ‖Dψ‖L∞
[t,t∗)

L2
x
≤ C2M‖f‖

Lq′

[t,t∗)
L1

x
.

Now we consider ‖P (∂mφ)‖Lq
I∗

L∞
x
. It suffices to estimate

I =

∫

I∗×Σ

fP (∂mφ) =

∫

I∗×Σ

∂mφPf

for any function f satisfying ‖f‖
Lq′

I∗
L1

x
≤ 1. Let ψ be the solution of (4.10), then

I =

∫

I∗×Σ

−∂mφ✷gψ.

In view of (4.12), we have with Z = ∂m that
∫

I∗×Σ

−Zφ✷gψ = 2

∫

Σ0

TαPα +

∫

I∗×Σ

Q[φ, ψ]αβ
(Z)παβ .

By direct calculation we can see that (Z)π = g · π̃. Thus it follows from the energy
estimate (4.20) and (4.4) that

∣∣∣∣
∫

I∗×Σ

Q[φ, ψ]αβ
(Z)παβ

∣∣∣∣ . ‖π̃‖L1
I∗

L∞
x
‖Dψ‖L∞

I∗
L2

x
‖Dφ‖L∞

I∗
L2

x

. ‖Dφ(0)‖L2
x
‖f‖

Lq′

I∗
L1

x

and ∣∣∣∣
∫

Σ0

TαPα

∣∣∣∣ . ‖Dφ(0)‖L2‖Dψ‖L∞
I∗

L2
x
. ‖Dφ(0)‖L2‖f‖

Lq′

I∗
L1

x
.

Therefore |I| . ‖Dφ(0)‖L2
x
‖f‖

Lq′

I∗
L1

x

. Hence we can conclude that

(4.21) ‖P∂mφ‖Lq
I∗

L∞
x

≤ C‖Dφ(0)‖L2
x
.

Finally we prove (4.5) for the case that ∂ = ∂t, i.e.

(4.22) ‖P∂tφ‖Lq
I∗

L∞
x

≤ C‖Dφ(0)‖L2
x
.

Note that ∂tf = ne0(f) + Y m∂mf . We can write

P∂tφ = nPe0(φ) + Y mP∂mφ+ [P, n]e0φ+ [P, Y m]∂mφ.

By using (10.12), the Bernstein inequality and the finite band property for the
Littlewood-Paley projections, we obtain

‖[P, n]e0φ‖Lq
I∗

L∞
x

. ‖∇̂n‖Lq
I∗

L∞
x
‖(e0φ)≤1‖L∞ +

∑

ℓ>1

‖P (nℓ · (e0φ)ℓ)‖Lq
I∗

L∞
x

. ‖∇̂n‖Lq
I∗

L∞
x
‖e0φ‖L∞

I∗
L2

x
.

By using (2.4) and (BA2) under the rescaling coordinates ‖∇̂n‖Lq
I∗

L∞
x

. λ−1+1/q,

also using the energy estimate for φ, we can obtain

‖[P, n]e0φ‖Lq
I∗

L∞
x

. ‖Dφ(0)‖L2
x
.
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Similarly, we have ‖∇̂Y ‖Lq
I∗

L∞
x

. λ−1+ 1
q and

‖[P, Y m]∂mφ‖Lq
I∗

L∞
x

. ‖Dφ(0)‖L2
x
.

Combining the above two estimates with (4.6) and (4.21) we therefore obtain (4.22).
The proof is thus complete.

4.2. Strichartz estimates ⇒ Main estimates. In this section we will use The-
orem 4.3 to prove Theorem 4.1. According to the properties of Littlewood-Paley
projections, it is easy to derive the desired estimates for the low frequency part.
Therefore, to complete the proof of Theorem 4.1, it suffices to establish the following
result.

Proposition 4.5. There exists a large number Λ ≥ 1 such that for any q > 2
sufficiently close to 2 and any δ > 0 sufficiently close to 0 there holds on I = [0, T ]

∑

µ>Λ

{
‖µδPµ∂mg‖

2
L2

IL
∞
x
+ ‖µδPµ∂tg‖

2
L2

IL
∞
x

}
. T 1− 2

q .

Moreover for any solution of ✷gφ = 0, there holds
∑

µ>Λ

‖µδPµ∂φ‖
2
L2

IL
∞
x

. T 1− 2
q ‖∇̂φ, e0φ‖

2
H1+ǫ(0).

In order to carry out the proof of Proposition 4.5, we pick a sufficiently small
ǫ0 > 0 and for each µ > 1 we partition the interval [0, T ] into disjoint union of
subintervals Ik = [tk−1, tk) with the properties that

(4.23) |Ik| . µ−8ǫ0T and ‖k, ∇̂g, ∇̂Y,Dn‖L2
Ik

L∞
x

≤ µ−4ǫ0 .

Such partition is always possible. Let κµ denote the total number of subintervals
in the partition. It is even possible to make κµ . µ8ǫ0 .

We first consider any pair (u, v) satisfying (3.18). Then (Uµ, V µ) := (Pµu, Pµv)
also satisfies the system (3.18) with FUµ and FV µ given by (3.20), i.e.

FUµ = [Pµ, Y
m]∂mu+ [Pµ, n]v + PµFu,(4.24)

FV µ = [Pµ, ng]∇̂
2u+ PµFv + [Pµ, Y

m]∂mv.(4.25)

Consequently, it follows from (3.40) that

n2
✷gPµu = −nDTFUµ + n(−FV µ − nπ0a∇

aUµ + e0(lnn)FUµ + nTrke0U
µ).

Now we will use the Duhamel principle to represent Pµu. To simplify the no-
tation, we use W (t, s) to denote the operator defined on H such that, for each
ω := (ω0, ω1) ∈ H, φ := W (t, s)(ω) is the unique solution of the initial value
problem

(4.26) ✷gφ = 0, φ(t; s, x) = ω0, ∂tφ(t; s, x) = ω1.

Then, by the Duhamel principle, we have for t ∈ Ik = [tk−1, tk] that

Pµu(t) =W (t, tk−1) (Pµu(tk−1), ∂tPµu(tk−1)− FUµ(tk−1))

+

∫ t

tk−1

W (t, s)(0,−Rµ(s)) +W (t, s)(FUµ (s), 0)ds.(4.27)
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Now we apply Pµ to the both sides and take the spacial derivative. Writing P 2
µ = Pµ

by abuse of notation a little, we have

Pµ∂mu(t) =

∫ t

tk−1

{∂mPµW (t, s)(0,−Rµ(s)) + ∂mPµW (t, s)(FUµ (s), 0)} ds

+ ∂mPµW (t, tk−1) (Pµu(tk−1), ∂tPµu(tk−1)− FUµ (tk−1)) .(4.28)

where

Rµ = n(−FV µ − nπ0a∇
aUµ + e0(lnn)FUµ + nTrke0U

µ)− Y i∂iFUµ .

By using (4.5) in Theorem 4.3 with suitable change of coordinates, we have
for any one-parameter family of data ω(s) := (ω0(s), ω1(s)) ∈ H with s ∈ Ik :=
[tk−1, tk] that

µ−1+ 1
q ‖Pµ∂W (t, s)(ω(s))‖Lq

[s,tk]
L∞

x
. µ

1
2 ‖ω(s)‖H.

In view of the Minkowski inequality we then obtain∥∥∥∥∥

∫ t

tk−1

Pµ∂W (t, s)(ω(s))ds

∥∥∥∥∥
L2

Ik
L∞

x

.

∫ tk

tk−1

‖PµW (t, s)(ω(s))‖L2
[s,tk]

L∞
x
ds

. |Ik|
1
2− 1

q µ
3
2− 1

q

∫

Ik

‖ω(s)‖Hds.

Since |Ik| . Tµ−8ǫ0, it follows that
∥∥∥∥∥

∫ t

tk−1

Pµ∂W (t, s)(ω(s))ds

∥∥∥∥∥
L2

Ik
L∞

x

. T
1
2− 1

q µ( 1
2− 1

q )(1−8ǫ0)

∫

Ik

µ‖ω(s)‖Hds.

Applying the above inequality to (4.28) gives, with δ0 := (12 − 1
q )(1 − 8ǫ0), that

‖Pµ∂mu‖L2
Ik

L∞
x

. T
1
2− 1

q µδ0
(
‖µ(0, Rµ)‖L1

Ik
H + ‖µ(FUµ , 0)‖L1

Ik
H

)

+ T
1
2− 1

q (Bµ(tk−1) + Cµ(tk−1)) ,(4.29)

where

Bµ(t) := µδ0‖µ (Pµu(t), ∂tPµu(t)) ‖H, Cµ(t) := µδ0‖µ(0,−FUµ(t))‖H.

In the following we will give the estimates on Rµ, FUµ , Bµ(tk−1) and Cµ(tk−1)
separately. Positive indices ǫ0, q, δ are chosen such that 4ǫ0 + δ0 + δ < s − 2, and
δ0 + δ < 4ǫ0.

4.2.1. Estimates for Rµ, FUµ .

Lemma 4.6. For any δ1 > δ > 0 satisfying b := δ0 + δ1 < 4ǫ0, there holds


∑

µ>Λ

κµ∑

k=1

‖µ1+δ0+δRµ‖
2
L1

Ik
L2

x




1
2

≤ T ‖∇̂u, v‖L∞
t H1+b + ‖µ1+bPµFu‖L1

I l
2
µH

1

+ ‖µ1+bPµFv‖L1
I l

2
µL

2
x
+ ‖∇̂2u‖L∞

I L2
x
.(4.30)

∑

µ>Λ

κµ∑

k=1

‖µ1+δ0+δ(FUµ(s), 0)‖2L1
Ik

H .
(
‖∂u, v‖L1

IH
1+b + ‖µ1+bPµ∂Fu‖L1

Il
2
µL

2
x

)2
(4.31)
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Proof. We first write Rµ = −n[Pµ, ng]∇̂2u− Y i∂iFUµ + Řµ, where

Řµ := n (−PµFv − [Pµ, Y
m]∂mv − nπ0a∇

aUµ + e0(lnn)FUµ + nTrke0U
µ) .

Let us set

I1 :=
∑

µ>Λ

κµ∑

k=1

‖µ1+δ0+δ[Pµ, ng]∇̂
2u‖2L1

Ik
L2

x
, I2 :=

∑

µ>Λ

κµ∑

k=1

‖µ1+δ0+δŘµ‖
2
L1

Ik
L2

x
.

It suffices to show that

I
1
2
1 . ‖∇̂2u‖L∞

I L2
x
,(4.32)

I
1
2
2 . ‖∇̂u, v‖L∞

t H1+bT + ‖µ1+bPµFu‖L1
Il

2
µL

2
x
+ ‖µ1+bPµFv‖L1

I l
2
µL

2
x
.(4.33)

∑

µ>Λ

κµ∑

k=1

‖µ1+δ0+δ∇̂FUµ (s)‖2L1
Ik

L2
x
.
(
‖∂u, v‖L1

IH
1+b + ‖µ1+bPµ∂Fu‖L1

Il
2
µL

2
x

)2
.

(4.34)

By (4.23), we have ‖∇̂(ng)‖L1
Ik

L∞
x

. µ−8ǫ0 . We can apply Corollary 10.5 to obtain

‖µ1+δ+δ0 [Pµ, ng]∇̂
2u‖L1

Ik
L2

x
. µδ+δ0‖∇̂(ng)‖L1

Ik
L∞

x
‖∇̂2u‖L∞

t L2
x

. µδ+δ0−8ǫ0‖∇̂2u‖L∞
t L2

x
.

Recall also that κµ . µ8ǫ0 . We can obtain

κµ∑

k=1

‖µ1+δ+δ0 [Pµ, ng]∇̂
2u‖2L1

Ik
L2

x
≤ Cµ2(δ+δ0−4ǫ0)‖∇̂2u‖2L∞

t L2
x
.

Since 0 < δ < δ1 and b := δ0 + δ1 < 4ǫ0, we have I1 . Λ2(b−4ǫ0)‖∇̂2u‖L∞
t L2

x
.

‖∇̂2u‖2L∞
t L2

x
which gives (4.32).

Next we prove (4.33). Since 0 < δ < δ1, we observe that for any function aµ
there holds

∑

µ>Λ

κµ∑

k=1

‖µδaµ‖
2
L1

Ik
L2

x
≤
∑

µ>Λ

‖µδaµ‖
2
L1

IL
2
x
≤



∫

I

∑

µ>Λ

‖µδaµ‖L2
x




2

.

(∫

I

‖µδ1aµ‖l2µL2
x

)2

.(4.35)

(4.34) and (4.31) can be derived immediately by using (4.35) and (3.25).
In view of (4.35), it suffices to estimate

∫
I
‖µ1+bŘµ‖l2µL2

x
. From (10.21) it follows

that

‖µ1+b[Pµ, Y
m]∂mv‖l2µL2

x
. ‖∇̂Y ‖L∞

x
‖∇̂v‖Hb + ‖∇̂2Y ‖

H
1
2
+b‖∇̂v‖L2

x

In view of (4.24), (3.23) and (3.37) we have

‖µ1+be0 lnnFUµ‖l2µL2
x
. ‖e0(lnn)‖L∞

(
‖∇̂Y, ∇̂n‖L∞

x
‖∂u, v‖Hb

+‖∇̂2Y, ∇̂2n‖
H

1
2
+b‖∂u, v‖L2

x
+ ‖µ1+bPµFu‖l2µL2

x

)

. ‖∂u, v‖Hb + ‖µ1+bPµFu‖l2µL2
x
.
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Recall that ‖∇n,Trk‖L∞
I L∞ ≤ C, we can derive that

‖µ1+b(|Trk e0(U
µ)|+ |∇inD

iUµ|)‖l2µL2
x
. ‖∇n,Trk‖L∞

x
‖Λb∇̂(∇̂u, v)‖L2

x

. ‖Λb∇̂(∇̂u, v)‖L2
x

Combining the above three estimates we thus obtain (4.33). �

4.2.2. Estimate for Bµ(tk−1) and Cµ(tk−1).

Lemma 4.7. For any δ > 0 satisfying α := 4ǫ0 + δ0 + δ < s− 2 there holds

∑

µ>Λ

κµ∑

k=1

µ2δBµ(tk−1)
2 .

∑

µ>Λ

µ2α sup
t∈I

E(1)
µ (t)

+ sup
t

(
‖∇̂u, v‖2

H
1
2
+α

+ ‖µ
3
2+αPµFu‖

2
l2µL

2
x

)
.

Proof. Since κµ . µ8ǫ0 , we have from the expression of Bµ(t) that

∑

µ>Λ

κµ∑

k=1

µ2δBµ(tk−1)
2

.
∑

µ>Λ

sup
t∈I

(µ4ǫ0+δBµ(t))
2 .

∑

µ>Λ

µ2(1+α) sup
t∈I

‖(Pµu(t), ∂tPµu(t))‖
2
H

According to the definition of E
(1)
µ (t) := E

(1)
µ (u(t), v(t)) and the equation for ∂tPµu

we obtain

∑

µ>Λ

κµ∑

k=1

µ2δBµ(tk−1)
2 .

∑

µ>Λ

µ2α sup
t∈I

E(1)
µ (t) +

∑

µ>Λ

sup
t∈I

‖µ1+αFUµ(t)‖2L2
x
.

With the help of (10.22) we have

‖µ1+αFUµ‖2L2
x
≤ µ−1

∑

λ

‖λ
3
2+αFUλ(t)‖2L2

x

. µ−1(‖∇̂u, v‖2
H

1
2
+α

+ ‖λ
3
2+αPλFu‖

2
l2λL

2
x
).

Plugging this into the above inequality and summing over µ > Λ gives the desired
estimate. �

Lemma 4.8. For any δ1 > δ > 0 satisfying b := δ0 + δ1 < 4ǫ0 there hold

∑

µ>Λ

κµ∑

k=1

(
µδCµ(tk−1)

)2
≤ ‖∂mu, v‖

2
L∞

t H4ǫ0+b + sup
t∈I

∑

µ>1

‖µ1+4ǫ0+bPµFu‖
2
L2

x
.

Proof. Since
κµ∑

k=1

(
µδCµ(tk−1)

)2
≤ sup

t∈I
‖µ4ǫ0+δ0+δ+1FUµ(t)‖2L2

x
.

with 0 < δ < δ1, we have

∑

µ>Λ

κµ∑

k=1

(
µδCµ(tk−1)

)2
≤ sup

t
‖µ4ǫ0+δ0+δ1+1FUµ(t)‖2l2µL2

x
.

In view of (10.22), we complete the proof of Lemma 4.8. �
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In view of (4.29), Lemma 4.6, Lemma 4.8, Lemma 4.7 and writing

∑

µ>Λ

‖µδPµ∂mu‖
2
L2

IL
∞
x

=
∑

µ>Λ

κµ∑

k=1

‖µδPµ∂mu‖
2
L2

Ik
L∞

x
,

we can obtain the following result.

Proposition 4.9. For any q > 2 sufficiently close to 2 and any δ > 0 sufficiently
small such that α := 4ǫ0 + δ0 + δ < s− 2, where δ0 := (12 − 1

q )(1 − 8ǫ0). Then for

any pair (u, v) satisfying (3.18) there holds

∑

µ>Λ

‖µδPµ∂mu‖
2
L2

IL
∞
x

. T 1− 2
q

(
‖µ2+αPµFu‖

2
L1

Il
2
µL

2
x
+ ‖µ1+αPµFv‖

2
L1

I l
2
µL

2
x
+ ‖µ

1
2+αPµ∇̂Fu‖

2
L∞

I l2µL
2
x

)

+ T 1− 2
q


sup

t∈I
E(1+α)(u, v)(t) +

∑

µ>Λ

µ2α sup
t∈I

E(1)
µ (t)


 .

Now we are ready to derive the estimates on the spacial derivative part in Propo-
sition 4.5. Recall that (u, v) := (g,−2k) satisfies (1.13). Recall also that Proposition
3.8 implies

∑

µ>Λ

sup
t
µ2αE(1)

µ (t) . E(1+α)(u, v)(0) + ‖µ2+αPµFu‖L1
Il

2
µL

2
x
+ ‖µ1+αPµFv‖L1

I l
2
µL

2
x
.

In view of E(1+α)(u, v)(t) . E(1+α)(u, v)(0), we thus obtain from Proposition 4.9
that

∑

µ>Λ

‖µδPµ∂mu‖
2
L2

IL
∞
x

. T 1− 2
q

(
‖µ2+αPµFu‖

2
L1

I l
2
µL

2
x
+ ‖µ1+αPµFv‖

2
L1

Il
2
µL

2
x

+‖µ
1
2+αPµ∇̂Fu‖

2
L∞

I l2µL
2
x
+ E(1+α)(u, v)(0)

)
.

With the help of (3.31), (3.32), (3.33) and the bootstrap assumption (BA1), it

follows that ‖µ
1
2+αPµ∇̂Fu‖L∞

I l2µL
2
x
. 1 and

‖µ1+αPµFu‖L1
I l

2
µL

2
x
+ ‖µ1+αPµFv‖L1

Il
2
µL

2
x
. ‖∇̂g, k, ∇̂Y, ∇̂n‖L1

IL
∞
x
+ 1 . 1.

Therefore

‖∂mg‖
2
L2

IL
∞
x
+
∑

µ>Λ

‖µδPµ∂mg‖
2
L2

IL
∞
x

≤ CT 1− 2
q .

For a solution φ of the equation ✷gφ = 0, we recall that (u, v) = (φ, e0φ)
satisfies (3.43) with W = 0. Thus, in view of (3.44) and Fu = 0, we may use the
same argument as above to conclude that

‖∂mφ‖
2
L2

IL
∞
x
+
∑

µ>Λ

‖µδPµ∂mφ‖
2
L2

IL
∞
x

≤ CT 1− 2
q ‖∇̂φ, e0φ‖

2
H1+ǫ(0).
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4.2.3. Estimate for Pµ∂tu. From (4.27) it follows that

Pµ∂tu(t) = PµFUµ (t) + Pµ∂tW (t, tk−1) (Pµu(tk−1), ∂tPµu(tk−1)− FUµ (tk−1))

+

∫ t

tk−1

Pµ{∂tW (t, s)(0,−Rµ(s)) + ∂tW (t, s)(FUµ (s), 0)}ds.(4.36)

We can use the same argument for dealing with Pµ∂mu to estimate the terms on
the right hand side except the first term PµFUµ(t).

Lemma 4.10. For sufficiently small δ > 0 there holds

∑

µ>Λ

‖µδPµFUµ‖2L2
IL

∞
x

.
∑

µ>Λ

‖µδPµFu‖
2
L2

IL
∞
x
+ T ‖∇̂2u, ∇̂v‖2L∞

t Hδ

Proof. From (10.28) we can find 0 < η < 1/2 such that

µδ‖[Pµ, Y
m]∂mu‖L∞

x
+ µδ‖[Pµ, n]v‖L∞

x

. µ−η
(
‖∇̂Y, ∇̂n‖L∞

x
‖∇̂2u, ∇̂v‖Hδ + ‖∇̂u, v‖H1‖∇̂2Y, ∇̂2n‖

Hδ+1
2

)
.

This together with (4.24) implies that

∑

µ>Λ

‖µδPµFUµ‖2L2
IL

∞
x

.
∑

µ>Λ

‖µδPµFu‖
2
L2

IL
∞
x
+ T ‖∇̂Y, ∇̂n‖2L∞

I L∞
x
‖∇̂2u, ∇̂v‖2L∞

I Hδ

+ T ‖∇̂u, v‖2L∞
I H1‖∇̂2Y, ∇̂2n‖2

L∞
I H

1
2
+δ
.

In view of Proposition 3.1, we therefore obtain the desired estimate. �

By using (4.36), Lemma 4.10 and Proposition 3.7 for the solution φ of ✷gφ = 0,
in view of Fu = 0 we derive that

‖∂tφ‖
2
L2

IL
∞
x
+
∑

µ>Λ

‖µδPµ∂tφ‖
2
L2

IL
∞
x

≤ CT 1− 2
q ‖∇̂φ, e0φ‖

2
H1+ǫ(0).

Next we consider (u, v) = (g,−2k) which satisfies (1.13). Recall that Fu = ∇̂Y · g
in (1.13), we have

‖µδPµFu‖L2
IL

∞
x

. ‖µδ[Pµ, g]∇̂Y ‖L2
tL

∞
x
+ ‖µδPµ∇̂Y ‖L2

tL
∞
x
.

By using (10.27) we have with 0 < η < 1/2 that

‖µδ[Pµ, g]∇̂Y ‖L∞
x

. µ−η‖∇̂Y ‖L∞
x
‖∇̂2g‖Hδ .

Therefore

∑

µ>Λ

‖µδPµFu‖
2
L2

IL
∞
x

. T

(
‖∇̂2Y ‖2

L∞
t H

1
2
+δ

+ ‖∇̂2g, ∇̂k‖2L∞
t Hδ

)

From this, (4.36), (3.33) and (3.37), we conclude that
∑

µ>Λ ‖µδPµ∂tg‖
2
L2

IL
∞
x

≤

CT 1− 2
q .
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4.3. Boundedness Theorem ⇒ Decay estimates. In this subsection we give
the proof of Theorem 4.2 under the rescaled coordinates. A time interval I = [0, T ]
becomes I∗ = [0, λT ] after rescaling. Let τ∗ denote a number such that t∗ ≤ τ∗ ≤ λT
and let t0 be certain number satisfying 1 ≈ t0 < τ∗. We may take a sequence of balls
{BJ} of radius 1/2 such that their union covers Σt0 and any ball in this collection
intersect at most 10 other balls. Let {χJ} be a partition of unity subordinate to
the cover {BJ}. We may assume that |∇χJ |L∞

x
≤ C1 uniformly in J . By using this

partition of unity and a standard argument we can reduce the proof of Theorem 4.2
by establishing the following dispersive estimate result with initial data supported
on a ball of radius 1/2.

Proposition 4.11. There exists a large constant Λ such that for any λ ≥ Λ and
any solution ψ of

✷gψ = 0

on the time interval [0, τ∗] with τ∗ ≤ λT , with certain t0 ∈ [1, C] and any initial
data ψ[t0] = (ψ(t0), ∂tψ(t0)) supported in the geodesic ball B1/2 of radius 1

2 , there
is a function d(t) satisfying

(4.37) ‖d‖
L

q
2 [0,τ∗]

. 1, for q > 2 sufficiently close to 2

such that for all t0 ≤ t ≤ τ∗,

(4.38) ‖Pe0ψ(t)‖L∞
x

≤

(
1

(1 + |t− t0|)
2
q

+ d(t)

)
(‖ψ[t0]‖H1 + ‖ψ(t0)‖L2).

Proof of Theorem 4.2. To derive Theorem 4.2, we apply the above result to ψI ,

✷gψI = 0, ψI(t0) = χI · ψ(t0)

with ψ the solution of (4.1) with initial data ψ[0] := (ψ(0), ∂tψ(0)). It is easy to
see that ψ(t, x) =

∑
I ψI(t, x). By summing over I, we derive for t0 ≤ t ≤ τ∗

(4.39) ‖Pe0ψ(t)‖L∞
x

≤

(
1

(1 + |t− t0|)
2
q

+ d(t)

)
(‖ψ[t0]‖H1 + ‖ψ(t0)‖L2).

Then (4.3) follows by applying (3.46) to the solution ψ of (4.1)

‖ψ[t0]‖H1 + ‖ψ(t0)‖L2 . ‖ψ[0]‖H1 + ‖ψ(0)‖L2.

For 0 < t < t0, it follows immediately from Bernstein inequality and (3.45) that

(4.40) ‖Pe0ψ(t)‖L∞
x

. ‖e0ψ(t)‖L2
x
. ‖ψ[0]‖H1 .

Combining (4.39) with (4.40) implies Theorem 4.2. �

We will prove Proposition 4.11 by establishing boundedness theorem for confor-
mal energy. For this purpose, we introduce the setup and notation. We denote
by Γ+ the portion in [0, λT ] of the integral curve of T passing through the cen-
ter of B 1

2
. We define the optical function u to be the solution of eikonal equa-

tion gαβ∂αu∂βu = 0 with u = t on Γ+. We denote the outgoing null cone ini-
tiating from Γ+ by Cu with 0 ≤ u ≤ λT . Let St,u = Cu ∩ Σt. Let us set
D+

0 = ∪{t∈[t0,τ∗],0≤u≤t}St,u and D+ = ∪{t∈[0,τ∗],0≤u≤t}St,u. We denote the ex-

terior region on Σt, t ≥ t0 by Extt = {0 ≤ u ≤ 3t/4}. By C−1 < n < C, we can
always choose t0 ∈ [1, 2C] such that B 1

2
⊂ (D+

0 ∩Σt0).
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Next we extend the time axis Γ+ : u = t backward by following the integral
curve of T to t = −λT . Let us denote the extended portion of the integral curve of
T by Γ−. Let Cu be the outgoing null cone initiating from vertex p(t) ∈ Γ− with
u = t. We also foliate the null hypersurfaces by time foliation, Cu = ∪u≤t≤τ∗St,u.

Let ̟ and ̟ be smooth cut-off functions depending only on two variables t, u.
For t > 0, they are defined as follows

̟ =

{
1 on 0 ≤ u ≤ t
0 off − t

4 ≤ u ≤ t,
̟ =

{
1 on 0 ≤ u

t ≤ 1
2

0 if u
t ≥ 3

4 or u ≤ − t
4

.

We also suppose ̟ and ̟ coincide in the region ∪{t∈[t0,τ∗],− t
4<u≤0}St,u.

Let us denote by N the outward unit normal of St,u ∈ Σt. Define θAB =
〈DAN, eB〉 and χAB = 〈DeAL, eB〉. We decompose χ as χAB = χ̂AB + 1

2 trχγAB.

(4.41) /∇NN = −( /∇ logb)eA, /∇ANB = θABeB, χAB = θAB − kAB

Under the rescaled coordinates we recall some useful results in Proposition 3.10,
Proposition 3.11 and those established in [25, Sections 4 and 8]. Under (BA1) and
(BA2) we have:

(i) there exists δ∗ > 0 depending only on B1 and the norm of initial data
‖(g, k)‖H2×H1(Σ0) such that if T ≤ δ∗ then the outgoing null radius of
injectivity satisfies i∗(p) > T − t(p) for any p ∈ [−λT, λT ]× Σ.

(ii) Let N+(p) be an outgoing null cone initiating from p ∈ [−λT, λT ] × Σ

and contained therein. Then on every N+(p) there holds F
1
2 [∇̂g] . λ−

1
2 ,

the curvature flux R together with flux type norm of components of π on
N+(p) satisfies (for definition we refer to [25] and Section 6)

(4.42) R+N1[/π] . λ−
1
2 .

(iii) For 0 ≤ T ≤ δ∗, consider Cu ⊂ [0, λT ] × Σ, with St,u = Cu ∩ Σt and

r(t, u) =

√
|St,u|
4π . As a consequence of (4.42) and C−1 < n < C the metric

γt,u on S2, obtained by restricting the metric g on Σt to St,u and then
pulling it back to S2 by the exponential map G(t, u, ·), verifies with small
quantity 0 < ǫ < 1/2 that

|r−2γt,u(X,X)− γS2(X,X)| < ǫγS2(X,X), ∀X ∈ TS2,

where γS2 is the standard metric on S2; there holds (t−u) ≈ r(t, u). There
hold

∣∣∣∣
b

n
− 1

∣∣∣∣ ≤
1

2
, rtrχ ≈ 1, vt,u :=

√
|γt,u|

|γS2 |
≈ r2(4.43)

‖π̃, χ̂, /∇ logb‖L4(St,u) + ‖r−
1
2 (π̃, χ̂, /∇ logb)‖L2(St,u) . λ−

1
2 .

We will constantly employ the following result, where all the constants sup-
pressed in . are independent of frequency λ.

Lemma 4.12. For any Σ-tangent tensor field F there hold for −τ∗/2 ≤ u < t
∫

St,u

|F |2 . ‖F‖H1(Σt)‖F‖L2(Σt), ‖F‖L4(St,u) + ‖r−
1
2F‖L2(St,u) . ‖F‖H1(Σt).

Proof. This is [25, Proposition 7.5]. �
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More results that can be established under (BA1), (BA2) and the bounded H2

norm of data will be revisited in Section 6. Now we prove a commutator estimate
for P , the Littlewood Paley projection with frequency 1. This estimate is slightly
more general than needed.

Lemma 4.13. For scalar function f and G, with 3 < p ≤ ∞,

‖[P,G]∂mf‖L∞
x
+ ‖[P,G]∂mf‖H1 . ‖∇̂G‖Lp

x
‖∇̂f‖L2

x

Proof. We first establish L∞ estimates in this lemma. Using (10.12), we have

(4.44) [P,G]∂mf = [P,G](∂mf)≤1 +
∑

ℓ>1

P (Gℓ · Pℓ(∂mf)) .

By Sobolev embedding, with b > 3 sufficiently close to 3,

‖[P,G](∂mf)≤1‖L∞
x

. ‖∇̂[P,G](∂mf)≤1‖Lb
x
+ ‖[P,G](∂mf)≤1‖L2

x
.(4.45)

Using Corollary 10.5, we can obtain for the second term with 1
p + 1

p′ =
1
2 that

‖[P,G](∂mf)≤1‖L2
x
. ‖∇̂G‖Lp

x
‖∇̂f≤1‖Lp′

x
. ‖∇̂G‖Lp

x
‖∇̂f‖L2

x
.(4.46)

Apply (10.16) to (G, ∂mf) and µ = 1 we can obtain

∇̂[P,G](∂mf)≤1 =

∫
∇̂M1(x− y)(x− y)j

∫ 1

0

∂jG(τy + (1− τ)x)dτ(∂mf)≤1(y)dy

−

∫
M1(x− y)∇̂G(x)(∂mf)≤1(y)dy.(4.47)

Then with 1
b∗ + 1

p = 1
b ,

‖∇̂[P,G](∂mf)≤1‖Lb
x
. ‖∇̂G‖Lp

x
‖∂f≤1‖Lb∗

x
.(4.48)

By (4.44), using (4.48) and (4.46), Bernstein inequality,

‖[P,G]∂mf‖L∞
x

. ‖∇̂G‖Lp
x
‖∂mf‖L2

x
+
∑

ℓ>1

‖P (GℓPℓ(∂mf))‖L∞
x
.

Using Bernstein inequality and finite band property,
∑

ℓ>1

‖P (GℓPℓ(∂mf)) ‖L∞
x

.
∑

ℓ>1

ℓ−1‖Pℓ∂G‖Lp
x
‖Pℓ∂mf‖Lp′

x

. ‖∇̂G‖Lp
x
‖∂mf‖L2

x

∑

ℓ

ℓ−1+ 3
p . ‖∇̂G‖Lp

x
‖∇̂f‖L2

x
.

Thus the proof of the first part of the lemma is completed. Now we consider H1

estimates in this lemma. Let I = ∇̂[P,G](∂mf)≤1. Similar to (4.48), it follows
from (4.47) that

‖I‖L2
x
. ‖∇̂G‖Lp

x
‖(∂mf)≤1‖Lp′

x
.

Now consider J =
∑

ℓ>1 ∇̂P (GℓPℓ(∂mf)), by finite band property,

‖J‖L2
x
.
∑

ℓ>1

ℓ−1‖∇̂G‖Lp
x
‖Pℓ(∂mf)‖Lp′

x

.
∑

ℓ>1

ℓ−1+ 3
p ‖∂mf‖L2

x
‖∇̂G‖Lp

x
. ‖∇̂G‖Lp

x
‖∇̂f‖L2

x
.

Combining the estimates for I and J , in view of (4.44), we can complete the proof.
�
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For ease of exposition, let us introduce the first version of conformal energy and
state its boundedness theorem whose proof occupies the rest of the paper.

Theorem 4.14 (Boundedness theorem). Let ψ be a solution of ✷gψ = 0 whose

initial data is supported in B 1
2
⊂ (D+

0 ∩Σt0). In the region D+
0 ,

(4.49) C[ψ](t) :=

∫

Σt

{t2(| /∇ψ|2 + | /∇Lψ|
2) + u2|∇ψ|2 + (

t2

(t− u)2
+ 1)ψ2}dµg

there holds for t ∈ [t0, τ∗], C[ψ](t) . ‖ψ[t0]‖2H1 + ‖ψ(t0)‖2L2(Σ).

Lemma 4.15. Let q > 2 and 0 < δ ≤ 1− 2
q be two numbers. Assuming (BA2) and

(4.50) ‖̟(χ̂, /∇ logb)‖L2[0,τ∗]L∞
x

. λ−
1
2 , with τ∗ ≤ λT,

for any solution ψ of ✷gψ = 0, there holds

‖[P,̟Nm]∂mψ‖L∞
x
+ ‖[̟/∇, P ]ψ‖H1 . d̃(t)(‖ψ[t0]‖H1 + ‖ψ(t0)‖L2

x
),

where

(1 + t)δ d̃(t) . (1 + t)−
2
q + d(t)

with d(t) being a function satisfying (4.37).

The condition (4.50) is incorporated in (5.9) in Proposition 5.4 and is proved in
Section 7.

Proof. We first claim for t > t0 there hold

‖∇̂(̟N)‖L∞
x

. ‖̟(χ̂, /∇ logb), k, ∇̂g‖L∞ + (1 + t)−1(4.51)

Indeed, for t ≥ t0, on the support of ̟, i.e. ∪− t
4≤u≤ 3t

4
St,u, the radius r of St,u

within the support of ̟ satisfies r ≈ (1 + t). (4.51) follows by using (4.41), (4.43)

and the fact that ‖∇̟̂‖L∞
x

. (1 + t)−1 .
Let Πij = gij − NiNj denote the projection tensor on Σ. Then for any scalar

function f , we have /∇jf = Πi
j∂if and

(4.52) [P,̟ /∇j ]f = −(̟N iNj)P∂if + P ((̟NjN
i)∂if) = [P,̟NjN

i]∂if.

Applying Lemma 4.13 to (G, f) = (̟N i, ψ), (̟NjN
i, ψ), and using Proposition

3.7 for ψ, we have

‖[P,G]∂if‖L∞
x
+ ‖[P,G]∂if‖H1 . ‖∇̂G‖L∞

x
(‖Dψ(t0)‖L2

x
+ ‖ψ(t0)‖L2

x
).

Now for q > 2, we set d̃(t) = ‖∇̂G‖L∞
x
. We have from (4.51) that

d̃(t) . (1 + t)−1 + ‖̟(χ̂, /∇ logb), ∇̂g, k‖L∞
x

= (1 + t)−1 + d̃(2)(t).

By using (4.50) and Hölder inequality, we have

‖d̃(2)(t)‖
L

q
2
. λ

2
q−1T

2
q− 1

2 .

Thus, with 0 < δ ≤ 1− 2
q and d(t) = (1+ t)δ d̃(2)(t), we can complete the proof. �

Lemma 4.16. (i) Let St = Σt ∩ N+(p), with p ∈ [−λT, λT ]× Σ. For St tangent
tensor F , there holds

(4.53) ‖r1−2/qF‖Lq(St) . ‖r /∇F‖
1−2/q
L2(St)

‖F‖
2/q
L2(St)

+ ‖F‖L2(St). 2 ≤ q <∞.
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(ii) For any δ ∈ (0, 1), any q ∈ (2,∞) and any scalar function f there hold

sup
St,u

|f | . r
2δ(q−2)

2q+δ(q−2)

(∫

St,u

(
| /∇f |2 + r−2|f |2

)
) 1

2−
δq

2q+δ(q−2)

×

(∫

St,u

(
| /∇f |q + r−q|f |q

)
) 2δ

2q+δ(q−2)

.

Proof. This is [11, Theorem 5.2] �

Now we are ready to complete the proof of Proposition 4.11.

Proof of Proposition 4.11. We first claim that

(4.54) ‖̟Pψ‖L∞(Σt) .

(
1

(1 + |t− t0|)
2
q

+ d(t)

)
(‖ψ[t0]‖H1 + ‖ψ(t0)‖L2).

Since ̟ vanishes outside the region −t/4 ≤ u < 3t/4, this claim is trivial there.
Thus we may restrict our consideration to the region −t/4 ≤ u < 3t/4. In view of
r ≈ t − u, we thus have r ≈ t for t > 0. Recall that ̟ is constant on each St,u,
from Lemma 4.16 (ii), we can obtain

sup
St,u

|̟Pψ|2 . rδ

(∫

St,u

(
|̟/∇Pψ|2 + r−2|̟Pψ|2

)
)1−δ

×

(∫

St,u

(
|̟/∇Pψ|4 + r−4|̟Pψ|4

)
) 1

2 δ

.

Applying Lemma 4.12 and the finite band property, we then obtain

sup
St,u

|̟Pψ|2 . rδ

(∫

St,u

(
|P (̟/∇ψ)|2 + r−2|̟Pψ|2 + |[P,̟ /∇]ψ|2

)
)1−δ

×

(∫

St,u

(
|P (̟/∇ψ)|4 + r−4|̟Pψ|4 + |[P,̟ /∇]ψ|4

)
) 1

2 δ

. rδ
(
t−2C[ψ](t) + ‖[P,̟ /∇]ψ‖2H1

)

By letting 0 < δ ≤ 2(1 − 2
q ), (4.54) then follows from Theorem 4.14 and Lemma

4.15.
In order to derive the estimate on P (e0(ψ)), we can write ‖P (e0ψ) ‖L∞

x
≤

‖P (̟e0ψ)‖L∞
x
+‖P ((̟ −̟)e0ψ) ‖L∞

x
. By Bernstein inequality and Theorem 4.14,

we have

‖P ((̟ −̟)e0ψ) ‖L∞
x

. ‖(̟ −̟)e0ψ‖L2
x
. (1 + t)−1C[ψ]

1
2 (t)

. (1 + t)−1(‖ψ[t0]‖H1(Σ) + ‖ψ(t0)‖L2(Σ))

and

‖P (̟e0ψ)‖L∞
x

. ‖P (̟Lψ)‖L∞
x
+ ‖P (̟Nψ)‖L∞

x
. ‖̟Lψ‖L2

x
+ ‖P (̟Nψ)‖L∞

x
.

From Theorem 4.14 we have

‖̟Lψ‖L2
x
. (1 + t)−1C[ψ]

1
2 (t) . (1 + t)−1(‖ψ[t0]‖H1(Σ) + ‖ψ(t0)‖L2

Σ
).
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Moreover

‖P (̟Nψ)‖L∞
x

≤ ‖[P,̟N l]∂lψ‖L∞
x
+ ‖̟N lP∂lψ‖L∞

x
.(4.55)

The first term in (4.55) can be estimated by Lemma 4.15. By using (4.54), the
second term in (4.55) can be estimated as

‖̟N lP∂lψ(t)‖L∞
x

≤ ‖̟P̃ψ(t)‖L∞
x

.
(
(1 + t)−

2
q + d(t)

)
(‖ψ[t0]‖H1 + ‖ψ(t0)‖L2

Σ
),

where P̃ denotes a Littlewood Paley projection with frequency 1 associated to a
different symbol. Putting the above estimates together completes the proof. �

5. Boundedness theorem for Conformal energy

In this section we will present the proof of Theorem 4.14. We will work under
the rescaled coordinates. Let M∗ = [0, τ∗]×Σ, where τ∗ ≤ λT , where λ ≥ Λ and Λ
is a sufficiently large number.

Recall the definition of the optical function u. We will set u := 2t − u and
introduce the Morawetz vector field K := 1

2n(u
2L + u2L). Associated to K we

introduce the modified energy density

Q̄(K,T) = Q̄[ψ](K,T) = Q[ψ](K,T) + 2tψTψ − ψ2T(t),

and the total conformal energy

Q̄[ψ](t) =

∫

Σt

Q̄[ψ](K,T).

Definition 5.1. We define C[F ] for a scalar function F with suppF ⊆ D+
0 , by

C[F ](t) = C[F ](i)(t) + C[F ](e)(t)

where t0 ≤ t ≤ τ∗, and

C[F ](i)(t) =

∫

Σt

(̟ −̟)

(
t2|DF |2 +

(
1 +

t2

(t− u)2

)
|F |2

)
dµg,

C[F ](e)(t) =

∫

Σt

̟
(
u2|DLF |

2 + u2|DLF |
2 + u2| /∇F |2 + |F |2

)
dµg.

From the definition it is easy to see that Q̄[ψ](t) . C[ψ](t) and C[ψ](t) . C[ψ](t).
We will prove the following results.

Theorem 5.2 (Comparison Theorem). T > 0 can be chosen appropriately small
but depending on universal constants, such that for any function ψ supported in D+

0

and any 1 ≤ t ≤ τ∗ there holds

C[ψ](t) ≈ Q̄[ψ](t).

Theorem 5.3 (Boundedness theorem). There exists a large universal number Λ
and a small universal number T > 0 such that for any λ > Λ, τ∗ ≤ λT and any
function ψ satisfying the geometric wave equation

(5.1) ✷gψ =
1√
|g|
∂α(g

αβ
√
|g|∂βψ) = 0 in [0, τ∗]× R

3

with initial data ψ[t0] supported on the ball B1/2(0) there holds

Q̄[ψ](t) . Q̄[ψ](t0) ∀ t0 ≤ t ≤ τ∗.
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5.0.1. Canonical null pair L,L. Recall that in (3.56) we have introduced along the
null hypersurface Cu the canonical null frame {L,L, e1, e2}, where {e1, e2} is an
orthonormal frame on St,u. Let e3 = L = T−N and e4 = L = T+N . Then from
(3.56) it follows that

D3u = 2b−1, D3u = 2(n−1 − b−1), D4u = 2n−1, D4u = 0.

Associated to this canonical null frame, we define on each null cone St,u the Ricci
coefficients

χAB = 〈DAe4, eB〉, χ
AB

= 〈DAe3, eB〉

ζA =
1

2
〈D3e4, eA〉, ζ

A
=

1

2
〈D4e3, eA〉

ξA =
1

2
〈D3e3, eA〉.

It is well-known ([12]) that there hold the identities

χ
AB

= −χAB − 2kAB, ζ
A
= −kAN + /∇A logn,

ξA = kAN − ζA + /∇A logn, ζA = /∇A logb+ kAN .

and the frame equations

D4e4 = −(kNN + π0N )e4, DAe4 = χABeB − kANe4,

DAe3 = χ
AB
eB + kANe3, D4e3 = 2ζ

A
eA + (kNN + π0N )e3,

D3e4 = 2ζAeA + (kNN − π0N )e4, D3e3 = 2ξAeA − (kNN − π0N )e3,

D4eA = /∇4eA + ζ
A
e4, D3eA = /∇3eA + ζAe3 + ξAe4.

Let

(5.2) z = trχ−
2

n(t− u)
, Ω =

b−1 − n−1

t− u
.

We rely on the following result to prove the boundedness theorem. (5.5)-(5.9)
will be proved in Sections 6 and 7, and (5.3) is (4.43). (5.4) consists of (BA2)

and the L2
tL

∞
x estimates on e0n, ∇̂n, ∇̂Y that can be derived immediately by using

(BA2), (2.4) and (2.25), under the rescaled coordinates.

Proposition 5.4. Under the bootstrap assumptions (BA1), (BA2) and (BA3), on
D+ ⊂ [0, τ∗]× Σ there hold the estimates

(t− u)trχ ≈ 1(5.3)

‖π̃‖L2
tL

∞
x

. λ−1/2(5.4)

‖Ω‖L2
tL

∞
x
+ ‖Ω‖L4(St,u) + ‖(t− u)−1/2Ω‖L2(St,u) . λ−1/2(5.5)

‖z, ζ‖L4(St,u) + ‖r−1/2(z, ζ, k)‖L2(St,u) . λ−1/2(5.6)

‖z‖L2
tL

∞
x

. λ−1/2,(5.7)

‖r3/2 /∇z, r3/2Lz‖L∞
t L∞

u Lp
ω
. λ−1/2(5.8)

‖χ̂, ζ‖L2
tL

∞
x

. λ−1/2,(5.9)

where p > 2 is such that 0 < 1− 2/p < s− 2.
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Let (K)π denote the deformation tensor of K and let (K)π̄ := (K)π − 4tg. Then
we have

(K)π̄34 = −4un(b−1 − n−1) + nu2(kNN − π0N −D3 logn)

+ nu2(kNN + π0N −D4 logn),

(K)π̄44 = −2u2n(∇L log n+ kNN + π0N ),

(K)π̄4A = u2n(ζ
A
− kAN − /∇A logn),

(K)π̄33 = −8un(n−1 − b−1)− 2nu2(kNN − π0N +D3 logn),

(K)π̄3A = nu2(ζA + kAN − /∇A logn) + nu2ξA,

(K)π̄AB = −2nu2k̂AB − nu2trkδAB + 4tn(t− u)χ̂AB

+ 2tn(t− u)

(
trχ−

2

n(t− u)

)
δAB.

For simplicity of presentation, we will dropped the superscript K in (K)π̄. In view
of (5.2), as an immediate consequence of Proposition 5.4, we have

Proposition 5.5. Under the conditions in Proposition 5.4 we have on [0, τ∗]× Σ
that

‖u−2 π̄44‖L2
tL

∞
x
+ ‖(uu)−1 π̄34‖L2

tL
∞
x
+ ‖u−2 π̄33‖L2

tL
∞
x

+ ‖u−2 π̄4A‖L2
tL

∞
x
+ ‖u−2 π̄3A‖L2

tL
∞
x
+ ‖u−2 π̄AB‖L2

tL
∞
x

. λ−1/2.

Now we are ready to give the proof of Theorem 5.3 and Theorem 5.2.

5.1. Proof of Theorem 5.3. By calculating ∂tQ̄[ψ] and integrating over the in-
terval [t0, t], we have

Q̄[ψ](t) = Q̄[ψ](t0)−
1

2
J1 + J2

where

J1 =

∫

[t0,t]×Σ

Qαβ [ψ] (K)π̄αβ , J2 =

∫

[t0,t]×Σ

ψ2
✷gt.

It is easy to see that

J1 =

∫

[t0,t]×Σ

(
1

4
π̄33(Lψ)

2 +
1

4
π̄44(Lψ)

2 +
1

2
π̄34| /∇ψ|

2 − π̄4ALψ /∇Aψ

−π̄3ALψ /∇Aψ + π̄AB /∇Aψ /∇Bψ + trπ̄

(
1

2
LψLψ − | /∇ψ|2

))
.

Observe that

trπ̄ = δABπ̄AB = 4tn(t− u)(trχ−
2

n(t− u)
)− 2u2ntrk.

It is easy to derive from (5.4) that
∫

[t0,t]×Σ

|u2ntrkLψLψ| . T
1
2 sup

t
C[ψ](t).

Thus, by letting

B =

∫

[t0,t]×Σ

2t′n(t′ − u)

(
trχ−

2

n(t′ − u)

)
LψLψ,
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we have from Proposition 5.5 that

(5.10) |J1 − B| . T
1
2 sup

t
C[ψ](t).

Since ✷gt = −e0(n
−1) + n−1Trk, we can conclude from (5.4) that

|J2| . T
1
2 sup

t
C[ψ](t)

In the following we will show that

|B| . T
1
2 sup

t
C[ψ](t)(5.11)

We can write B = Bi + Be, where

Be =

∫

[t0,t]×Σ

2t′n(t′ − u)

(
trχ−

2

n(t′ − u)

)
LψLψ̟,

Bi =

∫

[t0,t]×Σ

2t′n(t′ − u)

(
trχ−

2

n(t′ − u)

)
LψLψ(̟ −̟).

In view of (5.7), we have

(5.12) Bi . T
1
2 sup

t
C[ψ](t).

We still need to estimate Be. With the help of [12, p. 1162] and the integration by
part we have

1

2
Be = −I1 + I2 + I3 − I4,

where

I1 =

∫

[t0,t]×Σ

̟nt′(t′ − u)z(LLψ)ψ,

I2 =

∫

[t0,t]×Σ

(−L(̟nt′(t′ − u)z) + (trθ +N logn− Trk − divY )̟nt′(t′ − u)z)Lψψ,

I3 =

∫

Σt

̟nt′(t′ − u)zLψψ,

I4 =

∫

Σt0

̟nt′(t′ − u)zLψψ.

Recall that in the exterior region {0 ≤ u ≤ 3t′/4} we have r(t′, u) ≈ t′. Thus
with the help of the Sobolev inequality (4.53) on St′,u, for any function ψ there
holds

(5.13)

∫

0≤u≤3t′/4

‖t′
1−2/q

ψ‖2Lq(St′,u)
du . C[ψ](t′), 2 ≤ q <∞.

Therefore, by using (5.6) and (5.13), for the boundary term I3 and I4 we have the
estimate

|I3|+ |I4| . ‖tLψ‖L∞
t L2

Σ
‖r

1
2ψ‖L∞

t L2
uL

4
x

sup
t,0<u< 3t

4

‖r
1
2 z‖L4(St,u) . T

1
2 sup

t
C[ψ](t).
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Now we consider I2. We write I2 = I
(1)
2 + I

(2)
2 , where

I
(1)
2 =

∫

[t0,t]×Σ

L(̟nt′(t′ − u)z)Lψψ,

I
(2)
2 =

∫

[t0,t]×Σ

(trθ +N logn− Trk − divY )̟nt′(t′ − u)zLψψ.

In view of (5.3), (5.4) and (5.7) in Proposition 5.4, by Hölder inequality we have

|I
(2)
2 | . (τ∗‖π,∇Y, z‖L2

tL
∞
x
+ τ

1
2∗ )‖z‖L2

tL
∞
x
sup
t

C[ψ](t) . T
1
2 sup

t
C[ψ](t).

Observe that

(5.14) |L̟| . r−1, Lt = n−1, Lu = 2b−1.

Let p > 2 be close to 2 such that 0 < 1 − 2/p < s − 2 and let 1/p + 1/q = 1/2.
Then it follows from (5.8) that

|I
(1)
2 | .

(

‖(|(t′ − u)L̟|+ 1)z‖L1
tL

∞
x

+ τ∗‖Ln‖L2
tL

∞
x
‖z‖L2

tL
∞
x

)

‖t′Lψ‖L∞
t L2

Σ
‖ψ‖L∞

t L2
Σ

+ ‖t
′ 2
q̟Lz‖L1

tL
∞
u L

p
x
sup
t′

(

∫

0≤u≤ 3t′

4

‖t′
1− 2

q ψ‖2Lq(St′,u)du

) 1
2

‖t′Lψ‖L∞
t L2

Σ
.

In view of (5.13), (5.4), (5.7) and (5.8), we obtain

|I
(1)
2 | . T

1
2 sup

t
C[ψ](t)

Finally we will use (5.1) to estimate I1. We first rewrite (5.1) as

(5.15) ✷gψ = −LLψ + /∆ψ + 2ζA /∇Aψ −
1

2
trχLψ − (

1

2
trχ+ ν)Lψ.

Then I1 can be written as I1 = I11 + I12 + I13, where

I11 =

∫

[t0,t]×Σ

̟nt′(t′ − u)z /∆ψψ

I12 = −
1

2

∫

[t0,t]×Σ

̟nt′(t′ − u)ztrχψLψ

I13 =

∫

[t0,t]×Σ

̟nt′(t′ − u)z

(
2ζA /∇Aψ −

(
1

2
trχ+ ν

)
Lψ

)
ψ.

Recall that for any vector field X tangent to St,u there holds

(5.16)

∫

Σt

F divX = −

∫

Σt

{ /∇+ (ζ + ζ)}F ·X.

In view of (5.16) we have

I11 = −

∫

[t0,t]×Σ

/∇(̟nt′(t′ − u)zψ) /∇ψ + (ζ + ζ)̟nt′(t′ − u)zψ · /∇ψ.

Now we introduce the following types of terms:

Er1 = nt′(t′ − u)

(
π, z,

b−1 − n−1

(t− u)

)
· (Lψ, /∇ψ) · z,

Er2 = nzt′Lψ, Er3 = nt′(t′ − u) /∇z · /∇ψ,

Er4 = nt′z((t′ − u) /∇ψ, ψ), Er5 = nt′(t′ − u)ζ · /∇ψ · z.
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Then, symbolically we can write I11 and I13 as

|I11|+ |I13| =

∣∣∣∣∣

∫

[t0,t]×Σ

̟(Er1 + Er2 + Er3 + Er5)ψ

∣∣∣∣∣ +
∣∣∣∣∣

∫

[t0,t]×Σ

̟Er4 · /∇ψ

∣∣∣∣∣ .

By using (5.4), (5.7), (5.5) and Hölder inequality, we can derive
∣∣∣∣∣

∫

[t0,t]×Σ

|̟Er1 · ψ|

∣∣∣∣∣ . ‖z‖L2
tL

∞
x

∥∥∥∥z, π,
b−1 − n−1

n(t′ − u)

∥∥∥∥
L2

tL
∞
x

τ∗ sup
t

C[ψ](t)

. T sup
t

C[ψ](t)

and
∣∣∣∣∣

∫

[t0,t]×Σ

|̟Er2ψ|+ |̟Er4 /∇ψ|

∣∣∣∣∣

. ‖z‖L1
tL

∞
x
sup
t

{
‖t(|Lψ|+ | /∇ψ|)‖L2

Σ
(‖ψ‖L2

Σ
+ ‖t /∇ψ‖L2

Σ
)
}

. T
1
2 sup

t
C[ψ](t).

By using (5.8) and (5.13) with 0 < 1− 2/p < s− 2 and 1/q + 1/p = 1
2 , we have

∣∣∣∣∣

∫

[t0,t]×Σ

|̟Er3 · ψ|

∣∣∣∣∣

. sup
t

‖t
2
q̟/∇z‖L1

tL
∞
u Lp

x
sup
t′



C[ψ](t′)

1
2

(∫

0≤u≤ 3t′

4

‖t′
1− 2

qψ‖2Lq(St′,u)
du

) 1
2





. T
1
2 sup

t
C[ψ](t).

With the help of (5.7), (5.13) with q = 4 and (5.6), we obtain

∣∣∣∣∣

∫

[t0,t]×Σ

|̟Er5ψ|

∣∣∣∣∣

(5.17)

.

∫ t

t0

sup
u

‖r
1
2̟z · ζ‖L4

x
· sup

t′



‖t′ /∇ψ‖L2

Σ

(∫

0≤u≤ 3t′

4

‖r′
1
2ψ‖2L4(St′,u)

du

) 1
2





. ‖r
1
2 ζ‖L∞

t L∞
u L4

x
‖z‖L1

tL
∞
x
sup
t

C[ψ](t) . T sup
t

C[ψ](t).

Now we consider I12 by integration by part.

I12 =
1

4

∫

[t0,t]×Σ

−L(̟nt′(t′ − u)ztrχ)ψ2(5.18)

+
1

4

∫

[t0,t]×Σ

(trθ +N logn− Trk − divY )̟nt′(t′ − u)ztrχψ2(5.19)

+
1

4

∫

Σt

̟nt′(t′ − u)ztrχψ2 −
1

4

∫

Σ0

̟nt′(t′ − u)ztrχψ2.(5.20)
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Using (5.3), (5.4) and (5.7), the terms in (5.19) is bounded by
∫

[t0,t]×Σ

∣∣∣∣̟(z + π +∇Y +
1

n(t− u)
)z

∣∣∣∣ t
′nψ2

. ‖z‖L2
tL

∞
x
‖|ψ|2‖L∞

t L1
Σ
(τ

1/2
∗ + τ∗‖π,∇Y, z‖L2

tL
∞
x
)

. T
1
2 sup

t
C[ψ](t).

For the terms in (5.20), using (5.3), (5.6) and (5.13) with q = 4, they can be
bounded by

sup
t,u

‖z‖L2(St,u)

∫

0<u≤ 3t
4

‖t′|ψ|2‖L2(St,u) . T
1
2 sup

t
C[ψ](t).

It remains only to consider the terms in (5.18). We have
∣∣∣∣∣

∫

[t0,t]×Σ

L(̟nt′(t′ − u)ztrχ)ψ2

∣∣∣∣∣

. |

∫

[t0,t]×Σ

{L̟nt′(t′ − u)trχ+̟ntrχL(t′(t′ − u))

+̟trχLnt′(t′ − u) +̟L(
1

n(t′ − u)
)nt′(t′ − u)}zψ2|(5.21)

+

∫

[t0,t]×Σ

|̟Lznt′(t′ − u)|(|trχ|+ |z|)ψ2.(5.22)

Since r ≈ (t − u) and t(|trχ| + |z|) ≈ 1 on Extt, with
1
p + 1

q = 1 and p is slightly

greater than 2, also using Hölder inequality, we obtain

(5.22) . ‖̟r1−
2
pLz‖L1

tL
∞
u Lp

x
sup
t′

(

∫

0≤u≤ 3t′

4

‖r
2
p |ψ|2‖Lq(St′,u)

du)

. ‖̟r1−
2
pLz‖L1

tL
∞
u Lp

x
sup
t′

(

∫

0≤u≤ 3t′

4

‖r1−
2
q1 ψ‖Lq1(St′,u)

‖r1−
2
q2 ψ‖Lq2(St′,u)

du)

where 1
q1

+ 1
q2

= 1
q . Using (5.13) and (5.8) we obtain

(5.22) . T
1
2 sup

t′
C[ψ](t′).

To estimate (5.21), in view of (5.14) and

(5.23) L(
1

n(t− u)
) =

nb−1

n2(t− u)2
−

L logn

n(t− u)
−
n(n−1 − b−1)

n2(t− u)2
,

using (5.7), (5.4) and (5.5), we have

|(5.21)| . ‖zψ2‖L1
tL

1
Σ
+ ‖Ln,

b−1 − n−1

n(t− u)
‖L2

tL
∞
Σ
‖z‖L2

tL
∞
Σ
τ∗ sup

t

∫

0≤u≤ 3t
4

‖ψ2‖L1(St,u)

. T
1
2 sup

t
C[ψ](t).

The proof is therefore complete.
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5.2. Proof of Comparison theorem. We will adapt the argument in [12] to
prove Theorem 5.2. For simplicity, we use Θ to denote any term from the collection

{
trχ−

2

n(t− u)
, Trk,

b−1 − n−1

t− u
, k̂NN

}
.

According to (5.6) and (5.5) in Proposition 5.4 we have

(5.24) ‖r−
1
2Θ‖L2(St,u) . λ−

1
2 .

By following the argument in [12, Section 6] we can derive

Q̄[ψ](t) &

∫

Σ

(
u2(Lψ)2 + u2(Lψ)2 + (u2 + u2)| /∇ψ|2 +

(
1 +

t2

(t− u)2

)
ψ2

)

−

∫

Σ

(
1 +

t2

(t− u)2

)
ψ2(t− u)Θ

& C[ψ](t)−

∫

Σ

(
1 +

t2

(t− u)2

)
ψ2(t− u)Θ.

By using (5.24) and the inequality, which can be derived in view of (4.53),

‖tψ‖L2
uL

4
ω
. ‖t /∇ψ‖L2

x
+ ‖

t

t− u
ψ‖L2

x
. C[ψ](t),

we can obtain∫

Σ

t2

t− u
Θψ2 . ‖r

1
2Θ‖L∞

u L2
ω
‖r

1
2 t2ψ2‖L1

uL
2
ω
. λ−

1
2 τ

1
2∗ ‖t2ψ2‖L1

uL
2
ω
. T

1
2 C[ψ](t).

Similarly we have
∫

Σ

ψ2(t− u)Θ . λ−
1
2 τ

1
2∗ ‖r2ψ2‖L1

uL
2
ω
. T

1
2 C[ψ](t).

Therefore, there is a universal constant C0 > 0 such that

C[ψ](t) ≤ C0Q̄[ψ](t) + C0T
1
2 C[ψ](t).

This implies the desired conclusion by taking T to be small universal constant.

6. Estimates for Ricci coefficients

In Sections 6 and 7, we will complete the proof of Proposition 5.4. We will
consider only the case λ = 1 since the general case can be obtained by a simple
rescaling. Thus, we will work on the spacetime [0, T ]× Σ.

Consider an outgoing null cone Cu in [0, T ]× Σ initiating from a point p on Γ+

with u = t(p). Let D+ be the domain enclosed by Cu and ΣT and let St,u := Cu∩Σt.
For simplicity, we will supress u and write St := St,u. Instead of the canonical null
pair {L,L}, we will work under a new pair of null vector fields {L′, L′} which is
defined as follows. The null vectors l′ω in TpM parametrized with ω ∈ S2 are
normalized by g(l′ω,Tp) = −1. We denote by Γω(s) the outgoing null geodesic

from p with Γω(0) = p and d
dsΓω(0) = l′ω and define the null vector field L′ by

L′(Γω(s)) =
d

ds
Γω(s).

Then DL′L′ = 0. The affine parameter s of null geodesic is chosen such that
s(p) = 0 and L′(s) = 1. We will assume that the exponential map Gt : ω → Γω(s(t))
is a global diffeomorphism from S

2 to St for any t ∈ (u, T ]. Along Cu we introduce
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the null lapse function a−1 = −g(L′,T). Then a > 0 on Cu with a(p) = 1.
Moreover, along any null geodesic Γω there holds

(6.1)
dt

ds
= n−1a−1, t(p) = 0.

We can define a conjugate null vector L′ on Cu with g(L′, L′) = −2 and such that
L′ is orthogonal to the leafs St. Let N be the outward unit normal of St in Σt.
Then in terms of L′, L′ and a we have

(6.2) L′ = a−1(T+N), L′ = a(T−N).

Relative to the canonical null frame L,L, we recall the null components of the
Riemannian curvature tensor R as follows

αAB = R(L, eA, L, eB), βA =
1

2
R(eA, L, L, L),

ρ =
1

4
R(L,L, L, L), σ =

1

4
⋆R(L,L, L, L),(6.3)

β
A
=

1

2
R(eA, L, L, L), αAB = R(L, eA, L, eB).

and α′, β′, ρ′, σ′, β′, α′ can be similarly defined with L,L replaced by L′, L′. We
define

R(Cu)
2 =

∫

Cu

(
|α|2 + |β|2 + |β|2 + |ρ|2 + |σ|2

)
.

It follows from Proposition 3.10 and the standard flux type estimate by using the
Bel-Robinson tensor and Einstein vacuum equation,

(6.4) ‖|∇Lk, /∇k|g‖L2(Cu) +R(Cu) ≤ C.

Let us denote by k̂ the traceless part of k, k̂ = k− 1
3Trk · g. We decompose k̂ on

each St by introducing components

(6.5) ηAB = k̂AB , ǫA = k̂AN , δ = k̂NN

where (eA)A=1,2 is an orthonormal frame on St. Let η̂AB be the traceless part
of η. Since δABηAB = −δ, we have η̂AB = ηAB + 1

2δABδ. The Ricci coefficients

χ′, χ′, ζ′, ζ′, ξ′, µ′ and null components of curvature associated with the null frame

{e1, e2, L′, L′} are related to their counterparts associated with {e1, e2, L, L} as
follows:

b = anp, /∇ logb = /∇ log a, χ′ = a−1χ, χ′ = aχ, ζ′ = ζ,

ζ′ = ζ, ξ′ = a2ξ, −2µ′ = µ := D3trχ−
1

2
(trχ)2 − (kNN +∇N logn)trχ,

α′ = a−2α, β′ = a−1β, ρ′ = ρ, σ′ = σ, β′ = aβ

In the following we will consider the Ricci coefficients relative to the null frame
{e1, e2, L′, L′}, and we will drop the prime for convenience. We will also fix the
following conventions:

• /π denotes the collection of η̂, ǫ, δ, ∇N logn, /∇ logn, Trk,

• π̌ denotes the collection of /π, ∇̂g,
• ι := trχ− 2

r ,V := trχ− 2
s , κ := trχ− (an)−1antrχ,

• A denotes the collection of χ̂, ζ, ζ, ν = − da
ds = π0N + δ + Trk

3 ,

• A denotes the collection of A and χ̂ , /∇ log a, /π,
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• The pair of quantities (M,D0M) denotes either ( /∇trχ, /∇χ̂), or (µ, /∇ζ),
• R0 denotes the collection of α, β, ρ, σ, β,

• R̄ denotes the collection of R0, trχA,A · A,

• S := St,
◦
γ:= r−2γ, γ(0) := r2γS2 .

We define the norm of N1[·] on null cone Cu for S tangent tensor fields F by

(6.6) N1[F ] = ‖r−1F‖L2(Cu) + ‖ /∇F‖L2(Cu) + ‖ /∇LF‖L2(Cu).

We first recall the following results that hold under the bounded H2 data condition.
The proofs can be found in can be found in [25, 26] and rely on the bounded flux
(6.4) and (2.2)-(2.4).

Theorem 6.1. There exists a universal constant C1 ≥ 1 such that on Cu there
holds

(6.7) C0 := R(Cu) +N1[/π] + ‖r−
1
2Dn‖L2(St) + ‖Dn‖L4(St) + ‖Dn‖L2

tL
∞
ω

≤ C1.

Moreover, let R0 := R(Cu) + N1[/π], there exists a universal constant δ0 > 0 such
that if T − u ≤ δ0 then on Cu there hold

∥∥∥∥trχ−
2

s

∥∥∥∥
L∞

. R2
0,(6.8)

|a− 1| ≤
1

2
,(6.9)

∥∥∥∥
∫ 1

0

(|χ̂|2 + |ζ|2 + |ν|2 + |ζ|2)nadt

∥∥∥∥
L∞

ω

. R2
0,(6.10)

‖ /∇trχ‖L2(Cu) + ‖µ‖L2(Cu) +

∥∥∥∥sup
t≤1

|r3/2 /∇trχ|

∥∥∥∥
L2

ω

+

∥∥∥∥sup
t≤1

r
3
2 |µ|

∥∥∥∥
L2

ω

. R0(6.11)

N1(χ̂) +N1(ζ) +N1

(
trχ−

2

r

)
+N1

(
trχ− (an)−1antrχ

)
. R0,(6.12)

∥∥∥∥trχ−
2

r

∥∥∥∥
L2

tL
∞
ω

+
∥∥trχ− (an)−1antrχ

∥∥
L2

tL
∞
ω

. R0.(6.13)

Proposition 6.2. On each St we introduce the ratio of area elements

(6.14) vt(ω) :=

√
|γt|√
|γS2 |

, ω ∈ S
2.

Then there hold

(6.15) C−1 ≤ vt/s
2 ≤ C, C−1 < r/s < C,

where C is a positive universal constant.

Finally we recall ([25, 26]) that for any Σ-tangent tensor field F there holds the
trace inequality

(6.16) ‖r−
1
2F‖L2(St,u) + ‖F‖L4(St,u) . ‖F‖H1(Σ),

and for any − t
4 ≤ u ≤ t and any Σ-tangent tensor field F , there holds

(6.17) ‖F‖2L2(St,u)
. (‖k‖L3(Int(St,u))

+ 1)‖F‖H1(Σ)‖F‖L2(Int(St,u))
.

where Int(St,u) denotes the domain in Σt enclosed by St,u.
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We recall also the transport Sobolev-type inequality for any St-tangent tensor
field F ,

(6.18) ‖r
1
2F‖Lp

ωL∞
t

. ‖r−
1
2F‖L2

xL
∞
t (Cu) + ‖F‖L4

xL
∞
t (Cu) . N1[F ]

with 2 ≤ p ≤ 4. Similar to [25, Proposition 8.1] and also using (6.16), we have for
any Σ-tangent tensor field F that

‖s−1F‖L2(Cu) . ‖s−1/2F‖L2(ST ) + ‖ /∇LF‖L2(Cu) + ‖F‖L2(Cu)

. ‖F‖H1(ΣT ) + ‖ /∇LF‖L2(Cu),(6.19)

As a immediate consequence of (6.18), (6.7) and (6.12), on Cu there holds for
F = χ̂, ζ, π̌ that

(6.20) ‖r
1
2F‖Lp

ωL∞
t

. N1[F ] ≤ C, with 2 ≤ p ≤ 4.

Lemma 6.3. For q > 2, there hold the following Sobolev inequalities on Cu:

‖F‖L2
tL

q
ω
. (‖ /∇F‖

1− 2
q

L2(Cu)
+ ‖r−1F‖

1− 2
q

L2(Cu)
)‖r−1F‖

2
q

L2(Cu)
(6.21)

‖F‖L∞
ω

. ‖r /∇F‖Lq
ω
+ ‖F‖Lq

ω
(6.22)

Lemma 6.4. Let 0 ≤ 1− 2
p < s− 2. For any Σ tangent tensor F there holds

‖r1−
2
p |∇LF, /∇F |g‖L2

tL
p
x(Cu) .

∑

i

‖r1−
2
p ( /∇L(Fi), /∇(Fi))‖L2

tL
p
x(Cu) + ‖F‖L∞

t H1 .

Indeed, we can check for Σ tangent tensor Fij the following symbolic identities,

∇LFi = ∇L(Fi) + err(F ), /∇Fi = /∇(Fi) + err(F )

where |err(F )| ≤ |g · (∇̂g, ∇̂Y, k) · F |, which gives

‖r1−
2
p |∇LF, /∇F |g‖L2

tL
p
x(Cu) .

∑

i

‖r1−
2
p ( /∇L(Fi), /∇(Fi))‖L2

tL
p
x(Cu)

+ (T − u)
1
2 ‖π̃‖L2

tL
∞
x
‖r

1
2− 2

pF‖L∞
t Lp(Cu)

where to derive the last inequality, we employed (6.16).

Lemma 6.5. Let f be the components of the Σ-tangent tensor fields ∇2n, ∇(ne0(n)),

and ∇̂2Y . Then for 2 ≤ q < 4 there holds

(6.23) ‖r1−
2
q f‖L2

tL
q
x(Cu) ≤ C.

For the Σ tangent tensor π0 = −∇ logn, there holds 3

(6.24) ‖r1−
2
q (∇Lπ0,∇π0)‖L2

tL
q
x(Cu) ≤ C.

Proof. We decompose a scalar function f by f =
∑

µ>1 Pµf+P≤1f . By the Sobolev

inequality (4.53) on St,u we have

r1−
2
q ‖Pµf‖Lq

x
. ‖r /∇Pµf‖

1− 2
q

L2
x

‖Pµf‖
2
q

L2
x
+ ‖Pµf‖L2

x
.

3We can obtain stronger estimates than (6.24), but this estimate is sufficient for our purpose.
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Using the finite band property of LP projections and (6.17), we derive that

‖r1−
2
qPµf‖L2

tL
q
x
. (µ1− 2

q + 1)‖Pµf‖L2(Cu)

. (µ1− 2
q + 1)‖Pµf‖

1
2

L2
tH

1([0,T ]×Σ)
‖Pµf‖

1
2

L2
tL

2([0,T ]×Σ)

. µ− 1
2 (µ1− 2

q + 1)‖f‖L2
tH

1([0,T ]×Σ).

The lower order part P≤1f can be treated similarly. Therefore summing over µ > 1,
we obtain

‖r1−
2
q f‖L2

tL
q
x(Cu) . ‖f‖L2

tH
1([0,T ]×Σ).

The estimate (6.23) then follows by using (2.3) and (2.24).
We next prove (6.24). It is straightforward to derive that∇π0 = n−1∇2n+π0 ·π0.

Then using (6.23) and (6.16)

‖r1−
2
q ∇π0‖L2

tL
q
x(Cu) . ‖r1−

2
q ∇2n‖L2

tL
q
x(Cu) + ‖π0‖L2

tL
∞
x
‖r

1
2− 2

q π0‖L∞
t Lq

x
. 1.

Note that we have the following symbolic identity

∇nT∇i logn = ∇i∇nT log n+ nk · ∇ log n.

In view of L = T+N , and using (6.23), we can derive

‖r1−
2
q ∇Lπ0‖L2

tL
q
x(Cu) . ‖r1−

2
q (∇(ne0(logn)),∇π0)‖L2

tL
q
x(Cu)

+ ‖π‖L2
tL

∞
x
‖r

1
2− 2

q π‖L∞
t Lq

x(Cu) . 1.

Hence we complete the proof. �

6.1. Lp flux type estimates. In this subsection, we will use Proposition 3.11 to

derive Lp flux type estimates on ∇̂g, k and null components of curvature R0 =
(α, β, ρ, σ, β). Let 0 < 1 − 2

p < s − 2. For any St-tangent tensor F along null

hypersurface Cu we define the Sobolev norm

N1,p[F ] = ‖r−
2
pF‖L2

tL
p
x
+ ‖r1−

2
p /∇F‖L2

tL
p
x
+ ‖r1−

2
p∇LF‖L2

tL
p
x
.

We denote by

N1,p[π̌] = N1,p[/π] +N1,p[∇̂g],

where ∇̂g in the last term denotes the scalar components of ∇̂g relative to arbitrary
time independent coordinate frame in Σ. When p = 2, N1,2[F ] = N1[F ]. We have
from Proposition 3.11 together with N1[/π] ≤ C in Theorem 6.1 that

(6.25) N1[π̌](Cu) ≤ C.

We now state the main result of this subsection.

Proposition 6.6. Let f be the components of k and ∇̂g. Then on Cu there hold

‖r1−
2
p ( /∇Lf, /∇f)‖L2

tL
p
x(Cu) ≤ C,(6.26)

N1,p[π̌] ≤ C,(6.27)

‖r1−
2
p (α, β, ρ, σ, β, β)‖L2

tL
p
x(Cu) ≤ C,(6.28)

where 0 < 1− 2
p < s− 2.

As the first step, in what follows we build a connection between the dyadic flux
in Proposition 3.11 and the ones that will be used to derive (6.26).
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Proposition 6.7. Let /Pµ be the classical Littlewood-Paley decomposition on 2-

dimensional slice St,u on Cu. Let Dt = an d
ds along each null geodesic Γω on Cu.

Then for any 0 < ǫ < 1 and any scalar function f there hold

∑

µ>1

‖µǫ /Pµ /∇f‖
2
L2(Cu)

.
∑

ℓ>1

ℓ2ǫ
(
F [Pℓf ](Cu) + ‖Pℓf‖

2
H1(ΣT )

)

+ F [f ] + ‖f‖2H1(ΣT ),(6.29)
∑

µ>1

‖µǫ /PµDtf‖
2
L2(Cu)

.
∑

ℓ>1

ℓ2ǫ
(
F [Pℓf ](Cu) + ‖Pℓf‖

2
H1(ΣT )

)

+ F [f ] + ‖f‖2H1(ΣT ).(6.30)

Proof. We first prove (6.29) and (6.30) by assuming the following inequality, with
ℓ > 1 being dyadic

(6.31) ‖r /∇ /∇Pℓf‖L2(Cu) + ‖r /∇DtPℓf‖L2(Cu) . ℓ
(
F

1
2 [P̃ℓf ] + ‖P̃ℓf‖H1(ΣT )

)
.

We decompose f =
∑

l>1 Pℓf + P≤1f . First we have

µǫ

∥∥∥∥∥∥
/Pµ /∇

∑

ℓ>µ

Pℓf

∥∥∥∥∥∥
L2(Cu)

.
∑

ℓ>µ

(µ
ℓ

)ǫ
ℓǫ‖ /∇Pℓf‖L2(Cu).

Summing over µ > 1, we obtain

(6.32)
∑

µ>1

µ2ǫ

∥∥∥∥∥∥
/Pµ /∇

∑

ℓ>µ

Pℓf

∥∥∥∥∥∥

2

L2(Cu)

.
∑

ℓ

ℓ2ǫ‖ /∇Pℓf‖
2
L2(Cu)

.

Now we consider the part
∑

1<ℓ<µ Pℓf in the decomposition of f . The term P≤1f

can be treated similarly. By the finite band property of /Pµ, we have

‖ /Pµ /∇Pℓf‖L2(Cu) . µ−1‖r /∇ /∇Pℓf‖L2(Cu).

In view of (6.31), it follows that

‖ /Pµ /∇Pℓf‖L2(Cu) . µ−1ℓ
(
F

1
2 [P̃ℓf ] + ‖P̃ℓf‖H1(ΣtM

)

)

Hence we have

µǫ

∥∥∥∥∥∥
/Pµ /∇

∑

ℓ≤µ

Pℓf

∥∥∥∥∥∥
L2(Cu)

.
∑

ℓ≤µ

(
ℓ

µ

)1−ǫ

ℓǫ
(
F

1
2 [P̃ℓf ] + ‖P̃ℓf‖H1(ΣtM

)

)
.

Taking l2µ and also combining with (6.32) gives (6.29).

To see (6.30), we first derive by the basic property of /Pµ that

µǫ

∥∥∥∥∥∥
/PµDt

∑

ℓ>µ

Pℓf

∥∥∥∥∥∥
L2(Cu)

.
∑

ℓ>1

ℓǫ
(µ
ℓ

)ǫ
‖DtPℓf‖L2(Cu).
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For the case ℓ ≤ µ, we obtain by the finite band property of /Pµ and (6.31) that

µǫ

∥∥∥∥∥∥
/PµDt

∑

1<ℓ≤µ

Pℓf

∥∥∥∥∥∥
L2(Cu)

.
∑

1<ℓ≤µ

µǫ−1‖r /∇DtPℓf‖L2(Cu)

.
∑

1<ℓ≤µ

(
ℓ

µ

)1−ǫ

ℓǫ
(
F

1
2 [P̃ℓf ](Cu) + ‖P̃ℓf‖H1(ΣtM

)

)
.

Taking l2µ for µ > 1, we can obtain (6.30).

We next prove (6.31). Recall that Πmn = gmn−NmNn and /∇m = Πn′

m∇̂n′ . Note
that for functions f on Cu we have

/∇ /∇Pℓf = /∇(Πn
m∇̂nPℓf) = /∇(δnm −Nm ·Nn)∇̂Pℓf +Πn

m /∇∇̂Pℓf

= − /∇Nm ·Nn∇̂nPlf −Nm /∇Nn∇̂nPlf +Πn
m /∇∇̂Pℓf.

Therefore

| /∇ /∇Pℓf |γ ≤ ℓr−1
(
|(trθ + θ̂) · P̃ℓf |γ + |Πn

m /∇P̃ℓf |γ
)
,

where P̃ denote a classical Littlewood-Paley projection on R3 induced by a different
symbol. By the commutation formula [ /∇,Dt]f = anχ · /∇f for scalar functions f ,
we obtain

/∇DtPℓf = [ /∇,Dt]Pℓf +Dt /∇Pℓf = anχ /∇Pℓf +Dt /∇Pℓf.

For the last term on the right, we have

Dt /∇Pℓf = Dt(Π
n
m∇̂nPℓf) = Dt(Π

n
m)∇̂nPℓf +Πn

mDt∇̂nPℓf

= Dt(δ
n
m −NmN

n)∇̂nPℓf + ℓΠn
mDtP̃ℓf.

Thus, in view of DL′Nρ = a−1L′(a)Tρ − a−1ζ
A
eρA and Dt = anDL′ , we have

| /∇DtPℓf |γ . ℓr−1
(
|ζP̃ℓf |γ + |DtP̃ℓf |γ + |(trχ+ χ̂) · P̃ℓf |γ

)
.

With the help of the symbolic identity trθ = trχ+ k and θ̂ = χ̂+ k, we obtain

‖r /∇
2
Pℓf‖L2(Cu) + ‖r /∇DtPℓf‖L2(Cu)

. ℓ
(
‖ /∇P̃ℓf‖L2(Cu) + ‖DtP̃ℓf‖L2(Cu) + ‖(trχ+ χ̂+ π̌)P̃ℓf‖L2(Cu)

)

. ℓ
(
F

1
2 [P̃ℓf ] + ‖r−1P̃ℓf‖L2(Cu) + ‖r−

1
2 P̃ℓf‖L2

tL
4
x(Cu)

)
(6.33)

where we employed the Hölder inequality, (6.20) and rtrχ ≈ 1. By the Sobolev
embedding, we deduce that

‖r−
1
2 P̃ℓf‖L2

tL
4
x(Cu) . ‖ /∇P̃ℓf‖

1
2

L2(Cu)
‖r−1P̃ℓf‖

1
2

L2(Cu)
+ ‖r−1P̃ℓf‖L2(Cu).

Applying (6.19) to F = P̃ℓf gives

(6.34) ‖r−1P̃ℓf‖L2(Cu) . ‖ /∇LP̃ℓf‖L2(Cu) + ‖P̃ℓf‖H1(ΣtM
),

Therefore

(6.35) ‖r−
1
2 P̃ℓf‖L2

tL
4
x(Cu) . F

1
2 [P̃ℓf ](Cu) + ‖P̃ℓf‖H1(ΣtM

).

In view of (6.33), (6.34) and (6.35), we thus obtain (6.31). �
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Note that the energy estimate on the Bel-Robinson tensor does not implies the
Lp, p > 2, type curvature flux in (6.28). As the second step, we now build the
connection between (6.27) and (6.28).

Proposition 6.8. Let err denote the type of error terms taking the form (π̌+ F ) ·

π̌+ trχπ̌ with F = χ̂, /∇ log a, θ̂. Relative to canonical null frame {e1.e2, L, L}, there
hold the following results for null components of curvature:

(a) There exist scalar functions
◦
π, S-tangent 2-tensor fields

◦
πAB such that the

components β, β admit the decompositions

β, β = /∇A
◦
π + /∇

B ◦
πAB + /curl

◦
π +err.

(b) There exist two S-tangent vector fields
◦
π
(1)

A and
◦
π
(2)

A such that

ρ = div
◦
π
(1)

+err, σ = curl
◦
π
(2)

+err.

(c) There holds the decomposition α = /∇Lη̂ + /∇/π + err.

where
◦
π,

◦
π
(1)

, and
◦
π
(2)

denote the terms formed by the sums of Nµ(g · ∇̂g, k)µ··· and

Πµ′

µ (g · ∇̂g, k)µ′···.

As a key feature required by the proof of (5.9) (see Section 7.2), the higher
order terms in the decompositions for β, ρ and σ can only contain /∇π̃. Since time
derivative of shift has to be excluded in our decompositions, Proposition 6.8 does
not follow from the approach given in [13, Section 4]. We will derive in Appendix
I the decompositions in a more invariant fashion.

Lemma 6.9. Let err be the error term in Proposition 6.8. Let 0 ≤ 1−2/p < s−2.
There holds

‖r · err‖L2
tL

p
ω(Cu) . (T − u)

1
2 + 1.

Proof. It follows from (6.25), rtrχ ≈ 1 and (6.21) that ‖rtrχπ̌‖L2
tL

p
ω(Cu) . N1[π̌] ≤

C. In view of (6.16) and (6.18), we can obtain
{

‖rπ̌ · π̌‖Lp
ω
. ‖π̌‖L∞

x
‖rπ̌‖Lp

ω
. (t− u)

1
2 ‖π̌‖H1(Σ)‖π̌‖L∞

x

‖rF · π̌‖Lp
ω
. (t− u)

1
2N1[F ]‖π̌‖L∞

x

where F = χ̂, /∇ log a, θ̂. By integrating in t and using (BA2), ‖π̃‖H1(Σ) ≤ C and
(6.20) we can complete the proof. �

Proof of Proposition 6.6. First, applying (4.53) to F = /Pµ /∇f gives

‖r1−
2
p /∇f‖L2

tL
p
x(Cu) .

∑

µ>1

(µ1− 2
p + 1)‖ /Pµ /∇f‖L2(Cu) + ‖ /∇f‖L2(Cu)

With the help of (6.29), we then obtain

‖r1−
2
p /∇f‖L2

tL
p
x(Cu) . F

1
2 [f ](Cu) +

∑

ℓ>1

ℓ1−
2
p

(
F

1
2 [Pℓf ](Cu) + ‖Pℓf‖H1(ΣT )

)
.

On the other hand, applying (4.53) to F = /PµDtf and using (6.30) we can obtain

‖r1−
2
pDtf‖L2

tL
p
x(Cu) . F

1
2 [f ](Cu) +

∑

ℓ>1

ℓ1−
2
p

(
F

1
2 [Pℓf ](Cu) + ‖Pℓf‖H1(ΣT )

)
.
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Thus, applying the above two inequalities with f = kij , ∇̂gij , and using

‖µ1− 2
pPµf‖l1µH1

Σ
≤ ‖f‖H1+ǫ with 1−

2

p
< ǫ < s− 2

and Proposition 3.11, we have

‖µ1− 2
p r( /∇,∇L)Pµf‖l1µL2

tL
p
ω(Cu) ≤ C.

This completes the proof of (6.26).
We next prove (6.27). Let /∇∗ denote either /∇A or /∇L′ for S-tangent tensor,

and ∇∗ be either ∇L or /∇A for Σ tangent tensor as in (3.58). We recall from [25,
(8.14), (8.15)] that with π being Σ tangent tensor π0 or k,

(6.36) /∇∗/π = ∇∗π + trθ · /π + (θ̂, ζ) · /π + (an)−1 = ∇∗π + err.

By using (6.26) and (6.24),we have ‖|r1−
2
p∇∗π|g‖Lp(Cu) ≤ C, which together with

(6.36) implies that,

‖r1−
2
p /∇∗/π‖L2

tL
p(Cu) . ‖|r1−

2
p∇∗π|g‖Lp(Cu) + 1 + (T − u)

1
2 ≤ C,

where to derive the last inequality we employed Lemma 6.9. Hence we obtain (6.27).

In view of the decompositions in Proposition 6.8, we have R0 = /∇∗/π+g · /∇(∇̂g)+
err. By using (6.27) and Lemma 6.9, we can obtain (6.28). �

6.2. Lp estimates for Ricci coefficients. We fix a null cone Cu contained in
D+ with t = u at its vertex on Γ+. By rescaling the space-time coordinate as
(t, x) → ( t−u

d , xd ) with d = (T − u), we may restrict our consideration to the time
interval [0, 1]. We denote by H, the null cone Cu after change of coordinates.
Then H = ∪0<t≤1St with St being the intersection of H and Σt. We also denote
Ht := ∪t′∈[0,t]St′ for 0 < t ≤ 1.

We will rely on the quantities

(6.37) R0,p := N1,p[π̌] + ‖rR0‖L2
tL

p
ω(H)

and

(6.38) R0 := R(H) +N1[/π].

We will prove an Lp version of weakly spherical property on St in Proposition
6.20 and the following estimates

Proposition 6.10. Let M denote either µ or /∇trχ. If R0,p + R0 is sufficiently
small, there holds on H

(6.39) N1,p(A)+‖A‖L2
tL

∞
ω
+‖r

1
2A‖L2p

ω L∞
t
+‖r

3
2M‖Lp

ωL∞
t
+‖rM‖L2

tL
p
ω
. R0,p+R0.

We remark the the smallness on R0 +R0,p can be obtained by requiring T − u
sufficiently small but depends only on universal constants.
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Let us record the structure equations for the Ricci coefficients relative to {e1, e2, L
′, L′}:

dtrχ

ds
+

1

2
(trχ)2 = −|χ̂|2(6.40)

d

ds
χ̂+ trχχ̂ = −α(6.41)

d

ds
ζ = −χ · ζ + χ · ζ − β(6.42)

d

ds
/∇trχ+

3

2
trχ/∇trχ = −χ̂ · /∇trχ− 2χ̂ · /∇χ̂− (ζ + ζ)(|χ̂|2 +

1

2
(trχ)2)(6.43)

div χ̂ =
1

2
/∇trχ+

1

2
trχ · ζ − χ̂ · ζ − β(6.44)

div ζ = −µ− ρ+
1

2
χ̂ · χ̂ − |ζ|2 +

1

2
aδtrχ−

1

3
aTrktrχ(6.45)

curl ζ = σ −
1

2
χ̂ ∧ χ̂ .(6.46)

Let us record the following transport equation for µ′ where ′ will be dropped for
convenience,

Lµ+ trχµ = 2χ̂ · /∇ζ + (ζ − ζ) · ( /∇trχ+ trχζ)−
1

2
trχ(χ̂ · χ̂ − 2ρ+ 2ζ · ζ)

+ 2ζ · χ̂ · ζ +

(
1

4
a2trχ+ a(−δ +

2

3
Trk)

)
|χ̂|2 −

1

2
aν(trχ)2(6.47)

Recall the following result on initial data (see [24]).

Lemma 6.11. There holds

V, /∇a, r /∇trχ, r2µ→ 0 as t → 0, lim
t→0

‖χ̂, ζ, ζ, ν‖L∞(St) <∞.

Let us recall the transport lemma (see [13, 25]).

Lemma 6.12. For an S tangent tensor field F verifying

/∇LF +
m

2
trχF = G · F +H

with m ≥ 1 certain integer, if limt→0 r(t)
mF = 0 and ‖G‖L∞

ω L2
t
≤ C, then there

holds

(6.48) |F | . v
−m

2
t

∫ t

0

v
m
2

t′ |H |nadt′.

We also need the following useful Sobolev inequality.

Lemma 6.13. For any q ≥ 2 and any St tangent tensor field F , there holds the
estimate

(6.49) ‖r
1
2− 1

qF‖2
L2q

x L∞
t (H)

.
(
‖r /∇LF‖Lq

ωL2
t
+ ‖F‖Lq

ωL2
t

)
‖F‖L∞

ω L2
t
.

Proof. The estimate with q = 2 is proved in [25, Lemma 8.2]; the same argument
can be used to the result for any q > 2. �

We now prove the following result on null cone H,

Proposition 6.14. For any p ≥ 2 there hold

‖r /∇L(χ̂, ζ)‖L2
tL

p
ω
. R0,p +R0(6.50)

‖A‖L2
tL

p
ω
+ ‖r∇LA‖L2

tL
p
ω
. R0,p +R0(6.51)
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Proof. By the Sobolev embedding (6.21) we have for p > 2 that

‖A‖L2
tL

p
ω
. N1[A] . R0.

The second inequality in (6.51) will follow from (6.50) and (6.37). We need only to
prove (6.50). In view of (6.41) and (6.37), we have

‖r∇Lχ̂‖L2
tL

p
ω
. ‖χ̂‖L2

tL
p
ω
+ ‖rα‖L2

tL
p
ω
. R0,p.

Let p′′ be such that 1
p = 1

4 + 1
p′′ . By using (6.21) we have

(6.52) ‖rA ·A‖L2
tL

p
ω
. ‖r

1
2A‖L∞

t L4
ω
‖r

1
2A‖

L2
tL

p′′
ω

. N1(A)N1(r
1
2A) . R2

0.

In view of (6.42), (6.52), (6.37) and the first part of (6.51), we obtain

‖r∇Lζ‖L2
tL

p
ω
. ‖ζ‖L2

tL
p
ω
+ ‖rχ̂ · ζ‖L2

tL
p
ω
+ ‖ζ‖L2

tL
p
ω
+ ‖rβ‖L2

tL
p
ω
. R0,p +R2

0.

The proof is thus complete. �

6.2.1. Weakly spherical condition. Let γ be the induced metric on St, and define

the rescaled metric
◦
γ on St by

◦
γ= r−2γ. Note that

(6.53) lim
t→0

◦
γij= γS2 ij , lim

t→0
∂k

◦
γij= ∂kγS2 ij

where i, j, k = 1, 2. Recall that we have proved in [26] that

‖
◦
γij (t)− γS2 ij‖L∞ . R0(WS1)

‖∂k
◦
γij (t)− ∂kγS2 ij‖L2

ωL∞
t

. R0.(6.54)

Now we make the following bootstrap assumption which will be improved at the
end of this section.

Assumption 6.15. For the transport local coordinates (t, ω), the following proper-
ties hold true for all surfaces St of the time foliation on the null cone H: the metric
◦
γij (t) on each St verifies weakly spherical conditions i.e.

‖∂k
◦
γij (t)− ∂kγS2 ij‖Lp

ωL∞
t

≤ ∆0 with 0 < 1−
2

p
< s− 2,

where we assume 0 < ∆0 <
1
2 .

Let /∇
(0)

be the covariant differentiation relative to γ
(0)
ij . We will improve (WS2)

with the right side replaced by R0+R0,p. By choosing ∆0 < R0,p+R0 sufficiently
small, we can close the bootstrap argument.

Lemma 6.16. Under the Assumption 6.15, for 2 < q ≤ p,

‖ /∇F‖Lq
x
+ ‖r−1F‖Lq

x
≈ ‖ /∇

(0)
F‖Lq

x
+ ‖r−1F‖Lq

x
.

Proof. It suffices to consider F to be 1-form. Relative to any coordinates on S,

/∇iFj = /∇
(0)
i Fj + (Γ l

ij − Γ
(0)
ij

l
) · Fl. Note that using (WS1) and Assumption 6.15

we have ‖r1−
2
q |Γ − Γ(0)|γ‖Lq

x
. ∆0. Also in view of (6.22) and Hölder inequality,

we obtain

‖|(Γ− Γ(0))lijFl|γ‖Lq
x
. ‖r1−

2
q |Γ− Γ(0)|γ‖Lq

x
‖r

2
q−1F‖L∞

ω

. ∆0(‖ /∇F‖Lq
x
+ ‖r−1F‖Lq

x
).(6.55)
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Note that we can choose 0 < ∆0 <
1
2 sufficiently small, then for 2 < q ≤ p,

‖ /∇F‖Lq
x
+ ‖r−1F‖Lq

x
. ‖ /∇

(0)
F‖Lq

x
+ ‖r−1F‖Lq

x
.

The other direction can be proved in the same way. �

We recall from [26] the following result which uses the smallness of R0 given in
the remark immediately after Proposition 6.10.

Proposition 6.17. On null cone H under the condition (6.38) and C−1 < n < C
that for S tangent tensor F , there holds

(6.56) ‖ /∇F‖L2(S) + ‖r−1F‖L2(S) . ‖DF‖L2(S).

By Assumption 6.15, let us prove the following Lp estimate for Hodge system.

Lemma 6.18. Let D denote either D1 or D2 and F be S tangent tensor in the
domain of D, there holds for 2 < q ≤ p,

‖ /∇F‖Lq(S) + ‖r−1F‖Lq(S) . ‖DF‖Lq(S)

Proof. We only give the proof for D = D2. The proof for the case that D = D1

follows similarly. Relative to orthonormal frame associated to γ(0), for S-tangent,

symmetric, traceless 2-tensor F , let us define F̃AB = γ
(0)
ACγ

CDFDB and 2F̄AB =

F̃AB + F̃BA. Then we have

(6.57) div (0)F̄ = divF + (Γ− Γ(0))F · γ, Tr(0)(F̄ ) = 0.

Indeed, under the orthonormal frame associated to γ(0),

/∇C(γ
CDFDA) = /∇

(0)
C (γCDFDA) + (Γ− Γ(0))γ · F,

/∇C(F
CDγDA) = /∇

(0)
C (FCDγDA) + (Γ− Γ(0))F · γ.

By Calderon Zygmund theory on 2-sphere with γ(0) and also using (6.57), we obtain
∫
(| /∇

(0)
F̄ |q + |r−1F̄ |q) .

∫
|D(0)F̄ |q

≤

∫
(|DF |q + |(Γ− Γ(0))F · γ|q) .

∫
|DF |q

where to derive the last inequality, we employed (6.55), Lemma 6.16 and the small-
ness of ∆0. By (WS1) and Assumption 6.15 we can show that

‖ /∇
(0)
F‖Lq

x
+ ‖r−1F‖Lq

x
. ‖ /∇

(0)
F̄‖Lq

x
+ ‖r−1F̄‖Lq

x
.

Therefore, Lemma 6.18 follows by using Lemma 6.16. �

Since

D2χ̂ = /∇trχ+ R̄, D1ζ = (µ, 0) + R̄,

using Lemma 6.18, we can derive that for 2 ≤ q ≤ p

‖ /∇χ̂‖Lq(S) + ‖r−1χ̂‖Lq(S) . ‖ /∇trχ‖Lq(S) + ‖R̄‖Lq(S),

‖ /∇ζ‖Lq(S) + ‖r−1ζ‖Lq(S) . ‖µ‖Lq(S) + ‖R̄‖Lq(S).

Since using (6.52), (6.51) and (6.37)

‖rR̄‖L2
tL

p
ω
. ‖A‖L2

tL
p
ω
+ ‖rR0‖L2

tL
p
ω
+ ‖rA · A‖L2

tL
p
ω
. R0,p +R2

0,
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then on Ht

(6.58) ‖rD0M‖L2
tL

p
ω
. ‖rM‖L2

tL
p
ω
+R0,p +R0.

Recall that M = /∇trχ or µ. (6.43) and (6.47) can be symbolically recast as

(6.59) /∇LM +
m

2
trχM = χ̂ ·M +H1 +H2 +H3

where 4

H1 = χ̂ · D0M + F · A, H2 = A · A ·A, and H3 = r−1R̄, ι · R̄,

with

(m,F ) =

{
(2, /∇trχ), if M = µ,
(3, 0), if M = /∇trχ.

We now establish the following estimates, which, in view of (6.22) and (6.49),
imply Proposition 6.10.

Proposition 6.19. Let M denote either /∇trχ or µ, there hold

(6.60) ‖r
3
2M‖Lp

ωL∞
t
+ ‖rM‖L2

tL
p
ω
. R0,p +R0,

(6.61) ‖r /∇ζ, r /∇χ̂‖L2
tL

p
ω
. R0,p +R0.

Proof. (6.61) can be obtained immediately by combining the second estimate in
(6.60) with (6.58), we consider the first norm in (6.60). By (6.59), Lemma 6.12 and
6.11, integrating along the null geodesic Γω initiating from the vertex, we obtain

|M | ≤
3∑

i=1

∣∣∣∣v
−m

2
t

∫ t

0

v
m
2

t′ |Hi|nadt
′
∣∣∣∣ = I1(t) + I2(t) + I3(t).

We have

v
3
4
t I3(t) ≤ v

3
4−m

2
t

∫ s(t)

0

v
m
2 − 1

2

t′ |R̄|ds(t′) . s
3
2−m

∫ s(t)

0

sm−2|R̄r|ds(t′)(6.62)

.

(∫ s(t)

0

|R̄r|2ds(t′)

) 1
2

where we used s2 ≈ vt, r ≈ s in Proposition 6.2 to derive the second inequality.
Thus

(6.63)

∥∥∥∥∥ sup
t∈(0,1]

|v
3
4
t I3(t)|

∥∥∥∥∥
Lp

ω

. ‖rR̄‖Lp
ωL2

t
. R0,p +R0.

We can proceed in a similar fashion for the other two terms,

v
3
4
t I2(t) ≤ v

3
4−m

2
t

∫ s(t)

0

v
m
2

t′ |A|
2|A|ds(t′) . s

3
2−m

∫ s(t)

0

sm|A|2|A|ds(t′)(6.64)

. ‖A‖2L2
t
‖r3/2A‖L∞

t
,

then

(6.65)

∥∥∥∥ sup
0<t≤1

|v
3
4
t I2(t)|

∥∥∥∥
Lp

ω

. ‖A‖2L∞
ω L2

t
‖r3/2A‖Lp

ωL∞
t

. R3
0.

4In view of |a−1| ≤ 1/2 in (6.9), the factors am, m ∈ N can be ignored in Hi when we employ
(6.59) to prove Proposition 6.19.
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Similarly,

v
3
4
t I1(t) . r(t)

3
2−m

∫ t

0

sm|(D0M + F ) · A|dt′.(6.66)

Taking Lp
ω, using (6.58) for D0M ,
∥∥∥∥ sup
0<t≤1

|v
3
4
t I1(t)|

∥∥∥∥
Lp

ω

. (‖v
3
4
t D0M‖Lp

ωL2
t
+ ‖v

3
4
t F‖Lp

ωL2
t
)‖A‖L∞

ω L2
t

. (‖v
3
4
t M‖L2

tL
p
ω
+ ‖v

3
4
t F‖L2

tL
p
ω
+R0,p)‖A‖L∞

ω L2
t
.(6.67)

Note that ‖A‖L∞
ω L2

t
. R0 can be sufficiently small, then we combine (6.63), (6.65)

and (6.67) to obtain

‖r3/2M‖Lp
ωL∞

t (H) . R0 +R0,p.

Using Minkowski inequality, we can obtain in view of (6.62)

r(t)−
1
2 ‖v

3
4
t I3(t)‖Lp

ω
. r(t)−1

∫ t

0

r(t′)‖R̄‖Lp
ω
dt′

then

‖rI3(t)‖L2
tL

p
ω
. ‖rR̄‖L2

t [0,1]L
p
ω
. R0,p.

We can also obtain in view of (6.64) that

v
1
2
t I2(t) . ‖A‖2L2

t
‖rA‖L∞

t

by taking L2
tL

p
ω norm and using (6.18), we have

‖v
1
2
t I2‖L2

tL
p
ω
. ‖A‖2L∞

ω L2
t
‖rA‖Lp

ωL∞
t

. R3
0.

For I1(t), in view of (6.66)

v
1
2
t I1(t) . r(t)1−m

∫ t

0

sm|(D0M + F ) ·A|dt′.

Now taking L2
t ([0, 1])L

p
ω by Hölder inequality,

‖v
1
2
t I1‖L2

tL
p
ω
. ‖A‖L∞

ω L2
t
‖r(|D0M |+ |F |)‖Lp

ωL2
t

. R0(‖rM‖L2
tL

p
ω
+ ‖rF‖L2

tL
p
ω
+R0,p)

where for the last step we employed Minkowski inequality and (6.58). Since R0 can
be sufficiently small, the second inequality in (6.60) can be proved. �

Now we prove Assumption 6.15.

Proposition 6.20. For the transport local coordinates (t, ω), the following proper-
ties hold true for all surfaces St of the time foliation on the null cone H: the metric
◦
γij (t) on each St verifies weakly spherical conditions i.e.

(6.68) ‖∂k
◦
γij (t)− ∂kγS2 ij‖Lp

ωL∞
t

. R0 +R0,p,

where i, j, k = 1, 2.
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Proof. Since relative to the transport coordinate on H, d
dsγij = 2χij ,

(6.69)
d

dt
(
◦
γij) = an(κ · γij + 2χ̂ij)r

−2.

Differentiate the above equation again, we obtain,

d

dt
∂k

◦
γij = an

(
∂k log(an)κ

◦
γij +∂ktrχ

◦
γij

+κ∂k
◦
γij +2∂kχ̂ijr

−2 + 2∂k log(an)χ̂ijr
−2
)

where i, j, k = 1, 2, with the initial condition given by (6.53). Integrating the follow-
ing transport equation along a null geodesic initiating from vertex, by ‖κ‖L2

tL
∞
ω

.

R0 in (6.13) and a similar argument to Lemma 6.12, we can obtain

∣∣∣∂k
◦
γij (t)− ∂kγS2 ij

∣∣∣ .
∣∣∣
∫ s(t)

0

(
∂ktrχ ·

◦
γij + r−2( /∇kχ̂ij − Γ · χ̂)

+∂k log(an)
◦
γij κ+ 2∂k log(an)χ̂ijr

−2 + κ∂kγS2 ij

)
ds(t′)

∣∣∣,

where Γ represents Christoffel symbols, and Γ · χ̂ stands for the terms
∑2

l=1 Γ
l
kiχ̂lj

with l = 1, 2. Then with the help of ‖κ‖L2
tL

∞
ω (H) . R0 in (6.13) and Lemma 6.12,

∥∥∥∥ sup
0<t≤1

∣∣∣∂k
◦
γij (t)− ∂kγS2 ij

∣∣∣
∥∥∥∥
Lp

ω

. ‖Γ‖Lp
ωL2

t
‖|χ̂|γ‖L∞

ω L2
t
+ ‖r| /∇trχ|γ‖Lp

ωL1
t
+ ‖r| /∇χ̂|γ‖Lp

ωL1
t

+ ‖r|ζ + ζ|γ · κ‖Lp
ωL1

t
+
∥∥r|(ζ + ζ) · χ̂|γ

∥∥
Lp

ωL1
t

+ ‖κ‖Lp
ωL1

t
.(6.70)

We estimate the terms in the line of (6.70) by (6.10) and (6.52)

(6.70) . ‖κ‖Lp
ωL

2
t
(‖A‖L∞

ω L2
t
+ 1) + ‖rA ·A‖Lp

ωL1
t
. R2

0 +R0

Using Proposition 6.19,
∥∥∥∥ sup
0<t≤1

∣∣∣∂k
◦
γij (t)− ∂kγS2 ij

∣∣∣
∥∥∥∥
Lp

ω

. R0,p + ‖χ̂‖L∞
ω L2

t
‖Γ‖Lp

ωL2
t
.

Summing over all i, j, k = 1, 2, we have for the component of Christoffel Symbol

‖Γ‖Lp
ω
.

∑

i,j,k=1,2

‖∂k(
◦
γij −γS2 ij)‖Lp

ω
+ C,

where C is the constant such that the Christoffel symbol of γS2 satisfies |∂γS2 | ≤ C,
(6.68) then follows by ‖χ̂‖L∞

ω L2
t
≤ CR0 which can be sufficiently small. �

7. Proof of Proposition 5.4

In this section, we give the proofs of (5.4)–(5.9) in Proposition 5.4. Recall the
definition of the region D+ from Section 4.3. We consider D+ under the rescaling
coordinates according to (t, x) → ( t

λ ,
x
λ ). The quantities C0 and R0 introduced

in Theorem 6.1 in the frequency dependent coordinates then satisfy C0 . λ−
1
2 ,

R0 . λ−
1
2 and the quantity R0,p . λ−

1
2 . Estimates in Theorem 6.1 hold with R0

replaced by λ−
1
2 and Proposition 6.10 holds with R0 +R0,p replaced by λ−

1
2 . The

estimates for ζ, k in (5.6) were derived by combining (6.12), (6.7) and (6.18).
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7.1. Estimates for z and Ω. We first derive the estimates on z and Ω given in
Proposition 5.4, where z and Ω are defined by (5.2), i.e. z = atrχ′ − 2

n(t−u) and

Ω = b−1−n−1

t−u .

Proposition 7.1. Let U = 1
s − 1

an(t−u) , and let z and Ω be defined by (5.2). then

there holds on S := St,u that

(7.1) ‖r−
1
2 (U , z,Ω)‖L2(S) + ‖U , z,Ω‖L4(S) . λ−

1
2 .

Proof. Observe that z = aV + 2aU and ‖V ‖L4(S) + ‖r−
1
2V ‖L2(S) . τ

1
2∗ R2

0 . λ−
1
2 .

Thus the estimates for z follow immediately from those estimates on U .
In order to derive the estimates on U , we write U = z1 − z2, where

(7.2) z1 =
1

s
−

1

anp(t− u)
, z2 =

1

a(t− u)

(
1

n
−

1

np

)

with np being the value of the lapse function n at the vertex p of the null cone Cu.
Integrating along any null geodesic initiating from vertex, we obtain,

(7.3) |z2| ≤
1

a(t− u)

∣∣∣∣
∫ t

u

d

ds
(
1

n
)nadt′

∣∣∣∣ .

Therefore

(7.4) ‖z2‖L∞
ω L2

t
. ‖∇Ln‖L∞

ω L2
t
. C0.

Recall that |a − 1| ≤ 1/2, C−1 < n < C and t − u ≈ s. We can derive from (7.3)
that
(7.5)

‖r−
1
2 z2‖L2(S) . ‖r−

1
2∇Ln‖L2(S) . C0 . λ−

1
2 , ‖z2‖L4(S) . ‖∇Ln‖L4(S) . C0 . λ−

1
2 .

We next consider z1. On the outgoing null cone Cu with vertex p, we have the
transport equation

(7.6)
d

ds
z1 +

2

s
z1 = z21 +

1

anp(t− u)
z2 +

da
ds

a2np(t− u)

Integrating along any null geodesic initiating from the vertex, we obtain,

(7.7) |z1| .

∣∣∣∣∣
1

s2

∫ t

u

s2

(
z21 +

1

anp(t− u)
z2 +

da
ds

a2np(t− u)

)∣∣∣∣∣ .

In view of (7.4), it follows that

‖z1‖L∞
ω L2

t
. τ

1
2∗ ‖z1‖

2
L∞

ω L2
t
+ ‖z2‖L∞

ω L2
t
+ ‖∇La‖L∞

ω L2
t

≤ C2

(
τ

1
2∗ ‖z1‖

2
L∞

ω L2
t
+ C0

)
.(7.8)

Recall that C0 ≤ C1λ
−1/2 for some universal constant C1 > 0. We claim that

‖z1‖L∞
ω L2

t
≤ 2C2C0 on any time interval [0, T ] with T < (4C1C

2
2 )

−2. Observe that

‖z1‖L∞
ω L2

t
→ 0 as T → 0, the estimate holds on sufficiently small interval [0, T ].

Thus, it follows from (7.8) and τ∗ ≤ λT that on the same time interval [0, T ] with
T < (4C1C

2
2 )

−2 there holds ‖z1‖L∞
ω L2

t
< 2C2C0. Consequently the estimate holds

on larger interval and thus we must have the claim on any interval [0, T ] with
T < (4C1C

2
2 )

−2. Therefore

(7.9) ‖z1‖L∞
ω L2

t
. C0 . λ−1/2.
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With the help of (7.6), (7.9) and Lemma 6.12 we thus obtain

‖r−
1
2 z1‖L2(S) . ‖r−

1
2 z2‖L2(S) + ‖r−

1
2∇La‖L2(S)

which together with (7.5) gives

‖r−
1
2 z1‖L2(S) . C0 +N1[ν] . C0 . λ−1/2.

In the same way, we can also derive that

‖z1‖L4(S) . ‖z2‖L∞
t L4

x(Cu) + ‖ν‖L∞
t L4

x(Cu) . N1[ν] + C0 . C0 . λ−1/2.

Combining this with (7.5), we obtain the estimate for U in (7.1).

Finally we consider Ω. Observe that Ω = a−1−1
np(t−u) +

n−1
p −n−1

t−u , we have

|Ω| ≤
1

np(t− u)

∣∣∣∣
∫ t

u

L(a−1)ds

∣∣∣∣ +
1

(t− u)

∣∣∣∣
∫ t

u

L(n−1)ds

∣∣∣∣ .

Similar to (7.5) we can derive that

‖r−
1
2Ω‖L2(S) . ‖r−

1
2 (|∇Ln|+ |∇La|)‖L2(S) . C0 . λ−1/2,

‖Ω‖L4(S) . ‖∇Ln‖L4(S) + ‖∇La‖L4(S) . C0 . λ−1/2.

Thus we complete the proof of (7.1). �

Proposition 7.2. Relative to the canonical null frame, there holds on every St,u

that

(7.10) ‖r
3
2Lz‖Lp

ω
+ ‖r

3
2 /∇z‖Lp

ω
. λ−

1
2 .

Proof. We consider Lz first. By the definition of µ and using (5.23), we derive that

Lz − (µ+ trχ(kNN +∇N logn))

= Lz − Ltrχ+
1

2
(trχ)2 =

1

2
(trχ)2 − 2L

(
1

n(t− u)

)

=
1

2

(
z +

2

n(t− u)

)2

− 2

(
nb−1

n2(t− u)2
−

L logn

n(t− u)
−
n(n−1 − b−1)

n2(t− u)2

)

=
1

2

(
z2 +

4z

n(t− u)

)
+ 4

1− nb−1

n2(t− u)2
+ 2

L logn

n(t− u)
.

In view of rtrχ ≈ 1 and (7.1), we have ‖r
3
2 z2‖Lp

ω
. R0 . λ−1/2. Therefore, by

using (6.39) and applying

(7.11) ‖r
1
2F‖Lp

ω
. ‖r−

1
2F‖L2(S) + ‖F‖L4(S),

to F = Ω, L logn, z, we can deduce in view of (7.1), (6.7) and ‖r
3
2µ‖Lp

ω
. λ−

1
2 in

Proposition 6.10 that

‖r
3
2Lz‖Lp

ω
. ‖r

3
2µ‖Lp

ω
+ ‖r

3
2 z2‖Lp

ω
+ ‖r

1
2 (z, L log n,Ω)‖Lp

ω
. λ−

1
2 .

In order to obtain the estimate for /∇z, we apply (7.11) to /∇a and /∇n and use
(6.39) for /∇trχ′. It then follows that

‖r
3
2 /∇z‖Lp

ω
. ‖r

3
2 trχ′ /∇a‖Lp

ω
+ ‖r

1
2 /∇(n−1)‖Lp

ω
+ ‖r

3
2 a /∇trχ′‖Lp

ω
. R0 +R0,p.

This completes the proof. �
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We define Hardy-Littlewood maximal function for scalar function f(t) by

M(f)(t) = sup
t′

1

|t− t′|

∫ t

t′
|f(τ)|dτ.

It is well-known that for any 1 < q <∞ there holds

(7.12) ‖M(f)‖Lq
t
. ‖f‖Lq

t
.

Proposition 7.3. There holds on D+ that ‖z‖L2
tL

∞
x

. λ−
1
2 .

Proof. Recall the estimate (6.8) in Theorem 6.1. We then have

‖z‖L2
tL

∞
x

. ‖aV ‖L∞
t L∞

x
τ

1
2∗ +

∥∥∥∥
1

s
−

1

an(t− u)

∥∥∥∥
L2

tL
∞
x

. λ−
1
2 T

1
2 + ‖U‖L2

tL
∞
x
.

Assuming the following estimate on D+

(7.13) ‖U‖L2
tL

∞
x

. ‖∇Ln,∇La‖L2
tL

∞
x
,

noting that (5.4) implies ‖ν,∇Ln‖L2
tL

∞
x

. λ−1/2, therefore we can obtain (5.7).

To see (7.13), due to U = z1 − z2, let us consider z2 first. In view of (7.3),
|a− 1| ≤ 1/2, C−1 < n < C and t− u ≈ s, we can obtain

(7.14) sup
ω∈S2,u

|z2|(t) . M(‖∇Ln‖L∞
x
).

In view of (7.7), we also have

|z1| .
1

s(t)2

∫ t

u

s(t′)2
∣∣∣∣

1

anp(t− u)
z2 +

1

a2np(t− u)

da

ds

∣∣∣∣ dt
′.

Therefore

(7.15) sup
ω∈S2,u

|z1|(t) . M(‖z2‖L∞
x
) +M(‖∇La‖L∞

x
).

Combining (7.14) and (7.15), taking L2
t norm, and using (7.12) implies (7.13). �

7.2. L2
tL

∞
x estimate for χ̂ and ζ. We will use the equations (6.44)-(6.46) to

derive the estimates for χ̂ and ζ. We first recall from [13] the following version of
Calderon-Zygmund-type result for Hodge systems.

Proposition 7.4. Let F be a covariant traceless symmetric 2-tensor satisfying the
Hodge system

(7.16) divF = /∇G+ e on St,u

for some scalar function G and 1-form e. Then for 2 < p <∞ and 1
q = 1

2 +
1
p there

holds

(7.17) ‖F‖Lp(St,u) . ‖G‖Lp(St,u) + ‖e‖Lq(St,u)

and for p > 2 there holds
(7.18)

‖F‖L∞(St,u) . ‖G‖L∞(St,u) ln
(
2 + r

3
2− 2

pλ
1
2 ‖ /∇G‖Lp(St,u)

)
+ r1−

2
p ‖e‖Lp(St,u).

Similarly, for the Hodge system

(7.19)

{
divF = /∇ ·G1 + e1,
curlF = /∇ ·G2 + e2,
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where G = (G1, G2) are 1-forms and e = (e1, e2) are scalar functions, we have
(7.17) and for any p > 2 there holds

‖F‖L∞(St,u) . ‖G‖L∞(St,u) ln
(
2 + r

3
2− 2

pλ
1
2 ‖ /∇G, r−1G‖Lp(St,u)

)
+ r1−

2
p ‖e‖Lp(St,u).

(7.20)

Relative to rough metric, the proof of Proposition 7.4 can follow from the stan-
dard Calderon-Zygmund theory with the help of weakly spherical condition (6.68)

and (WS1). Consider the application of (7.18) to div χ̂ = /∇
◦
π + /∇trχ+ · · · which

follows from the Hodge system (6.44) and Proposition 6.8 (a), where
◦
π is the major

part of G. In principle we only have the bounds of ‖r /∇
◦
π ‖L2

tL
p
ω
on null cones,

which needs one-half more derivative to give the estimate of supu r
3
2 ‖ /∇G‖Lp

ω
for

p > 2 in (7.18). This poses an issue of lack of half-derivative. Note that, by

Strichartz estimate, we may expect to control ‖µ0+Pµ(∇̂g, k)‖l1µL2
tL

∞
x
, which is

slightly stronger than ‖
◦
π ‖L2

tL
∞
x
. On the other hand, since

◦
π takes the form of

Nµ(g∇̂g, k)µ··· or Πµ′

µ (g∇̂g, k)µ′··· relative to spacial harmonic coordinates, to con-

trol ‖µ0+Pµ
◦
π ‖l1µL2

tL
∞
x

causes a serious technical baggage due to the factor Nµ

involved in the paradifferential calculation. To solve all the potential issues, our
strategy is to establish (7.21) so as to take advantage of the extra differentiability

of k, ∇̂g.

Proposition 7.5. Let F and G be S-tangent tensor fields of suitable type satisfying
(7.16) or (7.19) with certain term e. Suppose G is a projection of Σ tangent tensor

G̃ to tangent space of S by Πµ′

µ G̃µ′··· or takes the form of NµG̃µ···. Then for p > 2,
δ > 0 sufficiently close to 0, and 1 ≤ c <∞ there holds

‖F‖L∞(St,u) . ‖µδPµG̃‖lcµL∞(St,u) + ‖G̃‖L∞(St,u) + r1−
2
p ‖e‖Lp(St,u).(7.21)

The proof of (7.21) is presented in the Appendix II.
We slightly extend the definition of err in Proposition 6.8 to

(7.22) err := A ·A+ trχ · π̌.

where A was defined in Section 6. By using (6.39) we have ‖r1−
2
pA · A‖Lp(St,u) .

(R0,p +R0)
2. Also using the fact rtrχ ≈ 1, we can obtain the following estimate

on err.

Lemma 7.6. For any p > 2 there holds

(7.23) ‖r1−
2
p err‖Lp(St,u) . ‖π̌‖L∞

ω
+ (R0,p +R0)

2

7.2.1. Estimate of χ̂. In view of the equation (6.44) and Proposition 6.8 (a), we
have

div χ̂ =
1

2
/∇trχ+ /∇

◦
π +err.

We define /̂χ, a symmetric traceless 2-tensor, to be the solution of

(7.24) div /̂χ =
1

2
/∇

(
trχ−

2

n(t− u)

)
.

It is straightforward to see that

(7.25) div (χ̂− /̂χ) = /∇
◦
π +err.
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Applying (7.18) in Proposition 7.4 to (7.24) and also using (7.10), we obtain

(7.26) ‖/̂χ‖L∞(St,u) . ‖z‖L∞(St,u) ln(2 + ‖r
3
2− 2

pλ
1
2 /∇z‖Lp(St,u)) . ‖z‖L∞(St,u)

Note that with 2 ≤ q ≤ 4,

(7.27) ‖r
1
2− 2

q π̌‖Lq(St,u) . N1[π̌]λ
− 1

2 .

Applying (7.21) in Proposition 7.5 to (7.25) and using (7.27) give

(7.28) ‖χ̂− /̂χ‖L∞(St,u) . ‖µ0+Pµ
◦
π ‖l2µL∞(St,u)+ ‖

◦
π ‖L∞(St,u)+ ‖r1−

2
p err‖Lp(St,u)

where p > 2 sufficiently close to 2.
Combining (7.26) and (7.28), and using (7.23) and (5.8), we can obtain 5

‖χ̂‖L2
tL

∞
x

. ‖µ0+Pµ
◦
π ‖L2

t l
2
µL

∞
x
+ ‖π̌‖L2

tL
∞
x
+ (R0,p +R0)

2τ
1
2∗ .

By using (BA3), we conclude ‖χ̂‖L2
tL

∞
x (D+) . λ−1/2, which is the first part of (5.9).

7.2.2. Estimate for ζ. In view of (6.45), (6.46) and Proposition 6.8, we can write

D1ζ = /∇
◦
π +err + (µ, 0)

where
◦
π= (

◦
π
(1)
,
◦
π
(2)

).
Let /µA

be an S-tangent co-vector which is defined as a solution of the Hodge
system

(7.29) div /µ = µ− µ̄ curl /µ = 0.

It follows from (6.56) and (6.11) that

(7.30) ‖ /∇/µ‖L2(Cu) + ‖r−1
/µ‖L2(Cu) . ‖µ‖L2(Cu) . R0.

Observe that by (6.45), Proposition 6.8 (b) and the divergence theorem, we can
treat µ̄ as nA · A+ ntrχπ. By ignoring the average sign, in view of (7.22), µ̄ can
also be incorporated to err. With the help of (7.29), we have

(7.31) D1(ζ − /µ) = /∇
◦
π +err.

In view of (7.21) in Proposition 7.5 and (7.27), we obtain
(7.32)

‖ζ‖L∞(St,u) . ‖/µ‖L∞(St,u) + ‖µ0+Pµ
◦
π ‖l2µL∞

x
+ ‖

◦
π ‖L∞(St,u) + ‖r1−

2
p err‖Lp(St,u).

Lemma 7.7. In the region D+, there holds
(∫ τ∗

0

sup
u

‖/µ‖
2
L∞(St,u)

dt′
)1/2

. ‖µ0+Pµ
◦
π ‖L2

t l
2
µL

∞
x
+ ‖π̌‖L2

tL
∞
x
+ T

1
2λ−

1
2 .

Assuming this result, we can obtain from (7.32) and (7.23) that

(7.33)

(∫ τ∗

0

sup
u

‖ζ‖2L∞(St,u)

) 1
2

. λ−
1
2

which, in view of (BA3), gives the second part in (5.9).
In order to prove Lemma 7.7, we first derive an equation for

(7.34) D4/µ := Dt/µ+
1

2
ntrχ/µ− nχ̂ · /µ,

5We denote by 0+ a constant b > 0 arbitrarily close to 0
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where DtF := nDLF for any tensor field F . We need the commutation formula
([7, Chapter 13], [26])

(7.35) [Dt, /∇B]FA = −nχBC /∇CFA + n(χABζC − χBCζA + ǫAC
⋆βB)FC .

Lemma 7.8. D4/µ satisfies the following Hodge system.

(7.36)

{
divD4/µ = 1

t−u
/∇

◦
π +e′1 + n(trχ)2π

curlD4/µ = n(χ · π +R0)/µ+ nA · (A+ trχ)/µ+ n /∇A · /µ,

where e′1 = n
(
A · /∇A+ (A+ /µ) · (A ·A+A · trχ) + (A+ z) ·R0

)
.

Proof. Let G := Lµ+ trχµ. We can derive

(7.37) Dt(µ− µ̄) + ntrχ(µ− µ̄) = nG− nG− nκµ̄

In view of (7.35) we then obtain

divDt/µ = Dt div /µ+ δABnχBC /∇C /µA
− δABn(χABζC − χBCζA + ǫAC

⋆βB)/µC

= Dt div /µ+
1

2
ntrχdiv /µ+ nχ̂ · /∇/µ−

1

2
ntrχζ · /µ+ nχ̂ · ζ · /µ− nβ · /µ

= nG− nG− nκµ̄−
1

2
ntrχdiv /µ+ nχ̂ · /∇/µ−

1

2
ntrχζ · /µ

+ nχ̂ · ζ · /µ− nβ · /µ.

Consequently

divD4/µ = nG− nG− nκµ̄+
1

2
/∇(ntrχ)/µ− div (nχ̂)/µ

−
1

2
ntrχζ · /µ+ nχ̂ · ζ · /µ− nβ · /µ.

As explained before (7.31), κµ̄ can be treated as κ · (anA ·A+ antrχπ), where the
average sign has been ignored. We also will not distinguish nG with nG. Then, in
view of (6.44) and (6.47), symbolically there holds

divD4/µ = n
(
A · /∇A+ (A+ /µ) · (A ·A+A · trχ) + (trχ)2π + trχ · ρ

)
.

In view of (7.35) and (7.29), we also have

curlD4/µ = n(χ · ⋆ζ + ⋆β) · /µ+ /∇(nχ̂)/µ+ /∇(ntrχ)/µ.

Thus, with the help of Proposition 6.8 (b), we obtain (7.36). �

Proof of Lemma 7.7. In view of (6.21) and (7.30), there holds ‖/µ‖L2
tL

p
ω
. R0. By

Lemma 6.18, (7.29) and (6.39), we can obtain

(7.38) ‖r /∇/µ‖L2
tL

p
ω
. ‖rµ‖L2

tL
p
ω
+ ‖/µ‖L2

tL
p
ω
. R0 +R0,p.

Let

E := ‖r /∇(A, /µ)‖L2
tL

p
ω
+ ‖rR0‖L2

tL
p
ω
+ ‖rtrχ(A, /µ)‖L2

tL
p
ω
+ ‖rA ·A‖L2

tL
p
ω
,

we have E . R0 +R0,p. By (6.22), we also have

(7.39)

(∫ τ∗

u

‖/µ‖
2
L∞(St,u)

) 1
2

. R0 +R0,p.

By (7.34) and Lemma 6.12,

‖/µ‖L∞(St,u) .

∥∥∥∥
1

t− u

∫ t

u

sD4/µ

∥∥∥∥
L∞(St,u)

.
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Using (7.21) in Proposition 7.5 , (7.27), (7.36) and C−1 < strχ < C on Cu, we can
obtain∥∥∥∥

1

t− u

∫ t

u

sD4/µ

∥∥∥∥
L∞(St,u)

.

∫ t

u

r1−
2
p
(
‖e′1‖Lp(St,u) + ‖ curlD4/µ‖Lp(St,u)

)

+
1

t− u

∫ t

u

‖µ0+Pµ
◦
π ‖l2µL∞

ω
+

1

t− u

∫ t

u

‖π‖Lp
ω

(7.40)

Thus, by using (7.39), we can derive that
∫ t

u

∥∥∥r1−
2
p (|e′1|+ | curlD4/µ|)

∥∥∥
Lp(St,u)

. ‖|A|+ |z|+ |/µ|‖L2
tL

∞
ω (Cu) · E

. (R0,p +R0)λ
− 1

2 .

In view of (5.4) and (7.12), we have
(∫ τ∗

0

sup
u

‖/µ‖
2
L∞(st,u)

dt′
) 1

2

. ‖µ0+Pµ
◦
π ‖L2

t l
2
µL

∞
x
+ ‖π̌‖L2

tL
∞
x

+ (R0 +R0,p)(λ
−1τ∗)

1
2

This completes the proof. �

8. Appendix I: Proof of Proposition 6.8

8.1. Decomposition for β, β. We need the following decomposition result on
RAN .

Lemma 8.1. On St,u ⊂ Σt, relative to orthonormal frame {N, e1, e2},where N
denotes the unit normal of St,u in Σt, there holds 6

(8.1) RAN = /curl
◦
π1 + /∇A

◦
π2 +g · θ · ∇̂g + g · ∇̂g · ∇̂g + R̂ · g

where the 2-tensor
◦
π1 and the scalar

◦
π2 are terms formed by the sums of Nµ(g ·

∇̂g, k)µ··· and Πµ′

µ (g · ∇̂g, k)µ′···.

By the Gauss equation EAN = RAN + k · k, the identity EAN = 1
2 (β + β) (see

[7, (7.3.3e)]), and

div η̂ =
1

2
(β − β)−

1

2
/∇δ + θ̂ · ǫ−

1

2
trθ · ǫ

(see [7, (11.1.2d)]), we have symbolically that

β = div η̂ + /∇δ +RAN + θ · ǫ+ k · k.

Hence Proposition 6.8 (a) can be proved by using (8.1).

Proof of Lemma 8.1. We write RAN = NkejARjk. Recall that

Rjk = R̂jk + ∇̂mU
m

jk − ∇̂jU
m

mk − U n
jkU

m
nm − U n

mkU
m

nj .

Then we have

RAN = NkejA∇̂mU
m

jk −
(
ejA∇̂j(N

kU m
mk)− ejA∇̂jN

kU m
mk

)
+NkejAR̂jk − U · U.

6We ignored the frame coefficients ejA, Nk in the last three terms, since they are harmless for

the purpose of application.
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For simplicity of exposition, we set Ukjl = U p
kj · gpl and Aklm := ∇̂mglk − ∇̂lgmk.

Then we have

∇̂mU
m

jk =
1

2
∇̂m{gml(∇̂kgjl + ∇̂jgkl − ∇̂lgjk)}

= ∇̂mg
mlUkjl +

1

2
gml(∇̂m∇̂kgjl + ∇̂m∇̂jgkl − ∇̂m∇̂lgjk)

= ∇̂mg
mlUkjl +

1

2
gml(∇̂j∇̂mgkl + R̂) +

1

2
gml∇̂mAjlk.

We now define

Ωij =
1

2
(ǫ lm

i ∇̂lgmj + ǫ lm
j ∇̂lgmi), ̺k = gmn∇̂kgmn − gmn∇̂mgkn.

Since the spacial harmonic condition implies that gij∇̂igjl = 1
2g

ij∇̂lgij , we can

derive that ̺k = gmn∇̂mgnk. We claim that

(8.2) Aiab =

(
Ωij +

1

2
̺nǫ

n
ij

)
ǫ j
ab.

Using (8.2), we can deduce that

gml∇̂mAjlk = ǫ s
lkg

ml∇̂m

(
Ωjs +

1

2
̺nǫ

n
js

)
+ gml∇̂mǫ

s
lk

(
Ωjs +

1

2
̺nǫ

n
js

)
.

Hence, with π̇jC = 1
2 (ΩjC + 1

2̺nǫ
n
jC), we have

ejAN
k∇̂mU

m
jk

= ejAN
kǫmk

s∇̂m(Ωjs +
1

2
̺nǫ

n
js ) +

1

2
ejAN

kgml∇̂j∇̂mgkl + g∇̂g · ∇̂g + g · R̂

= −ejAǫ
BC /∇Bπ̇jC +

1

2
ejAN

kgml∇̂j∇̂mgkl + θ · g · ∇̂g + g∇̂g · ∇̂g + g · R̂

= −( /curl π̇)A +
1

2
ejA∇̂j(N

kgml∇̂mgkl) + θ · g · ∇̂g + g∇̂g · ∇̂g + g · R̂.

We then conclude symbolically that

RAN = /∇A

(
1

2
gml∇̂mgklN

k +NkU m
mk

)
+ /curl π̇ + g · θ · ∇̂g + g∇̂g · ∇̂g + g · R̂

as desired.
It remains to verify (8.2). By the definition of Ωij we have

2Ωijǫ
j

ab = ǫ lm
i ǫ j

ab ∇̂lgmj + ǫ lm
j ǫ j

ab ∇̂lgmi.

From the properties of the volume form components ǫi
jl, we have

ǫ lm
j ǫ j

ab ∇̂lgmi = ∇̂agbi−∇̂bgai, ǫ lm
i ǫ j

ab ∇̂lgmj = ∇̂agbi −∇̂bgai+ gia̺b − gib̺a.

It is easy to check that gia̺b − gib̺a = −̺nǫ
n

ij ǫ j
ab . Hence we have

Ωijǫ
j

ab = ∇̂agbi − ∇̂bgai −
1

2
̺nǫ

n
ij ǫ j

ab .

This completes the proof of (8.2). �



74 QIAN WANG

8.2. Decompositions of α and σ. The decompositions of α and σ follow imme-
diately from the structure equations

1

2
α = D4η̂ +

1

2
trχη̂ + n−1 /̂∇

2
n−

1

2
/∇⊗̂ǫ+

1

2
δη̂ − a−1 /∇a⊗̂ǫ−

3

2
θ̂δ

− ǫ⊗̂ǫ+ (ζ − /∇ logn)⊗̂ǫ

and σ = /curl ǫ − θ̂ ∧ η̂ which can be found in [7, Chapter 11].

8.3. Decomposition for ρ. Let (eA)A=1,2 be an orthonormal frame on S, and let
◦
π
C

AB be the projection of U l
ij onto S, i.e.

◦
π
C

AB = eiAe
j
B(eC)kU

k′

i′j′ Π
i′

i Π
j′

j Π
k
k′ .

where U l
ij is the tensor defined by (1.8) and Πj

i = δji − NiN
j is the projection

operator. Recall that

Ri
jkl = ∇̂kU

i
lj − ∇̂lU

i
kj + U i

kmU
m

lj − U i
lmU

m
kj + R̂i

jkl

By using ∇̂kU
i

lj = ∇kU
i

lj + U · U , we have

(8.3) RABCD = eAie
j
Be

k
Ce

l
DR

i
jkl = /∇C

◦
πDBA − /∇D

◦
πCBA +ẼABCD.

where Ẽ consists of the projections U · U to S and the terms θ · (N lUl···,Πl
mUl···)

and for |Ẽ| := maxA,B,C,D |ẼABCD| we have |Ẽ| . |∇̂g · ∇̂g| + |θ · ∇̂g|. Recall
from [7, P.167] that γACγBDRADCB = −2ρ. By the Gauss equation, we then have
−2ρ = γACγBD(RABCD + k · k). This together with (8.3) gives the decomposition
for ρ in Proposition 6.8.

9. Appendix II: Proof of Proposition 7.5

In this section we will complete the proof of Proposition 7.5 by employing the
geometric Littlewood-Paley theory on the surfaces St developed in [16]. In Section
6 we introduced the metric γ(0) := r2γS2 on St,u, where r denotes the the radius

of St,u with respect to γ, i.e r :=
√

1
4π

∫
St,u

dµγ . Let m be a function in the

Schwartz class defined on [0,∞) having finite number of vanishing moments and
set mµ(τ) := µ2m(µ2τ) for any dyadic numbers µ > 0. The geometric Littlewood-

Paley projection P
(0)
µ associated with γ(0) is defined by

P (0)
µ H =

∫ ∞

0

mµ(τ)U(τ)Hdτ

for any S-tangent tensor H , where U(τ ′)H denotes the solution of the heat flow

d

dτ
U(τ)H = r2 /∆

(0)
U(τ)H, U(0)H = H.

One can refer to [16] for various properties of U(τ) and P
(0)
µ . In particular, it has

been shown that one can always find an m such that the associated P
(0)
µ satisfies

∑
µ>1 P

(0)
µ

2
+ P

(0)
≤1

2
= Id.
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Lemma 9.1. For 2 ≤ p <∞, and any S-tangent tensor H there hold on St that

‖[P (0)
µ , /∇

(0)2
]H‖Lp . r−2‖H‖Lp,(9.1)

[P (0)
µ , /∇

(0)
]H‖Lp . r−2+ 2

pµ− 2
p ‖H‖L2.(9.2)

Proof. Symbolically we have [ /∆
(0)
, /∇

(0)2
]H = r−2γ(0) · /∇

(0)2
H . By the definition

of P
(0)
µ H and the Duhumal principle for heat flow, we have

[P (0)
µ , /∇

(0)2

]H = r2
∫ ∞

0

mµ(τ)

∫ τ

0

U(τ − τ ′)[ /∆
(0)
, /∇

(0)2

]U(τ ′)Hdτ ′

=

∫ ∞

0

mµ(τ)

∫ τ

0

U(τ − τ ′) /∇
(0)2

U(τ ′)Hdτ ′.

Taking the Lp norm gives

‖[P (0)
µ , /∇

(0)2

]H‖Lp . r−2‖H‖Lp

∫ ∞

0

mµ(τ)

∫ τ

0

(τ − τ ′)−
1
2 τ ′

− 1
2 dτ ′ . r−2‖H‖Lp.

We next prove (9.2). In view of

[P (0)
µ , /∇

(0)
]H = r2

∫ ∞

0

mµ(τ)

∫ τ

0

U(τ − τ ′)[ /∆
(0)
, /∇

(0)
]U(τ ′)H

=

∫ ∞

0

mµ(τ)

∫ τ

0

U(τ − τ ′) /∇
(0)
U(τ ′)H.

We then derive by the Sobolev inequality and the L2 estimate of heat operator
U(τ) that

‖[P (0)
µ , /∇

(0)
]H‖Lp . r−2+ 2

p ‖H‖L2

∫ ∞

0

mµ(τ)

∫ τ

0

τ ′
− 1

2 (τ − τ ′)−
1
2+

1
p dτ ′

. r−2+ 2
pµ− 2

p ‖H‖L2

as desired. �

Now we divide the proof of (7.21) into two steps. The first step is to prove

Lemma 9.2. For S-tangent tensor fields F and G satisfying the Hodge system in
Proposition 7.4, there holds with δ > 0 and p > 2 that

‖F‖L∞(St,u) . ‖µδP (0)
µ G‖l1µL∞(St,u) + ‖G‖L∞(St,u) + r1−

2
p ‖e‖Lp(St,u)

Proof. Let F̄ be defined by (6.57). Using the following standard identity for Hodge
operators (see [7, Page 38])

−
1

2
/∆
(0)
F̄ = ∗D(0)

2 D
(0)
2 F̄ −

1

r2
F̄ ,

we can obtain

−
1

2
/∆
(0)
F̄ = ∗D

(0)
2 (D2F + (Γ− Γ(0))F · γ)−

1

r2
F̄ .

We can always find the Littlewood Paley projection P̃
(0)
µ associated to a different

symbol m̃ such that

(9.3) µ2P (0)
µ = r2 /∆

(0)
P̃ (0)
µ
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we can derive symbolically that
(9.4)

P (0)
µ F̄ = µ−2r2

(
P̃ (0)
µ

∗D(0)
2 ( /∇

(0)
G+ (Γ− Γ(0))(F · γ +G) + e)

)
+ µ−2P̃ (0)

µ F̄ .

In what follows, we will not distinguish P̃
(0)
µ with P

(0)
µ . By the Bernstein inequality

and the finite band property, for p > 2 satisfying 0 < 1− 2/p < s− 2, we can derive
on S that

Iµ =: µ−2r2‖P (0)
µ /∇

(0)
(
(Γ− Γ(0))(F · γ +G) + e

)
‖L∞ + µ−2‖P (0)

µ F̄‖L∞

. µ−2+ 2
p+1r1−

2
p ‖(Γ− Γ(0))(F · γ +G) + e‖Lp + µ−2‖P (0)

µ F̄‖L∞

. µ
2
p−1

(
r1−

2
p (‖e‖Lp + ‖F‖L∞

x
‖Γ− Γ(0)‖Lp) + ‖G‖L∞

)

where, with the help of the Bernstein inequality and (7.17), the lowest order term

µ−2‖P
(0)
µ F̄‖L∞

x
has been treated as

‖P (0)
µ F̄‖L∞

x
. µ

2
p′′ r

− 2
p′′ ‖F‖

Lp′′
x

. µ
2

p′′ (‖G‖
Lp′′

ω
+ ‖re‖Lq

ω
),

with p′′ > 2 being a large number and 1/q = 1/2+1/p′′. Therefore, we obtain that
∑

µ>1

Iµ . ‖r1−
2
p |Γ− Γ(0)|γ‖Lp‖F‖L∞

x
+ ‖G‖L∞

x
+ r1−

2
p ‖e‖Lp.

It remains to consider the first term in (9.4). Using the Bernstein inequality with

q > 2, we have µ−2r2‖P
(0)
µ

∗D(0)
2
/∇
(0)
G‖L∞ . aµ + bµ where

aµ = (µ−1r)2−
2
q ‖∗D(0)

2
/∇
(0)
P (0)
µ G‖Lq and bµ = (µ−1r)2−

2
q ‖[P (0)

µ , /∇
(0)2

]G‖Lq .

By the Lq theory for elliptic equations, the finite band property, and (9.1), we have

aµ . µ
2
q r−

2
q ‖P (0)

µ G‖Lq , bµ . µ−2+ 2
q r−

2
q ‖G‖Lq ,(9.5)

which together with the estimate on Iµ imply
∑

µ>1

‖P (0)
µ F̄‖L∞ .

∑

µ>1

µ
2
q ‖P (0)

µ G‖Lq
ω
+ ‖r1−

2
p |Γ− Γ(0)|γ(0)‖Lp‖F‖L∞

x

+ ‖G‖L∞
x
+ r1−

2
p ‖e‖Lp.

Using Proposition 6.20 and (WS1), we therefore complete the proof. �

The second step is to prove Lemma 9.4, for which we need the following result.

Lemma 9.3. For any p > 2 and any S-tangent tensor F , there holds on S := St,u

that

(9.6) ‖P (0)
µ F‖L∞ . µ−1+ 2

p r1−
2
p ‖P (0)

µ /∇
(0)
F‖Lp + µ−2‖ /∇

(0)
F‖L2 .

Proof. With the help of (9.3) and the Bernstein inequality, we have

‖P (0)
µ F‖L∞ = µ−2r2‖ /∆P̃ (0)

µ F‖L∞ . µ−2+ 2
p r2−

2
p ‖P̃ (0)

µ /∆
(0)
F‖Lp

. µ−2+ 2
p r2−

2
p

(
‖[P̃ (0)

µ , /∇
(0)

] /∇
(0)
F‖Lp + ‖ /∇

(0)
P̃ (0)
µ /∇

(0)
F‖Lp

)

:= A(1)
µ +A(2)

µ .

From (9.2) it follows that

r2−
2
p ‖[P̃ (0)

µ , /∇
(0)

] /∇
(0)
F‖Lp . µ− 2

p ‖ /∇
(0)
F‖L2,
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which implies A
(1)
µ . µ−2‖ /∇

(0)
F‖L2. In view of the finite band property, we also

have

A(2)
µ . µ−1+ 2

p r1−
2
p ‖P̃ (0)

µ /∇
(0)
F‖Lp .

Thus, we complete the proof of (9.6). �

Lemma 9.4. (i) For 0 < ǫ < 1, µ > 1 and any scalar function f , there holds on
S := St,u that

(9.7) µǫ‖P (0)
µ f‖L∞ .


∑

ℓ≥µ

(µ
ℓ

)ǫ
+
∑

ℓ<µ

(
ℓ

µ

)1−ǫ

 ‖ℓǫPℓf‖L∞ + µ−1+ǫ‖f‖L∞.

(ii) Let δ, δ′ > 0 be such that δ + δ′ < 1 and let q > 2 be such that 2/q < 1 − δ.
Then for any scalar functions f and H and any µ > 1 there holds

µδ‖P (0)
µ (f ·H)‖L∞ . ‖H‖L∞



∑

ℓ≥µ

(µ
ℓ

)δ
+
∑

ℓ<µ

(
ℓ

µ

)1−δ′−δ

ℓδ
′


 ‖ℓδPℓf‖L∞

x

+ µ
2
q−1+δ‖f‖L∞‖r /∇

(0)
H‖Lq

ω
.(9.8)

Proof. We first prove (i). We can write

P (0)
µ f = P (0)

µ

∑

ℓ≥µ

Pℓf + P (0)
µ

∑

1≤ℓ<µ

Pℓf + P (0)
µ P≤1f = I(1)µ + I(2)µ + I(3)µ .

By using the properties of the geometric Littlewood-Paley projections, we have on
St,u that

µǫ‖I(1)µ ‖L∞ .
∑

ℓ≥µ

(µ
ℓ

)ǫ
‖ℓǫPℓf‖L∞,

µǫ‖I(2)µ ‖L∞ .
∑

1≤ℓ<µ

µ−2+ǫr2‖∆(0)P̃ℓf‖L∞ .
∑

1≤ℓ<µ

(
ℓ

µ

)2−ǫ

‖ℓǫP̃ℓf‖L∞,

‖I(3)µ ‖L∞ . µ−2r2‖∆(0)P≤1f‖L∞ . µ−2‖f‖L∞.

Combining the above estimates gives (9.7).
Now we prove (ii). In view of

∑
ℓ Pℓf = f and set fℓ := Pℓf , we can write

P (0)
µ (f ·H) = J (1)

µ + J (2)
µ + J (3)

µ

=
∑

1<ℓ<µ

P (0)
µ (fℓ ·H) +

∑

ℓ≥µ

P (0)
µ (fℓ ·H) + P (0)

µ (f≤1 ·H).

It is straightforward to derive that

µδ‖J (2)
µ ‖L∞ . ‖H‖L∞

∑

ℓ≥µ

(µ
ℓ

)δ
ℓδ‖fℓ‖L∞ .
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We now estimate J
(1)
µ by using (9.6). Let f1<·<µ :=

∑
1<ℓ<µ fℓ. Then for suffi-

ciently large p we have

µδ‖J (1)
µ ‖L∞ . µδ−1+ 2

p r1−
2
p ‖P (0)

µ /∇
(0)

(f1<·<µ ·H)‖Lp + µ−2+δ‖ /∇
(0)

(f1<·<µ ·H)‖L2

. µδ−1+ 2
p r1−

2
p ‖P (0)

µ ( /∇
(0)
f1<·<µ ·H + f1<·<µ · /∇

(0)
H)‖Lp

+ µ−2+δ‖ /∇
(0)

(f1<·<µ ·H)‖L2

. µδ−1+ 2
p ‖H‖L∞

∑

1<ℓ<µ

ℓ‖fℓ‖Lp
ω
+ µδ−2‖f‖L∞‖ /∇

(0)
H‖L2

+ µδ−1+ 2
p r1−

2
p ‖P (0)

µ (f1<·<µ · /∇
(0)
H)‖Lp .

For the last term we proceed with q > 2 sufficiently close to 2 and the Bernstein
inequality to obtain

µδ−1+ 2
p r1−

2
p ‖P (0)

µ (f1<·<µ · /∇
(0)
H)‖Lp . µδ−1+ 2

q r1−
2
q ‖f‖L∞‖ /∇

(0)
H‖Lq .

Thus

µδ‖J (1)
µ ‖L∞ . ‖H‖L∞

∑

1<ℓ<µ

(
ℓ

µ

)1−δ− 2
p

‖ℓδ+
2
p fℓ‖Lp

ω
+ µδ−1+ 2

q ‖f‖L∞‖r /∇
(0)
H‖Lq

ω

The low frequency part J
(3)
µ can be treated similarly. Hence we obtain (9.8). �

Now we prove (7.21). By abuse of notation, we can write G as the sum of two

types of terms G̃µN
µ and G̃µ. We may apply (9.7) to the components of G̃µ to

treat the second type of terms. To treat the first type of terms, we may apply (9.8)

to f = G̃µ and H = Nµ. Note that | /∇
(0)
N | ≤ |trθ, θ̂, g · ∇̂g| for which we have

r1−
2
p ‖ /∇

(0)
N‖Lp(St,u) . 1, with 2 ≤ p ≤ 4.

This together with Lemma 9.4 and Lemma 9.2 implies (7.21).

10. Appendix III: Commutator estimates

In this section we derive various commutator estimates involving the LP pro-
jections Pλ in fractional Sobolev spaces that are extensively used in this paper,
where Pλ is defined by (1.11). One can refer to [20, 16] for various properties of LP
projections. In view of the LP decomposition, the norm in the Sobolev space Hǫ

with 0 ≤ ǫ < 1 is defined by

‖F‖Hǫ := ‖F‖L2 +

(
∑

λ>1

λ2ǫ‖PλF‖
2
L2

)1/2

for any scalar function F . For any nonnegative integer m and 0 ≤ ǫ < 1, we

define ‖F‖Hm+ǫ := ‖F‖Hm + ‖∇̂mF‖Hǫ . For simplicity of exposition, we will write

Fλ := PλF , F≤λ :=
∑

µ≤λ PµF , and ‖ΛrF‖L2 :=
(∑

λ>1 λ
2r‖PλF‖2L2

)1/2
. For

any sequence (aλ) we will use ‖aλ‖2L2
λ
to denote

∑
λ≥1 |aλ|

2.
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10.1. Product estimates. We first derive some useful product estimates. Let Pµ

denote the LP projection. According to the Littlewood-Paley (LP) decomposition,
one has the trichotomy law which schematically says that for any scalar functions
F and G there holds

(10.1) Pµ(F ·G) = Pµ(F≤µ ·Gµ) + Pµ(Fµ ·G≤µ) +
∑

λ>µ

Pµ(Fλ ·Gλ).

We will use this decomposition repeatedly.

Lemma 10.1. For any 0 < ǫ < 1 and any scalar functions F and G there hold

‖Λǫ(F ·G)‖L2 . ‖F‖H1/2+ǫ‖G‖H1 + ‖G‖H1/2+ǫ‖F‖H1 ,(10.2)

‖µ−1/2+ǫPµ(F ·G)‖l2µL2 . ‖G‖Hǫ‖F‖H1 .(10.3)

Proof. We first prove (10.2). By using the Bernstein inequality and the finite band
property of the LP projections, we have

µǫ‖Pµ(F≤µ ·Gµ)‖L2

. µǫ
∑

λ≤µ

‖Fλ‖L∞‖Gµ‖L2 .
∑

λ≤µ

(
λ

µ

)1−ǫ

‖λ1/2+ǫFλ‖L2‖∇̂Gµ‖L2.

Therefore

(10.4) ‖µǫPµ(F≤µ ·Gµ)‖l2µL2
x
. ‖F‖H1/2+ǫ‖∇̂G‖L2 .

Similarly we have

(10.5) ‖µǫPµ(Fµ ·G≤µ)‖l2µL2 . ‖G‖H1/2+ǫ‖∇̂F‖L2.

Moreover, we have

µǫ‖Pµ(Fλ ·Gλ)‖L2 . µ1/2+ǫ‖Fλ ·Gλ‖
L

3
2
. µ1/2+ǫ‖Fλ‖L2‖Gλ‖L6

.
(µ
λ

)1/2+ǫ

‖λ1/2+ǫFλ‖L2‖∇̂Gλ‖L2 .

This implies that

(10.6)

∥∥∥∥∥∥
µǫ
∑

λ>µ

Pµ(Fλ ·Gλ)

∥∥∥∥∥∥
l2µL

2

. ‖Λ1/2+ǫF‖L2‖∇̂G‖L2 .

Combining the above estimates and using the trichotomy law we obtain (10.2).
Next we prove (10.3) by using again the trichotomy. We have

‖µ−1/2+ǫPµ(F≤µ ·Gµ)‖l2µL2 .
∥∥∥µ−1/2+ǫ‖Gµ‖L2‖F≤µ‖L∞

∥∥∥
l2µ

.

∥∥∥∥∥∥

∑

λ≤µ

(
λ

µ

)1/2

‖µǫGµ‖L2‖∇̂Fλ‖L2

∥∥∥∥∥∥
l2µ

. ‖F‖H1‖G‖Hǫ ,

‖µ−1/2+ǫPµ(Fµ ·G≤µ)‖l2µL2 .
∥∥∥µ−1/2+ǫ‖Fµ‖L2‖G≤µ‖L∞

∥∥∥
l2µ

.

∥∥∥∥∥∥

∑

λ≤µ

(
λ

µ

)3/2−ǫ

‖∇̂F‖L2‖λǫGλ‖L2

∥∥∥∥∥∥
l2µ

. ‖∇̂F‖L2‖G‖Hǫ
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and
∥∥∥∥∥∥

∑

λ>µ

µ−1/2+ǫPµ(Fλ ·Gλ)

∥∥∥∥∥∥
l2µL

2

.

∥∥∥∥∥∥
µ1/2+ǫ

∑

λ>µ

‖Fλ ·Gλ‖L6/5

∥∥∥∥∥∥
l2µ

.

∥∥∥∥∥∥
µ1/2+ǫ

∑

λ≥µ

‖Fλ‖L3‖Gλ‖L2

∥∥∥∥∥∥
l2µ

.

∥∥∥∥∥∥

∑

λ≥µ

(µ
λ

)1/2+ǫ

‖∇̂Fλ‖L2‖λǫGλ‖L2

∥∥∥∥∥∥
l2µ

. ‖F‖H1‖G‖Hǫ .

Combining the above estimates yields (10.3). �

Lemma 10.2. For any ǫ > 0 and any scalar functions G1, G2 and G3 there holds

‖Λǫ(G1G2G3)‖L2 .

3∑

j=1


‖Gj‖H1+ǫ

∏

l 6=j

‖Gl‖H1


 .

Proof. By using the properties of LP projections and the estimate (10.3) in Lemma
10.1 we have

‖µǫPµ ((G1)≤µ(G2G3)µ) ‖l2µL2 .

∥∥∥∥∥∥

∑

λ≤µ

µǫ‖(G1)λ‖L∞‖(G2G3)µ‖L2

∥∥∥∥∥∥
l2µ

.

∥∥∥∥∥∥

∑

λ≤µ

µǫλ1/2‖∇̂(G1)λ‖L2‖(G2G3)µ‖L2

∥∥∥∥∥∥
l2µ

. ‖∇̂G1‖L2

∥∥∥µ−1/2+ǫPµ∇̂(G2G3)
∥∥∥
l2µL

2

. ‖G1‖H1 (‖G2‖H1+ǫ‖G3‖H1 + ‖G3‖H1+ǫ‖G2‖H1) ,

‖µǫPµ ((G1)µ(G2G3)≤µ)‖l2µL2 . ‖µǫ‖(G1)µ‖L3‖(G2G3)≤µ‖L6‖l2µ

.
∥∥∥µǫ−1/2‖∇̂(G1)µ‖L3

∥∥∥
l2µ

‖G2G3‖L3

. ‖µǫ∇̂(G1)µ‖l2µL2‖G2‖L6‖G3‖L6

. ‖G1‖H1+ǫ‖G2‖H1‖G3‖H1

and
∥∥∥∥∥∥

∑

λ>µ

µǫPµ ((G1)λ(G2G3)λ)

∥∥∥∥∥∥
l2µL

2

.

∥∥∥∥∥∥

∑

λ>µ

µǫ‖(G1)λ‖L6‖G2G3‖L3

∥∥∥∥∥∥
l2µ

.

∥∥∥∥∥∥

∑

λ>µ

(µ
λ

)ǫ
‖λǫ∇̂(G1)λ‖L2

∥∥∥∥∥∥
l2µ

‖G2‖H1‖G3‖H1

. ‖G1‖H1+ǫ‖G2‖H1‖G3‖H1 .

In view of the trichotomy and the above estimates, we thus complete the proof. �
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Lemma 10.3. For any 0 < ǫ < 1 there hold

‖Λǫ(F · ∇̂G)‖L2 . ‖F‖L∞‖G‖H1+ǫ + ‖G‖L∞‖F‖H1+ǫ ,(10.7)

Proof. We will use the trichotomy law to derive the estimates. To derive (10.7), we
use the properties of the LP projections to obtain

‖µǫPµ(F≤µ · ∇̂Gµ)‖l2µL2 . ‖F‖L∞‖µǫ(∇̂G)µ‖l2µL2 . ‖F‖L∞‖Λǫ∇̂G‖L2 ,

‖µǫPµ(Fµ · ∇̂G≤µ)‖l2µL2 .

∥∥∥∥∥∥
µǫ‖Fµ‖L2

∑

λ<µ

λ‖Gλ‖L∞

∥∥∥∥∥∥
l2µ

. ‖µ1+ǫFµ‖l2µL2‖G‖L∞

. ‖Λǫ∇̂F‖L2‖G‖L∞

and
∥∥∥∥∥∥
µǫ
∑

λ>µ

Pµ(Fλ · ∇̂Gλ)

∥∥∥∥∥∥
l2µL

2

. ‖F‖L∞

∥∥∥∥∥∥

∑

λ>µ

(µ
λ

)ǫ
‖λǫ∇̂Gλ‖L2

∥∥∥∥∥∥
l2µ

. ‖F‖L∞‖Λǫ∇̂G‖L2 .

Combining the above three estimates we therefore obtain (10.7). �

10.2. Commutator estimates. In this subsection we will derive various estimates
related to the commutators [Pµ, F ]G. We first consider the general setting. Let
m(ξ) define a multiplier

(10.8) Pf(x) =

∫
eixξm(ξ)f̂(ξ)dξ.

By introducing the function P (x) defined by

(10.9) M(x) =

∫
eix·ξm(ξ)dξ = m̂(−x),

then for any scalar functions F and G we can write

[P , F ]G(x) =

∫
M(x− y)(F (y)− F (x))G(y)dy

=

∫
M(x− y)(x− y)j

∫ 1

0

∂jF (τy + (1− τ)x)dτG(y)dy

=

∫
M(h)hj

∫ 1

0

∂jF (x− τh)dτG(x − h)dh.(10.10)

By taking the Lq-norm with 1 ≤ q ≤ ∞ and using the Minkowski inequality we
obtain

(10.11) ‖[P , F ]G‖Lq ≤

∫
|M(h)||h|

∫ 1

0

‖∂F (· − τh)G(· − h)‖Lqdτdh

An application of the Hölder inequality gives the following result whose special case
with p = ∞ and q = r = 2 is [11, Lemma 8.2].
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Lemma 10.4. Let P be the multiplier operator defined by (10.8) and let M be the
function given by (10.9). Then, for any 1 ≤ p, q, r ≤ ∞ satisfying 1/p+ 1/r = 1/q
and any scalar functions F and G, there holds

‖[P , F ]G‖Lq ≤ ‖∂F‖Lp‖G‖Lr

∫
|x||M(x)|dx.

Recall that the LP projection Pµ is a multiplier operator with m(ξ) = Ψ(µ−1ξ),
where Ψ is a mollifier with support on {1/2 < |ξ| < 2}. Observe that M(x) =

µ3Ψ̂(−µx). We have
∫
|x||M(x)|dx . µ−1. Therefore, from Lemma 10.4 we obtain

the following commutator estimate.

Corollary 10.5. For any 1 ≤ p, q, r ≤ ∞ satisfying 1/p+1/r = 1/q and any scalar
functions F and G there holds

‖[Pµ, F ]G‖Lq . µ−1‖∇̂F‖Lp‖G‖Lr .

In the following we will give further estimates related to the commutator [Pµ, F ]G
for any scalar functions F and G. We can write

[Pµ, F ]G = [Pµ, F ]G≤2µ + [Pµ, F ]G>2µ.

By the orthogonality of the LP projections, we have

[Pµ, F ]G>2µ = Pµ(F ·G>2µ)− FPµG>2µ =
∑

µ1>2µ

Pµ(F ·Gµ1)

=
∑

µ1>2µ

∑

µ1
2 ≤µ2≤2µ1

Pµ(Fµ2 ·Gµ1).

Thus, schematically we can write

[Pµ, F ]G = [Pµ, F ]G≤µ +
∑

λ>µ

Pµ(FλGλ)(10.12)

which is not quite accurate but harmless to derive estimates.

Lemma 10.6. For 0 < ǫ < 1, there holds

µǫ‖[Pµ, F ]∇̂G‖L2 . ‖∇̂F‖L∞

∑

λ≤µ

(
λ

µ

)1−ǫ

‖λǫGλ‖L2

+ ‖∇̂F‖L∞

∑

λ>µ

(µ
λ

)ǫ
‖λǫGλ‖L2 .(10.13)

Proof. By using Corollary 10.5 we have

‖[Pµ, F ]∇̂G≤µ‖L2 . µ−1‖∇̂F‖L∞

∑

λ≤µ

‖∇̂Gλ‖L2 . µ−1‖∇̂F‖L∞

∑

λ≤µ

λ‖Gλ‖L2 .

On the other hand, by using the properties of the LP projections we have
∑

λ>µ

‖Pµ(Fλ · ∇̂Gλ)‖L2 .
∑

λ>µ

‖Fλ‖L∞‖∇̂Gλ‖L2 . ‖∇̂F‖L∞

∑

λ>µ

‖Gλ‖L2 .

Combining these two estimates and using the decomposition (10.12) we therefore
complete the proof. �
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Lemma 10.7. For 0 < ǫ < 1/2 and µ ≥ 1 there hold

µ− 1
2+ǫ‖∇̂[Pµ, F ]G‖L2 . ‖∇̂F‖L6

∑

λ≤µ

(
λ

µ

)1/2−ǫ

‖λǫGλ‖L2

+ ‖∇̂F‖L6

∑

λ>µ

(µ
λ

)1/2+ǫ

‖λǫGλ‖L2(10.14)

and

µ
1
2+ǫ‖[Pµ, F ]G‖L2 . ‖∇̂F‖L6

∑

λ≤µ

(
λ

µ

)1/2−ǫ

‖λǫGλ‖L2

+ ‖∇̂F‖L6

∑

λ≥µ

(µ
λ

)1+ǫ

‖λǫGλ‖L2 .(10.15)

Proof. From the expression (10.10) we can obtain

∇̂[Pµ, F ]G≤µ =

∫
∇̂Mµ(x− y)(x− y)j

∫ 1

0

∂jF (τy + (1− τ)x)dτG≤µ(y)dy

+

∫
Mµ(x− y)∇̂F (x)G≤µ(y)dy,(10.16)

whereMµ is given by (10.9) with m(ξ) = Ψ(µ−1ξ). One can check
∫
|Mµ(x)|dx . 1

and
∫
|x||∇̂Mµ(x)|dx . 1. Thus, it follows from the Minkowski inequality that

‖∇̂[Pµ, F ]G≤µ‖L2 . ‖∇̂F‖L6‖G≤µ‖L3 . ‖∇̂F‖L6

∑

λ≤µ

λ1/2‖Gλ‖L2 .

On the other hand, by the finite band property and the Bernstein inequality of LP
projections, we have
∑

λ>µ

‖∇̂Pµ(Fλ ·Gλ)‖L2 . µ
∑

λ>µ

‖Fλ‖L6‖Gλ‖L3 . µ‖∇̂F‖L6

∑

λ>µ

λ−1/2‖Gλ‖L2.

With the help of the decomposition (10.12) we thus complete the proof of (10.14).
Next we prove (10.15). By using Corollary 10.5 we have

‖µ
1
2+ǫ[Pµ, F ]G≤µ‖L2 . µ− 1

2+ǫ‖∇̂F‖L6‖G≤µ‖L3 . µ− 1
2+ǫ‖∇̂F‖L6

∑

λ≤µ

λ
1
2 ‖Gλ‖L2,

while by using the properties of the LP projections we have

µ
1
2+ǫ

∑

λ>µ

‖Pµ(Fλ ·Gλ)‖L2 . µ1+ǫ
∑

λ>µ

‖Fλ ·Gλ‖
L

3
2
. µ1+ǫ‖∇̂F‖L6

∑

λ>µ

λ−1‖Gλ‖L2.

The estimate (10.15) thus follows from an application of (10.12). �

Lemma 10.8. For 0 < ǫ < 3/2 there holds

(10.17) ‖µ−1/2+ǫ[Pµ, F ]∇̂G‖l2µL2
x
. ‖∇̂F‖H1‖G‖Hǫ .

Proof. We will use the decomposition (10.12). We first consider the term

aµ :=
∑

λ>µ

µ−1/2+ǫPµ(Fλ · ∇̂Gλ).
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By the Bernstein inequality and the finite band property of LP projections, we have

µ−1/2+ǫ‖Pµ(Fλ · ∇̂Gλ)‖L2 . µǫ‖Fλ · ∇̂Gλ‖L3/2 . µǫ‖Fλ‖L6‖∇̂Gλ‖L2

. µǫ‖∇̂Fλ‖L6‖Gλ‖L2 .
(µ
λ

)ǫ
‖λǫGλ‖L2‖∇̂F‖H1 .

Therefore

(10.18) ‖aµ‖l2µL2 . ‖∇̂F‖H1‖ΛǫG‖L2 .

Next we consider the term µ−1/2+ǫ[Pµ, F ]∇̂G≤µ. By using (10.11) and setting
Fh,τ (x) = F (x− τh), we obtain

‖[Pµ, F ]∇̂G≤µ‖L2 . µ−1 sup
h,τ

‖∇̂Fh,τ · ∇̂G≤µ‖L2 .

By using the orthogonality of the LP projections, we can write ∇̂Fh,τ · ∇̂G≤µ =
bµ + cµ, where

bµ =
∑

λ>µ

Pλ((∇̂Fh,τ )λ · ∇̂G≤µ) and cµ =
∑

λ≤µ

Pλ(∇̂Fh,τ · ∇̂G≤µ).

We first have from the Hölder inequality, the finite band property and the Bernstein
inequality that

‖bµ‖L2 .
∑

λ>µ

‖(∇̂Fh,τ )λ‖L2‖∇̂G≤µ‖L∞ .
∑

λ>µ,λ′≤µ

λ−1λ′5/2‖∇̂Fh,τ‖H1‖Gλ′‖L2

. ‖∇̂F‖H1

∑

λ′≤µ

µ−1λ′5/2‖Gλ′‖L2

Therefore

(10.19) ‖µ−3/2+ǫbµ‖l2µL2 . ‖∇̂F‖H1‖G‖Hǫ .

Next we consider cµ. By using the orthogonality of the LP projections we can
write

cµ =
∑

λ≤µ

∑

λ′≤λ

Pλ

(
(∇̂Fh,τ )λ · ∇̂Gλ′ + (∇̂Fh,τ )λ′ · ∇̂Gλ

)

+
∑

λ≤µ

∑

λ<λ′≤µ

Pλ

(
(∇̂Fh,τ )λ′ · ∇̂Gλ′

)
.

By using the Bernstein inequality and the finite band property, we obtain

‖cµ‖L2 .
∑

λ≤µ

∑

λ′≤λ

(
λ−1‖(∇̂Fh,τ )λ‖H1‖∇̂Gλ′‖L∞ + λ′

1
2 ‖∇̂(∇̂Fh,τ )λ′‖L2

x
‖∇̂Gλ‖L2

x

)

+
∑

λ≤µ

∑

λ<λ′≤µ

λ‖(∇̂Fh,τ )λ′‖L2‖∇̂Gλ′‖L3

. ‖∇̂F‖H1

∑

λ≤µ

∑

λ′≤λ≤µ

(λ−1λ′5/2 + λ′
1
2 λ)‖Gλ′‖L2

+ ‖∇̂F‖H1

∑

λ≤µ

∑

λ<λ′≤µ

λλ′1/2‖Gλ′‖L2

. ‖∇̂F‖H1 ·


∑

λ≤µ

∑

λ′≤µ

λ′1/2λ‖Gλ′‖L2


 .
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Therefore

‖µ−3/2+ǫcµ‖l2µL2 . ‖∇̂F‖H1‖G‖Hǫ .(10.20)

Combining (10.19) and (10.20) yields

‖µ−1/2+ǫ[Pµ, F ]∇̂G≤µ‖l2µL2 . ‖∇̂F‖H1‖G‖Hǫ

which together with (10.18) gives the desired estimate. �

Lemma 10.9. For 0 < ǫ < 1 there holds

‖µ1+ǫ[Pµ, F ]G‖l2µL2 + ‖µǫ∇̂[Pµ, F ]G‖l2µL2 . ‖∇̂2F‖
H

1
2
+ǫ‖G‖L2 + ‖∇̂F‖L∞‖G‖Hǫ

(10.21)

‖µ1+ǫ[Pµ, F ]G‖l2µL2 . (‖∇̂2F‖
H

1
2
+ ‖∇̂F‖L∞)‖G‖Hǫ

(10.22)

Proof. We first write µ1+ǫ[Pµ, F ]G = aµ + bµ + cµ, where

aµ = µ1+ǫ[Pµ, F ]G>µ, bµ = µ1+ǫ
∑

λ≤µ

[Pµ, F≤λ]Gλ, cµ = µ1+ǫ
∑

λ≤µ

[Pµ, F>λ]Gλ.

By Corollary 10.5, we obtain

‖aµ‖l2µL2 . ‖∇̂F‖L∞

∥∥∥∥∥∥

∑

λ>µ

(µ
λ

)ǫ
‖λǫGλ‖L2

∥∥∥∥∥∥
l2µ

. ‖∇̂F‖L∞‖ΛǫG‖L2 .

In order to estimate bµ and cµ, we introduce the functionMµ(x) =
∫
eix·ξmµ(ξ)dξ

withmµ(ξ) = Ψ(µ−1ξ). It is easy to see that
∫
|x|q|Mµ(x)|dx . µ−q for any q > −3.

It follows from (10.10) that

[Pµ, F≤λ]Gλ(x) = Aµ,λ(x) +Bµ,λ(x),

where

Aµ,λ(x) = ∂jF≤λ(x)

∫
Mµ(x− y)(x− y)jGλ(y)dy,

Bµ,λ(x) =

∫
Mµ(x− y)(x − y)j

∫ 1

0

[∂jF≤λ(x − τ(x − y))− ∂jF≤λ(x)] dτGλ(y)dy.

For the term Aµ,λ(x), it is nonzero only if µ and λ are at the same magnitude since
both Mµ and Gλ are frequency localized at the level µ and λ respectively. Thus

∑

λ≤µ

‖Aµ,λ‖L2 . µ−1‖∇̂F≤µ‖L∞‖Gµ‖L2 . µ−1‖Gµ‖L2‖∇̂F‖L∞.

For the term Bµ,λ we write

Bµ,λ(x) =

∫
Mµ(x− y)(x− y)j(x− y)l

×

∫ 1

0

∫ 1

0

−τ∂l∂jF≤λ (x− ττ ′(x− y)) dτdτ ′Gλ(y)dy.

Thus, by the Minkowski inequality we obtain

‖Bµ,λ‖L2 . µ−2‖∇̂2F≤λ‖L∞‖Gλ‖L2 . µ−2
∑

λ′≤λ

λ′‖∇̂Fλ′‖L∞‖Gλ‖L2

. µ−2λ‖Gλ‖L2‖∇̂F‖L∞ .
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We therefore obtain

‖bµ‖L2 . µǫ‖Gµ‖L2‖∇̂F‖L∞ +
∑

λ≤µ

(
λ

µ

)1−ǫ

‖λǫGλ‖L2‖∇̂F‖L∞

which implies that

‖bµ‖l2µL2 . ‖∇̂F‖L∞‖G‖Hǫ .

In order to estimate the term cµ, we write

[Pµ, F>λ]Gλ(x)

=

∫
Mµ(x − y)(x− y)j

∫ 1

0

{∂jF>λ(x− τ(x − y))− ∂jF>λ(x)}dτGλ(y)dy

+ ∂jF>λ(x)

∫
Mµ(x− y)(x− y)jGλ(y)dy.

By using the similar argument as above, we can obtain
∑

λ≤µ

‖[Pµ, F>λ]Gλ‖L2

. µ−2
∑

λ≤µ

‖∇̂2F>λ‖L2‖Gλ‖L∞ + µ−1‖Gµ‖L2‖∇̂F‖L∞

.
∑

λ≤µ

∑

λ′>λ

µ−2λ3/2‖∇̂2Fλ′‖L2‖Gλ‖L2 + µ−1‖Gµ‖L2‖∇̂F‖L∞ .

Therefore

‖cµ‖L2 .
∑

λ≤µ

∑

λ′>λ

(
λ

µ

)1−ǫ (
λ

λ′

)1/2+ǫ

‖λ′1/2+ǫ∇̂2Fλ′‖L2‖Gλ‖L2

+ µǫ‖Gµ‖L2‖∇̂F‖L∞

which implies that ‖cµ‖l2µL2 . ‖∇̂F‖L∞‖G‖Hǫ+‖∇̂2F‖H1/2+ǫ‖G‖L2. This together

with the estimates on aµ and bµ gives the first inequality of (10.21). Note that cµ
can also be estimated as

‖cµ‖L2 .
∑

λ′>λ

(
λ

µ

)1−ǫ(
λ

λ′

)1/2

‖λ′1/2∇̂2Fλ′‖L2‖λǫGλ‖L2

+ µǫ‖Gµ‖L2‖∇̂F‖L∞

which implies ‖cµ‖l2µL2 . (‖∇̂F‖L∞ + ‖∇̂2F‖
H

1
2
)‖ΛǫG‖L2 . This together with the

estimates for aµ and bµ gives (10.22).
Next we prove the second part of (10.21). By using (10.12) we can write

µǫ∇̂[Pµ, F ]G = Iµ + Jµ, where

Iµ := µǫ
∑

λ>µ

∇̂Pµ(Fλ ·Gλ) and Jµ := µǫ∇̂[Pµ, F ]G≤µ.

We first have from the finite band property of the LP projections that

‖Iµ‖L2 . µ1+ǫ
∑

λ>µ

‖Fλ ·Gλ‖L2 . ‖∇̂F‖L∞

∑

λ>µ

(µ
λ

)1+ǫ

‖λǫGλ‖L2.

This gives

‖Iµ‖l2µL2 . ‖∇̂F‖L∞‖ΛǫG‖L2 .
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In order to estimate Jµ, we write

Jµ(x) = µǫ

∫
∇̂x (Mµ(x− y)(F (x) − F (y)))G≤µ(y)dy

= µǫ∇̂F (x)

∫
Mµ(x− y)G≤µ(y)dy

+ µǫ

∫
∇̂Mµ(x− y)(F (x)− F (y))G≤µ(y)dy.

By writing F (x) − F (y) = (x − y)j
∫ 1

0
∂jF (x − τ(x − y))dτ , we can decompose Jµ

as Jµ = J
(1)
µ + J

(2)
µ + J

(3)
µ , where

J (1)
µ = µǫ∇̂F (x)

∫
Mµ(x − y)G≤µ(y)dy,

J (2)
µ = µǫ∂jF (x)

∫
∇̂Mµ(x − y)(x− y)jG≤µ(y)dy,

J (3)
µ = µǫ

∫
∇̂Mµ(x − y)(x− y)j

∫ 1

0

[∂jF (x− τ(x − y))− ∂jF (x)] dτG≤µ(y)dy.

By using
∫
|x||∇̂Mµ(x)|dx . 1 and the frequency localization of Mµ and Gλ we

can obtain

‖J (1)
µ ‖L2 + ‖J (2)

µ ‖L2 . µǫ‖Gµ‖L2‖∇̂F‖L∞ ,

which gives

‖J (1)
µ ‖l2µL2 + ‖J (2)

µ ‖l2µL2 . ‖∇̂F‖L∞‖ΛǫG‖L2 .

For the term J
(3)
µ , we can write

J (3)
µ (x) = µǫ

∑

λ≤µ

∫
∇̂Mµ(x− y)(x− y)j

×

∫ 1

0

[∂jF≤λ(x− τ(x − y))− ∂jF≤λ(x)] dτGλ(y)dy

+ µǫ
∑

λ≤µ

∫
∇̂Mµ(x− y)(x− y)j

×

∫ 1

0

[∂jF>λ(x− τ(x − y))− ∂jF>λ(x)] dτGλ(y)dy.

Now we can use the similar arguments in the proof of the first part of this lemma
to obtain

‖J (3)
µ ‖L2 . µ−1+ǫ

∑

λ≤µ

‖∇̂2F≤λ‖L∞‖Gλ‖L2 + µ−1+ǫ
∑

λ≤µ

‖∇̂2F>λ‖L2‖Gλ‖L∞

. ‖∇̂F‖L∞

∑

λ≤µ

(
λ

µ

)1−ǫ

‖λǫGλ‖L2

+
∑

λ≤µ

∑

λ≤λ′

(
λ

µ

)1−ǫ (
λ

λ′

)1/2+ǫ

‖λ′1/2+ǫ∇̂2Fλ′‖L2‖Gλ‖L2 .

By taking the l2µ-norm we obtain

‖J (3)
µ ‖l2µL2 . ‖∇̂2F‖H1/2+ǫ‖G‖L2 + ‖∇̂F‖L∞‖G‖Hǫ .
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This together with the estimates on J
(1)
µ and J

(2)
µ gives

‖Jµ‖l2µL2 . ‖∇̂F‖L∞‖G‖Hǫ + ‖∇̂2F‖H1/2+ǫ‖G‖L2.

Combining this with the estimate on Iµ completes the proof of the second part of
(10.21). �

Proposition 10.10. For 0 < ǫ < 1/2 there holds

(10.23) ‖µ1+ǫ∇̂[Pµ, F ]G‖l2µL2 . ‖∇̂F‖L∞‖G‖H1+ǫ + ‖∇̂2F‖
H

1
2
+ǫ‖G‖H1 .

Proof. As can be seen from the proof of the second part of (10.21), it suffices to
estimate the term

aµ := µJ (3)
µ = µ1+ǫ

∫
∇̂Mµ(x− y)(x− y)j(x− y)l

×

∫ 1

0

∫ 1

0

−τ∂2jlF (x− ττ ′(x− y))dτdτ ′G≤µ(y)dy

which can be written as aµ = a
(1)
µ + a

(2)
µ + a

(3)
µ , where

a(1)µ = µ1+ǫ

∫
∇̂Mµ(x− y)(x− y)j(x− y)l

×

∫ 1

0

∫ 1

0

−τ∂2jlF≥µ (x− ττ ′(x− y)) dτdτ ′G≤µ(y)dy

a(2)µ = µ1+ǫ∂2jlF<µ(x)

∫
∇̂Mµ(x− y)(x− y)j(x− y)lG≤µ(y)dy

a(3)µ = µ1+ǫ

∫
∇̂Mµ(x− y)(x− y)j(x− y)l

×

∫ 1

0

∫ 1

0

−τ
[
∂2jlF<µ(x− ττ ′(x − y))− ∂2jlF<µ(x)

]
dτdτ ′G≤µ(y)dy.

By using the properties of the LP projections, it is easy to derive that

‖a(1)µ ‖L2 . µǫ
∑

λ≥µ

‖∇̂2Fλ‖L2‖G≤µ‖L∞ .
∑

λ>µ

(µ
λ

)1/2+ǫ

‖λ1/2+ǫ∇̂2Fλ‖L2‖∇̂G‖L2 ,

‖a(2)µ ‖L2 . µǫ‖∇̂2F<µ‖L∞‖Gµ‖L2 . µ1+ǫ‖Gµ‖L2‖∇̂F‖L∞,

‖a(3)µ ‖L2 . µ−1+ǫ‖∇̂3F<µ‖L2‖G≤µ‖L∞ .
∑

λ<µ

(
λ

µ

)1/2−ǫ

‖λ1/2+ǫ∇̂2Fλ‖L2‖∇̂G‖L2 .

Therefore, by taking the l2µ-norm, we obtain

‖a(1)µ ‖l2µL2 + ‖a(3)µ ‖l2µL2 . ‖∇̂2F‖H1/2+ǫ‖G‖H1 , ‖a(2)µ ‖l2µL2 . ‖∇̂F‖L∞‖G‖H1+ǫ .

The proof is thus complete. �

Lemma 10.11. For 0 < ǫ < 1 there holds

‖µǫ[Pµ, F ]G‖l2µL2 . ‖F‖L∞‖G‖Hǫ + ‖∇̂F‖H1/2+ǫ‖G‖L2.

Proof. First we have

µǫ
∑

λ>µ

‖Pµ(Fλ ·Gλ)‖L2 . µǫ
∑

λ>µ

‖Fλ‖L∞‖Gλ‖L2 . ‖F‖L∞

∑

λ>µ

(µ
λ

)ǫ
‖λǫGλ‖L2
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which implies that
∥∥∥∥∥∥
µǫ
∑

λ>µ

Pµ(Fλ ·Gλ)

∥∥∥∥∥∥
l2µL

2

. ‖F‖L∞‖G‖Hǫ .

Next we consider the term

[Pµ, F ]G≤µ =

∫
Mµ(x− y)[F (x) − F (y)]G≤µ(y)dy

which can be decomposed as follows

[Pµ, F ]G≤µ(x) =
∑

λ≤µ

∫
Mµ(x − y) (F≤λ(x)− F≤λ(y))Gλ(y)dy

+
∑

λ≤µ

∫
Mµ(x− y) (F>λ(x) − F>λ(y))Gλ(y)dy.

We can estimate as before to obtain

µǫ‖[Pµ, F ]G≤µ‖L2

. µ−1+ǫ
∑

λ≤µ

‖∇̂F≤λ‖L∞‖Gλ‖L2 + µ−1+ǫ
∑

λ≤µ

‖∇̂F>λ‖L2‖Gλ‖L∞

.
∑

λ≤µ

(
λ

µ

)1−ǫ

‖λǫGλ‖L2‖F‖L∞

+
∑

λ≤µ

∑

λ′>λ

(
λ

µ

)1−ǫ (
λ

λ′

)1/2+ǫ

‖λ′1/2+ǫ∇̂Fλ′‖L2‖Gλ‖L2 .

Taking the l2µ-norm gives

‖µǫ[Pµ, F ]G≤µ‖l2µL2 . ‖F‖L∞‖G‖Hǫ + ‖∇̂F‖H1/2+ǫ‖G‖L2.

The proof is therefore complete. �

Lemma 10.12. For any ǫ > 0 and any scalar functions F and G, there holds

(10.24) ‖µǫPµ(∇̂F ·G)‖l2µL2 . ‖∇̂F‖
H

1
2
+ǫ‖G‖H1 + ‖F‖L∞‖G‖H1+ǫ .

Proof. By the trichotomy law, we can write

Pµ(∇̂F ·G) = aµ + bµ + cµ

= Pµ

(
(∇̂F )µ ·G≤µ

)
+
∑

λ>µ

Pµ

(
∇̂Fλ ·Gλ

)
+ Pµ

(
∇̂F≤µ ·Gµ

)
.

For the terms bµ and cµ, it is easy to derive that

‖µǫbµ‖l2µL2 . ‖F‖L∞‖G‖H1+ǫ , ‖µǫcµ‖l2µL2 . ‖F‖L∞‖G‖H1+ǫ .

For the term aµ, we can write

(10.25) aµ = [Pµ, G≤µ]∇̂Fµ +G≤µPµ(∇̂F )µ.

By the Bernstein inequality for LP projections, it is easy to obtain

‖µǫG≤µPµ(∇̂F )µ‖L2 . µǫ‖G≤µ‖L6‖Pµ(∇̂F )µ‖L3 . ‖G‖L6‖µ
1
2+ǫ(∇̂F )µ‖L2,
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while by using Corollary 10.5 we have

‖µǫ[Pµ, G≤µ](∇̂F )µ‖L2 . µǫ−1
∑

λ≤µ

‖∇̂Gλ‖L∞‖(∇̂F )µ‖L2

.
∑

λ≤µ

(
λ

µ

) 3
2

‖∇̂Gλ‖L2‖µ
1
2+ǫ(∇̂F )µ‖L2.

Therefore

‖µǫaµ‖l2µL2
x
. ‖∇̂F‖

H
1
2
+ǫ‖G‖H1 .

The combination of the estimates for aµ, bµ and cµ gives (10.24). �

By using Lemma 10.11 and (10.24), we can derive the following product estimate.

Lemma 10.13. For 0 < ǫ < 1 there holds

‖Λǫ∇̂(F ·G)‖L2 . ‖∇̂F‖
H

1
2
+ǫ‖G‖H1 + ‖F‖L∞‖G‖H1+ǫ(10.26)

Proof. Observe that

‖Λǫ∇̂(F ·G)‖L2 . ‖µǫPµ(∇̂F ·G)‖L2
µL

2 + ‖µǫPµ(F · ∇̂G)‖l2µL2 .

From Lemma 10.11 it follows that

‖µǫPµ(F · ∇̂G)‖l2µL2 ≤ ‖µǫ[Pµ, F ]∇̂G‖l2µL2 + ‖F‖L∞
x
‖µǫPµ∇̂G‖l2µL2

. ‖F‖L∞‖∇̂G‖Hǫ + ‖∇̂F‖
H

1
2
+ǫ‖∇̂G‖L2 .

This together with (10.24) then completes the proof. �

Lemma 10.14. Let 0 < ǫ < 1/2 and p > 3 be sufficiently close to 3. Then for any
µ ≥ 1 and any scalar functions F and G, there hold

‖[Pµ, F ]G‖L∞ . µ− 1
2−ǫ‖G‖L∞

∑

λ>µ

(µ
λ

) 3
p− 1

2+ǫ

‖λǫ∇̂2Fλ‖L2

+ µ− 1
2−ǫ‖G‖L∞

∑

λ≤µ

(
λ

µ

) 1
2−ǫ

‖λǫ∇̂2Fλ‖L2(10.27)

and

‖[Pµ, F ]G‖L∞ . µ− 1
2−ǫ‖∇̂F‖L∞

∑

λ>µ

(µ
λ

)2+ǫ

‖λǫ∇̂Gλ‖L2

+ µ− 1
2−ǫ‖∇̂F‖L∞

∑

λ≤µ

(
λ

µ

) 1
2−ǫ

‖λǫ∇̂Gλ‖L2

+ µ− 3
p− 1

2−ǫ‖G‖H1

∑

λ>µ

(µ
λ

) 3
p+ǫ

‖λ
1
2+ǫ∇̂2Fλ‖L2.(10.28)

where C > 0 is a constant depending only on ǫ and p.

Proof. In view of (10.12), we can write [PµF ]G = aµ + bµ + cµ, where

aµ =
∑

λ>µ

Pµ(FλGλ), bµ =
∑

λ>µ

[Pµ, Fλ]G≤µ, cµ =
∑

λ≤µ

[Pµ, Fλ]G≤µ.
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It is easy to derive that

‖aµ‖L∞ . µ− 1
2−ǫ

∑

λ>µ

(µ
λ

)2+ǫ

‖λǫ∇̂2Fλ‖L2
x
‖Gλ‖L∞.

By using Corollary 10.5 and the Bernstein inequality, we also have

‖cµ‖L∞ . ‖G‖L∞

∑

λ≤µ

µ−1‖∇̂Fλ‖L∞ . µ− 1
2−ǫ‖G‖L∞

∑

λ≤µ

(
λ

µ

) 1
2−ǫ

‖λǫ∇̂2Fλ‖L2 .

Since p > 3, we have the Sobolev embedding

‖bµ‖L∞ . ‖∇̂bµ‖Lp + ‖bµ‖L2.

From (10.16) and the properties of LP projections it follows that

‖∇̂bµ‖Lp . ‖G‖L∞

∑

λ>µ

‖∇̂Fλ‖Lp . ‖G‖L∞

∑

λ>µ

λ−
3
p+

1
2 ‖∇̂2Fλ‖L2

. µ− 3
p−ǫ− 1

2 ‖G‖L∞

∑

λ>µ

(µ
λ

) 3
p− 1

2+ǫ

‖λǫ∇̂2Fλ‖L2 .

The term ‖bµ‖ can be estimated similarly but much easier. We therefore complete
the proof of (10.27).

Similarly, in order to obtain (10.28), we can use the properties of LP projections
and Corollary 10.5 to derive that

‖aµ‖L∞ . µ− 1
2−ǫ‖∇̂F‖L∞

∑

λ>µ

(µ
λ

)2+ǫ

‖λǫ∇̂Gλ‖L2 ,

‖cµ‖L∞ . µ−1
∑

λ≤µ

‖∇̂F≤µ‖L∞‖Gλ‖L∞ . µ− 1
2−ǫ‖∇̂F‖L∞

∑

λ≤µ

(
λ

µ

) 1
2−ǫ

‖λǫ∇̂Gλ‖L2 .

‖∇̂bµ‖Lp .
∑

λ≤µ

∑

ℓ>µ

‖Gλ‖L∞‖∇̂Fℓ‖Lp .
∑

ℓ≤µ

∑

λ>µ

ℓ
1
2 ‖∇̂Gℓ‖L2λ−

3
p−ǫ‖λ

1
2+ǫ∇̂2Fλ‖L2

. µ− 3
p−ǫ+ 1

2 ‖G‖H1

∑

ℓ≤µ

∑

λ>µ

(
ℓ

µ

) 1
2 (µ

λ

) 3
p+ǫ

‖λǫ+
1
2 ∇̂2Fλ‖L2.

Hence the proof of (10.28) is completed. �

10.3. Hǫ elliptic estimates.

Lemma 10.15. For 0 < ǫ < 1/2 and any Σ-tangent tensor field F there hold

‖∇̂2F‖Ḣǫ . ‖∆̂F‖Ḣǫ + ‖F‖H1 ,(10.29)

‖∇̂F‖Ḣ1/2+ǫ . ‖Λǫ−1/2∆̂F‖L2 + ‖F‖H1 .(10.30)

Proof. Consider (10.29) first. We will use errµ to denote any error term satisfying

‖errµ‖L2 . µ−1‖F‖H1 .

Using Corollary 10.5, we can obtain

(10.31) Pµ∇̂
2F = ∇̂2PµF + errµ.
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Recall from Lemma 2.2 that

‖∇̂2PµF‖L2 . ‖∆̂PµF‖L2 + ‖∇̂PµF‖L2 + ‖PµF‖L2(10.32)

Recall also that ∆̂ = gij∇̂i∇̂j , we have

(10.33) ∆̂PµF = Pµ∆̂F + [Pµ, g
ij ](∂i∂jF − Γ̂k

ij∂kF ) + errµ.

By Lemma 10.8 and 10.11, we have

‖µǫ[Pµ, g
ij ]∂i∂jF‖l2µL2 . ‖∂g‖H1‖Λǫ+1/2∂F‖L2,(10.34)

‖µǫ[Pµ, g
ij ](Γ̂k

ij∂kF )‖l2µL2 . ‖∂g‖
H

1
2
+ǫ‖∂F‖L2.(10.35)

By the Sobolev inequality and (10.33), we obtain ∆̂PµF = Pµ∆̂F + errµ. This
together with (10.31) and (10.32) gives (10.29).

To prove (10.30), we first use the equivalence between g and ĝ and the integration
by parts to obtain

(10.36) ‖Pµ∇̂F‖
2
L2 ≈

∫

Σ

gijPµ∂iFPµ∂jFdµg =

∫

Σ

PµF ∆̂PµFdµg.

In view of (10.17) and (10.35), we can obtain

∑

µ

µ1+2ǫ

∣∣∣∣
∫

Σ

PµF [Pµ, g
ij]∂i∂jFdµg

∣∣∣∣

.
∑

µ

µ3/2+ǫ‖PµF‖L2‖µ−1/2+ǫ[Pµ, g
ij]∂i∂jF‖L2

. ‖∇̂F‖H1/2+ǫ‖∇̂g‖H1‖Λǫ∂F‖L2,

and in view of (10.15)

∑

µ

µ1+2ǫ

∣∣∣∣
∫
PµF · [Pµ, gΓ̂]∂F

∣∣∣∣ . ‖µ
1
2+ǫPµF‖l2µL2‖∇̂(g · Γ̂)‖L6‖∂F‖Hǫ

. ‖F‖
H

1
2
+ǫ‖∂F‖Hǫ‖g‖H2 .

In view of (10.33) and (10.36), we have with p = ǫ/(1/2 + ǫ) that
∑

µ

µ1+2ǫ‖Pµ∇̂F‖
2
L2 . (‖ F‖

Ḣ
1
2
+ǫ + ‖∂F‖H1/2+ǫ)‖∂F‖p

H1/2+ǫ‖∂F‖
1−p
L2 ‖g‖H2

+
∑

µ

‖µ3/2+ǫPµF‖L2‖µ−1/2+ǫPµ∆̂F‖L2 .

By the fact ‖g‖H2 . 1 and the Young’s inequality, we obtain (10.30).
To prove (10.30) for the vector field case, we note that

Pµ∇̂iF
m = Pµ∇̂i(F

m) + [Pµ, Γ̂]F + Γ̂ · PµF.

Using Corollary 10.5, then there holds Pµ∇̂iF
m = Pµ∇̂i(F

m) + errµ, hence we can
obtain

‖∇̂Fm‖H1/2+ǫ . ‖∇̂(Fm)‖H1/2+ǫ + ‖F‖H1 .

Now we can use (10.30) for the scalar function case to derive

(10.37) ‖∇̂Fm‖H1/2+ǫ . ‖Λǫ−1/2∆̂(Fm)‖L2 + ‖F‖H1 .

In view of (10.33), we can obtain

‖Λǫ−1/2(∆̂Fm)‖L2 . ‖Λǫ−1/2(∆̂F )m‖L2 + ‖∇̂F‖L2 .
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combining this with (10.37) completes the proof. �
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