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Abstract

In the past years, several so far unknown phenomena - such as the existence
of different pre-nucleation structures - have been observed experimentally,
and have generated a new understanding of the processes that occur at the
molecular scale during nucleation and growth of crystals. The implications
that pre-nucleation structures might have in the process of biomineralisa-
tion are not yet well-understood. The mechanisms, by which biomolecular
modifiers such as peptides might interact with pre-nucleation structures and
thus influence the nucleation process of minerals, are numerous. Molecular
simulations are well suited for the analysis of the formation of pre-nucleation
structures in the presence of modifiers. This thesis presents an approach
to study the interactions of peptides with the solvated constituents of the
forming crystals by means of Molecular Dynamics simulations.

As a first step towards informative simulations, the quality of existing
forcefields with respect to the description of oligoglutamates interacting with
calcium ions in aqueous solution was tested. It was found that large discrep-
ancies between well-established forcefields exist, and that non of the tested
forcefields gave a realistic description of the ion-pairing of these complex
ions. Therefore, a strategy to optimise existing biomolecular forcefields in
this respect was developed and it was found that relatively small changes in
the parameters of the ion–peptide van-der-Waals interactions were sufficient
to obtain a reliable model for the system of interest.

The comprehensive sampling of the phase space of the systems is par-
ticularly challenging due to the large number of degrees of freedom and the
strong interactions between calcium ions and glutamate in solution. The
Biasing Potential Replica Exchange Molecular Dynamics method was there-
fore adapted to the enhanced sampling of oligoglutamates, and peptides of
different chain lengths were simulated in the presence of calcium ions. With
the help of the sketch-map analysis method numerous stable ion–peptide
clusters, which might affect the formation of pre-nucleation structures, were
identified from these simulations. Depending on the chain length of the pep-
tide, these clusters exhibit characteristic distances between the calcium ions.
These distances resemble some of the distances between calcium ions in those
phases of calcium oxalate crystals, which are grown in the presence of oli-
goglutamates. The analogy of distances between calcium ions in solvated
ion–peptide clusters and in calcium oxalate crystals might be interpreted as
an indication for the importance of ion–peptide clusters in the nucleation
and growth of biominerals and it is a possible explanation for the ability of
oligoglutamates to influence the phase of the forming crystals, as it has been
observed in experiments.
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Zusammenfassung

In den vergangenen Jahren wurden einige bislang unbekannte Phänomene ex-
perimentell beobachtet, wie etwa die Existenz unterschiedlicher
Prä-Nukleations-Strukturen. Diese haben zu einem neuen Verständnis von
Prozessen, die auf molekularer Ebene während der Nukleation und dem
Wachstum von Kristallen auftreten, beigetragen. Die Auswirkungen solcher
Prä-Nukleations-Strukturen auf den Prozess der Biomineralisation sind noch
nicht hinreichend verstanden. Die Mechanismen, mittels derer biomoleku-
lare Modifikatoren, wie Peptide, mit Prä-Nukleations-Strukturen interagieren
und somit den Nukleationsprozess von Mineralen beeinflussen könnten, sind
vielfältig. Molekulare Simulationen sind zur Analyse der Formation von
Prä-Nukleations-Strukturen in Anwesenheit von Modifikatoren gut geeignet.
Die vorliegende Arbeit beschreibt einen Ansatz zur Analyse der Interaktion
von Peptiden mit den in Lösung befindlichen Bestandteilen der entstehenden
Kristalle mit Hilfe von Molekular-Dynamik Simulationen.

Um informative Simulationen zu ermöglichen, wurde in einem ersten
Schritt die Qualität bestehender Kraftfelder im Hinblick auf die Beschrei-
bung von mit Calciumionen interagierenden Oligoglutamaten in wässrigen
Lösungen untersucht. Es zeigte sich, dass große Unstimmigkeiten zwischen
etablierten Kraftfeldern bestehen, und dass keines der untersuchten Kraft-
felder eine realistische Beschreibung der Ionen-Paarung dieser komplexen Io-
nen widerspiegelte. Daher wurde eine Strategie zur Optimierung bestehen-
der biomolekularer Kraftfelder in dieser Hinsicht entwickelt. Relativ geringe
Veränderungen der auf die Ionen–Peptid van-der-Waals-Wechselwirkungen
bezogenen Parameter reichten aus, um ein verlässliches Modell für das un-
tersuchte System zu erzielen.

Das umfassende Sampling des Phasenraumes der Systeme stellt aufgrund
der zahlreichen Freiheitsgrade und der starken Interaktionen zwischen Calci-
umionen und Glutamat in Lösung eine besondere Herausforderung dar. Da-
her wurde die Methode der Biasing Potential Replica Exchange Molekular-
Dynamik Simulationen im Hinblick auf das Sampling von Oligoglutamaten
justiert und es erfolgte die Simulation von Peptiden verschiedener
Kettenlängen in Anwesenheit von Calciumionen. Mit Hilfe der Sketch-Map
Analyse konnten im Rahmen der Simulationen zahlreiche stabile
Ionen-Peptid-Komplexe identifiziert werden, welche die Formation von Prä-
Nukleations-Strukturen beeinflussen könnten. Abhängig von der Kettenlänge
des Peptids weisen diese Komplexe charakteristische Abstände zwischen den
Calciumionen auf. Diese ähneln einigen Abständen zwischen den Calciu-
mionen in jenen Phasen von Calcium-Oxalat Kristallen, die in Anwesenheit
von Oligoglutamaten gewachsen sind. Die Analogie der Abstände zwischen
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Calciumionen in gelösten Ionen-Peptid-Komplexen und in Calcium-Oxalat
Kristallen könnte auf die Bedeutung von Ionen-Peptid-Komplexen im Prozess
der Nukleation und des Wachstums von Biomineralen hindeuten und stellt
einen möglichen Erklärungsansatz für die Fähigkeit von Oligoglutamaten
zur Beeinflussung der Phase des sich formierenden Kristalls dar, die experi-
mentell beobachtet wurde.
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Chapter 1

Introduction

1.1 General Aspects of Biomineralisation

The term biomineralisation describes a multitude of processes by which crys-
talline or amorphous inorganic solids are built in a biological environment.
The degree to which the biological environment actively controls this miner-
alisation process varies. A coarse classification of mineralisation distinguishes
biologically induced and biologically controlled mineralisation. In biologically
induced mineralisation, inorganic solids are formed as byproducts of other
important metabolic processes. On the other hand, biologically controlled
mineralisation is a targeted, highly regulated method by which solid inor-
ganic structures are formed that fulfil specific biological functions [9]. The
extraordinary attributes of these biominerals (e.g. the mechanical stability of
bones), that result from sophisticated fabrication strategies, have generated
a large interest in the underlying mechanisms of these complex processes. In
the following, we will therefore focus on biologically controlled mineralisation.

Prominent examples of natural materials that are produced via biomin-
eralisation are the shells of crustaceans, the skeleton of vertebrates or teeth.
Biominerals fulfil a great variety of functions in different organisms. Cor-
responding to this variety in functionalities of biominerals, there is a broad
diversity in their fabrication processes, their composition and their structure.
The most abundant constituents of biominerals are calcium carbonate, cal-
cium phosphate, zinc oxide, calcium oxalate and silicon dioxide. They can
consist of single crystals or can appear in a polycrystalline or amorphous
form. In contrast to products of synthetic crystallisation processes, biomin-
erals often exhibit properties such as well-defined structures and composi-
tions, complex morphologies with preferential crystallographic orientations
and high levels of spatial organisation [9]. The possibility to assemble into
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hierarchical structures can be seen in the formation of mesocrystals (small
crystals embedded in an organic matrix, which exhibit features of a single
crystal due to their uniform crystallographic alignment) [10] or even biogenic
composite materials in which inorganic crystals grow in organic matrices from
an amorphous precursor.

The influence of the biological environment on the processes occurring
during biomineralisation is manifold and can be described at various lev-
els of ”resolution”. Starting at environmental and genetic parameters at a
macroscopic scale, biomineralisation is regulated by a cascade of various fac-
tors [9, 3]. From the numerous processes occurring at different scales, we
want to focus on the “physiochemical” perspective at a molecular scale here.
At this scale, biomineralisation can be viewed as a combination of physical
and chemical processes that occur during the crystallisation from complex
solutions. The biological control over these processes is promoted through
biogenic macromolecular structures that might consist of peptides, proteins,
polysaccharides or lipids.

As we will see in the following, substantial research efforts have been
devoted to understanding the many different ways in which biomolecules
might influence the crystallisation process. A nice overview that illustrates
the numerous possible mechanisms, by which additives in general may exert
control on crystallisation, is given in figure 1.1. Not all of these mecha-
nisms are observed in biomineral systems, but in almost all of the diagram’s
branches examples of biomolecular modifiers can be found. The possible
regulatory functions of biomolecules in the different stages of biomineral for-
mations are manifold: they might manipulate crystal nucleation (presumably
by interacting with the solvated constituents of the mineral prior to or dur-
ing nucleation or by serving as nucleation seeds) [11], crystal growth (by
modulating the transport of ions to the surface or by selectively adsorbing
on certain crystal faces where they either promote or suppress the growth
of this face) [12, 13, 14], and they might stabilise amorphous intermediate
phases [15, 16]. In some systems, biomacromolecules such as peptides or pro-
teins get incorporated into the inorganic crystals, yielding organic–inorganic
hybrid materials with fascinating mechanical properties [17, 18]. They may
also act as structural templates by forming larger aggregates, which serve as
matrices or compartments for the subsequent crystal growth [19]. By means
of these different mechanisms, the biological additives may provide control
over various aspects of the morphology of the forming crystals, such as size,
shape and even composition.

It is important to note, that large differences in the effectiveness of biolog-
ical modifiers exist. Properties such as the size and flexibility of the modifier
molecules and the number and chemical sequence of their functional groups
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Figure 1.1: Overview over the many possible mechanisms by which additives
such as biomolecules might manipulate the crystallisation process. Repro-
duced from Song and Cölfen [1] with permission of The Royal Society of
Chemistry.
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play important roles [20, 21, 22, 23, 24]. As a consequence, the additives
might for example affect the crystallisation process only if the chain-length
exceeds a certain threshold or in case of a specific sequence of functional
groups. Even though a lot of effort has been devoted to understanding
these correlations, it has not yet been possible to completely unravel the
basic principles underlying the specificity of modifier–mineral interactions at
a molecular scale.

Besides the general scientific interest to decode the underlying principles
of the effects of biomolecular modifiers on crystallisation processes, the study
of biomineralisation is directed by the aim to imitate the principal biological
strategies to control the morphologies of amorphous and crystalline inorganic
materials. The application of biomimetic pathways to the formation of min-
erals with controlled morphologies has become a very important research
area in materials science. If it was possible to understand the molecular
mechanisms that give rise to the formation of complex shapes, hierarchical
structures and unique properties of biominerals, they could be applied as
fabrication strategies in materials design. Possible applications of such prod-
ucts with tailored properties are seen in the fields of microelectronics, optics,
catalysis, pigments, pharmaceuticals, cosmetics and biomedical implants [25].

1.2 Biomineralisation of Calcium-Containing

Minerals

As described above, biomineralisation is an enormous topic with a large vari-
ety in components, phenomena and theories regarding its physical principles.
In this vastly complex field, we have here focussed on phenomena occurring
in a specific system. Calcium-containing minerals were selected as our sub-
ject of study due to their high abundance in nature - they belong to the most
significant naturally occurring minerals - and rich polymorphism, which have
created considerable interest in research. The number of experimental and
theoretical studies on the formation of these minerals is steadily increasing,
and a large variety of mechanisms, by which biogenic modifiers might ma-
nipulate this process, has been proposed. The most prominent examples of
this class of minerals are calcium carbonate, calcium phosphate and calcium
oxalate.

Calcium carbonate (CaCO3) is a major constituent of rocks like marble,
chalk, limestone or coral reefs. As a product of biomineralisation, it is the
main component of shells of marine organisms, snails, and eggshells, where
it has a protective role. Furthermore, it fulfils supportive functions in skele-
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1.2. BIOMINERALISATION OF CALCIUM-CONTAINING MINERALS

Figure 1.2: Schematic structure of the anions that form calcium carbonates,
calcium phosphates and calcium oxalates together with the cation Ca2+; left:
carbonate, middle: phosphate, right: oxalate.

tons or might even serve as an optical material in primitive vision systems
[26, 27, 28, 6]. Six different forms of calcium carbonate exist: three crystalline
polymorphs (calcite, aragonite, and vaterite), two hydrate phases, and amor-
phous calcium carbonate (ACC). The diversity in material properties of the
different forms has raised a lot of attention and has made calcium carbonate
one of the most extensively studied biominerals [19]. Numerous modifiers
are known which affect the growth of calcium carbonate. Most of these
modifiers have in common, that they contain negatively charged functional
groups. Examples of such additives are acidic amino acids (e.g. aspartate
or glutamate) and corresponding peptides or proteins [29, 30, 31], small or-
ganic molecules such as acetate or citrate [6], and synthetic polyelectrolytes
such as polyacrylates [32] or polystyrene sulfonates [33, 34]. Compared to
other minerals, many details of the biogenic control over mineral formation
of calcium carbonate have been unravelled, as will be described below.

Calcium phosphate is considered as a key component in human health
[35]. Hydroxyapatite (HAP), which is one of the numerous phases of calcium
phosphate, is the most common mineral in vertebrate tissues, where it con-
fers mechanical stability to bones and teeth. An overview over the different
crystalline and amorphous forms of calcium phosphate can be found in table
1 of Bleek and Taubert [35]. Inspired by the various natural occurrences,
calcium phosphate powders, coatings, composites and ceramics have been
studied with respect to possible industrial applications [36, 37] and further
applications in the fields of drug delivery and bone or dental repair are ex-
pected [38]. Biomineralisation of calcium phosphate has therefore received
a lot of attention in research [39, 40]. The modifiers that have been studied
are similar to those that have been examined for calcium carbonate, and
they consist mostly of charged species such as polyelectrolytes (oligopeptides
or synthetic polymers) or low-molecular-weight additives [41]. For example,
charged peptides consisting of aspartate (negatively charged), or arginine
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(positively charged) have been found to affect both the nucleation rate and
the morphology of HAP [42, 43].

Calcium oxalate can be found in more than 1000 genera of plants, where
it participates in the regulation of the concentration of free calcium ions in
the cytosol [44, 45]. The hydrated forms of calcium oxalate occur in the rare
minerals whewellite (monohydrate), weddellite (dihydrate) and caoxite (tri-
hydrate). In industry, it is mostly recognised for the formation of scale, which
blocks pipes, pumps or heat exchangers and thus causes energy losses. Most
interesting with respect to biomineralisation is the formation and suppres-
sion of kidney stones, which mainly consist of calcium oxalate monohydrate
(“COM”: CaC2O4 · H2O). Several natural compounds are known for their
potencies to inhibit the growth of kidney stones, e.g. citrate [46], amino acids
[47, 48], acid-rich urine-proteins [49, 50], and osteopontin (an aspartic and
glutamic acid-rich protein) [51, 52, 53]. This shows that - similar to calcium
carbonate and calcium phosphate - oligomers of negatively charged amino
acids strongly affect the crystallisation process of calcium oxalate.

An Example: Biomineralisation of Calcium Oxalate in the Pres-
ence of Oligoglutamates In order to illustrate the approach, by which
the effects of potential modifiers on the crystallisation process might be stud-
ied and to exemplify the phenomena which are observed in such experiments,
we will shortly summarise a recent study on the influence of oligomers of glu-
tamate (the deprotonated form of the natural amino acid L-glutamic acid)
on the crystallisation of calcium oxalate. Fischer et al. have conducted a
systematic analysis of the effect of the chain length and the number of com-
plexing functional groups of oligomers of glutamate on the crystallisation of
calcium oxalate [2]. For this purpose, they have studied the kinetics of the
precipitation process and the characteristics (morphology, phase and stabil-
ity) of the resulting calcium oxalate crystals in the presence of oligogluta-
mates (“oligoGLU”: cf. figure 1.3) with well-defined chain lengths. Three
homooligopeptides of glutamate with chain lengths of five (“pentaGlu”), ten
(“decaGlu”), and twenty units (“icosaGlu”) were used during the experi-
ments. Due to a pH value of 8.5, the carboxylate groups of the side chains
and the C-terminus were completely deprotonated, while the N-terminus was
protonated, thus yielding a zwitterionic structure.

During the experiments, Fischer et al. monitored the desupersaturation
rates via light-transmission and conductivity measurements in order to mea-
sure the length of the nucleation period, the maximum growth rates and the
equilibrium solubility of calcium ions. Furthermore, they analysed the size,
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Figure 1.3: Molecular structure of oligomers of glutamic acid. In the experi-
ments of Fischer et al., pentamers (n = 5), decamers (n = 10), and icosamers
(n = 20) of glutamic acid were used in a deprotonated form (“glutamate”)
[2].

shape, water content and stability of the resulting crystals. They found that
the influence of glutamate on both nucleation and crystal growth strongly de-
pends on the chain length. While pentaGLU shows only very limited effects,
the presence of decaGLU or icosaGLU significantly modifies the process and
the product.

Figure 1.4 shows the changes in the concentration of free calcium ions in
solution in the presence of different oligoglutamates during the precipitation.
The induction time as one descriptor of the nucleation process is increased by
a concentration of 0.1 mmol·L−1 of decaGLU (factor of 2.6) or icosaGLU (fac-
tor of 4.6) with respect to the precipitation in the absence of peptides, while
pentaGLU has an almost negligible effect on the induction time. A further
indication of the manipulation of the nucleation process by oligoglutamates
can be seen in the phase of the resulting crystals. Under the given reaction
conditions, calcium oxalate trihydrate (“COT”: CaC2O4 ·3H2O) is formed in
the absence of modifiers and in the presence of pentaGLU. An increase in the
concentration of longer peptides (decaGLU or icosaGLU) however leads to a
gradual change towards the formation of calcium oxalate dihydrate (“COD”:
CaC2O4 · 2H2O). Fischer et al. assume that complexes of peptides and cal-
cium ions might serve as nucleation clusters and thus determine the phase of
the resulting crystal [2].

The maximum growth rate of calcium oxalate crystals is also affected by
the chain length of the oligoglutamates (cf. gradients of curves in figure 1.4).
This might have several reasons. The equilibrium calcium concentrations in
the end of the experiments (cf. figure 1.4) indicate that the peptides influ-
ence the solubility of calcium depending on their chain length. The increased
solubility of ions, which is observed for longer chains of oligoglutamate, re-
duces the level of supersaturation and thus the driving force for precipitation.
Furthermore, it is likely that the peptides adsorb to the crystal surface where
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Figure 1.4: Relative concentration of free Ca2+ ions in solution during the
experiments of Fischer et al.. The ion concentration ct was measured via
Ca2+-selective electrode and normalised by the initial concentration c0. It
was measured in the absence and in the presence of oligomers of glutamate
(GLU). Reprinted with permission from Fischer et al. [2]. Copyright 2011
American Chemical Society.

they slow down the crystal growth.

The classical model of crystal growth assumes that crystal surfaces consist
of terraces, steps and islands (cf. figure 1.5). Single solvated ions adsorb to
the different regions of the crystal surface with different probabilities, the
highest probability being located at kinks. This attachment at kinks leads
to a step advancement perpendicular to the step edge. At equilibrium, the
rates of attachment and thermally activated detachment of ions from the
crystal are equal. In the presence of modifiers, kinetic and thermodynamic

Figure 1.5: Simple model of crystal surfaces with terraces, steps, kinks and
islands. Reprinted with permission from De Yoreo and Vekilov [3]. Copyright
2003 Mineralogical Society of America.
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phenomena might affect the crystal growth [54, 55]. Modifiers might change
the step speed or the step-edge energy via four different mechanisms: 1) step
pinning, 2) incorporation, 3) kink blocking, and 4) step-edge adsorption [3].
Each of these mechanisms exhibits a different characteristic dependence of
the step speed on supersaturation and impurity concentration, as illustrated
in figure 26 of De Yoreo and Vekilov [3].

The step pinning model was first introduced by Cabrera and Vermilyea
[56]. It assumes that impurities such as modifiers block the attachment of
ions to the step edges. The steps may continue to advance between these
pinning sites, but a step curvature is induced which raises the step edge en-
ergy. Depending on the modifier concentration and the corresponding density
of pinning sites along the step, this curvature can result in a reduced step
speed or in a complete inhibition [3]. If molecules of the modifier adsorb
to the crystal surface, they might become captured by advancing steps and
become incorporated into the growing crystal. The incorporation of impuri-
ties usually distorts the crystal structure and thus raises the internal energy
and the entropy of the crystal. While an increase in the entropy of the crys-
tal stabilises the crystal, an increase in the internal energy has the opposite
effect. Depending on which of the two effects predominates, the solubility
of the constituents of the crystal changes, which alters the crystal growth
rate as well [57, 58, 59]. In contrast to step pinning, kink blocking is only a
temporary effect. For very short residence times, modifier molecules adsorb
to kink sites and thus reduce the effective kink site density. This temporary
retardation of kink propagation reduces the rate of step growth [3]. The
model of step-edge adsorption assumes that molecules of the modifier ad-
sorb to step edges, where they modify the step-edge energy. At a sufficiently
high concentration of adsorbed modifier molecules, the minimum energy step
shape might be altered, resulting in a new crystal shape [3]. An example of
this effect is described in the work of Orme et al., who observed that the
adsorption of individual enantiomers of amino acids to step edges induced
chirality in the step and facet morphologies of calcite [21, 24].

In the experiments of Fischer et al., it was observed that the dependence
of crystal growth inhibition on peptide concentration resembles a Freundlich-
type adsorption isotherm, where the surface coverage is proportional to the
concentration in solution. A simple model to explain this observation as-
sumes that the inhibition of crystal growth is directly proportional to the
coverage of modifier molecules on top of the surface. If the surface cover-
age is proportional to the overall peptide concentration, the fraction of the
surface covered by peptide might be described by a Freundlich-like isotherm.
However, this model does not contain any information on the exact mecha-
nism, by which the adsorbed peptides inhibit the crystal growth.
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Figure 1.6: Schematic diagram of the morphological evolution of calcium
oxalate crystals in dependence of the chain length of the oligoglutamates
present during precipitation. Reprinted with permission from Fischer et al.
[2]. Copyright 2011 American Chemical Society.

An interesting effect of the interactions between oligoglutamates and cal-
cium oxalate crystals is the dependence of the shape and size of the final
crystals on the concentration and chain length of the peptide additives. Fis-
cher et al. have summarised the morphological evolution of the calcium ox-
alate crystals in dependence of the chain length of the oligoglutamates in the
scheme shown in figure 1.6. In general, the equilibrium shape of a crystal is
determined by the minimal surface free energy of the crystal. Therefore, faces
with small surface free energies are preferentially expressed [3]. As described
above, additives might interact in several ways with crystal surfaces (for ex-
ample via step-edge adsorption) and thereby modify the surface free energy
of the respective crystal face, which can result in a change of the overall
crystal shape. Depending on the crystallographic direction, the components
of the crystal are exposed to the surrounding solution to different degrees at
the various faces of the crystal. For example, calcium ions are more exposed
to the solution at the 100 faces than at 101 faces of calcium oxalate crystals.
It can thus be assumed, that oligoglutamates are more likely to interact with
100 faces of calcium oxalate via their negatively charged carboxylate groups,
than with the 101 faces. Fischer et al. therefore assume, that the specific
adsorption of the longer chains of oligoglutamates to the 100 faces promotes
the growth in the [001] direction and results in smaller 101 faces (cf. figure
1.6) [2].
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Apart from the adsorption of oligoglutamates to the surface of calcium
oxalate crystals, it is likely that the peptides also get incorporated into the
crystal. The incorporation of peptides (which resemble sequences of the pro-
tein osteopontin) into COM has been described before by O’Young et al.
[60]. Long-term observations by Fischer et al. showed that the initial phase
of calcium oxalate crystals, which precipitate in the presence of the longer
chains of oligoglutamates (decaGLU and icosaGLU), is preserved even if it
is metastable under normal conditions. In the absence of peptides or in the
presence of pentaGLU, COT is initially formed and then slowly converts into
the thermodynamically stable phase of COM. But in the presence of longer
peptide chains, the mixture of COD and COT, which precipitates from so-
lution, is preserved for several months [2]. A possible explanation for this
observation is, that the longer peptides get incorporated into the crystal and
thereby stabilise the initial phase. The incorporation of peptides into the
crystal would also explain, why the final crystals exhibit large sizes of a few
micrometers in spite of crystal growth hindrance through peptide adsorption.

Based on their experimental results, Fischer et al. assume that oligomers
of glutamate manipulate the formation of calcium oxalate crystals at different
stages of the crystallization process. In solution, the peptides and calcium
ions might form a coordination complex that alters the nucleation process,
while the adsorption of peptides to the crystal surface changes the crystal
growth kinetics and the morphology of the final crystals [2]. These explana-
tions are plausible, but they lack any detailed information on the processes
occurring at a molecular scale. Several questions remain unanswered: Do
peptides and calcium ions form aggregates in solution? Do these aggregates
really influence the phase of the forming crystals? How do the peptides ad-
sorb to the various faces of calcium oxalate? How do they inhibit the growth
of the crystal faces? How do the peptides get incorporated into the crystal?
Why is the effect of pentaGLU limited, while decaGLU significantly alters
the crystallisation process? As will be shown in the next section, molecular
simulations are well suited to study many of these processes in detail.

1.3 Biomineralisation at a Molecular Scale

The numerous phenomena that occur on different time and length scales
during biomineralisation can be studied by various methods of computer
simulations that range from ab initio calculations over all-atom simulations
to coarse-grained simulations. Chemical aspects such as hydrolysis reac-
tions at the aqueous interface need to be treated on a quantum mechanical
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level. Classical molecular dynamics simulations are applied to study molecu-
lar processes at the organic/inorganic interface such as solvation properties,
ordering phenomena regarding the structure of the aqueous phase, or the
adsorption of molecules to crystal surfaces. Advanced sampling algorithms
and rare-event methods are used to study the nucleation of minerals, while
coarse-grained models are developed to model the self-assembling of nanopar-
ticles into crystals for example [61]. In the last years, molecular simulations
have mostly been focussed on two aspects of biomineralisation: the adsorp-
tion of organic modifiers on crystal surfaces and the details of the nucleation
process, including its manipulation by modifiers.

Face-selective Adsorption The adsorption of organic molecules to crys-
tal surfaces and step edges is that aspect of modifier–crystal interactions,
which has been studied most intensively via molecular simulations in the past
years [62, 63]. From experiments it is known that several factors determine
the strength of interactions between modifiers (such as peptides) and crystal
surfaces and thus the effectiveness of peptides to inhibit crystal growth: the
modifier’s functional groups and their sequence, the chain length and flexi-
bility of the modifier, its concentration and the degree of supersaturation in
solution [24].

The peptide sequence is believed to influence the crystal growth through
the stereochemical relationship between step and modifier. Early studies
focussed on modifications of growing calcite crystals through proteins and
peptides containing aspartic acid residues. They compared the molecular
structures of newly expressed crystal faces (i.e. faces unexpressed in the ab-
sence of the modifier) to the functional groups of the modifiers and to the
intramolecular distances between these functional groups and postulated that
stereochemical effects were responsible for the changes in crystal morpholo-
gies [20]. In the case of calcite crystals grown in the presence of aspartic-rich
peptides, a stereochemical match of negatively charged carboxylate groups
of the peptides to calcium ions at the surface of the calcite crystal lattice
was found [24]. Similar effects during the adsorption of peptides to calcium
oxalates and calcium phosphates were investigated intensively by the groups
of Graeme Hunter and Mikko Karttunen. Interested in the effects of the
phosphorylation of peptides and proteins such as osteopontin on the crys-
tal growth, they used a combination of experimental techniques and classical
and ab initio molecular simulations to study the exact mechanisms, by which
crystal growth is inhibited [52, 60, 64, 65, 66]. According to their findings,
the adsorption of peptides to crystal faces is governed by electrostatics and
facilitated by the conformational flexibility of the polypeptide chain. That
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means that the potency to interact with crystal surfaces is higher for those
modifiers, which are able to fit the arrangement of their functional groups
(which are oppositely charged with respect to the crystal surface) to the
crystal lattice, compared those modifiers with rigid structures (e.g. imposed
by secondary structure) in which a good stereochemical match of the inter-
acting sites is necessary. In the case of the adsorption of acidic peptides
to calcium-containing biominerals they observed strong interactions between
the negatively charged carboxylate groups and the calcium ions of calcium-
rich crystal faces. Similar observations were made by Thomas et al., who
studied the formation of calcium oxalate dihydrate in the presence of poly-
acrylic acid. It was found that the flexibility of the polyacrylic acid chains,
which consist of 25 monomeric units, enables the oligomers to adopt confor-
mations in which the oxygen atoms of the carboxylate groups interact with
the calcium ions at the surfaces of COD [67]. The dominant role of anionic
side chains in the inhibition of calcium-containing minerals was analysed sys-
tematically by the groups of Michael Ward and Jeffrey Wesson. By means of
Atomic Force Microscopy (AFM) they measured the adhesion forces between
functional groups (e.g. carboxylate-, hydroxyl-, amine- or methyl-terminated
tips) and different faces of COM crystals in aqueous solution and found that
the adhesion forces for the carboxylate group are significantly larger than
those of most other functional groups [68, 69]. Furthermore, they were in-
terested in the importance of the length of the side chains and analysed
polyacrylate, polyaspartate and polyglutamate, which mostly differ in the
length of the side chains, as modifiers. The surface morphology and step
growth of COM in the presence of the modifiers were monitored by means of
AFM. It was discovered that the steps and faces of the crystal, to which the
three polymers preferentially adsorb, differ depending on the length of the
side chain, even though all three polymers interact via carboxylate groups
with the COM crystals [70].

The size of a modifier, i.e. its chain length, can also have a tremendous
influence on its potency to inhibit crystal growth. The reasons for this obser-
vation seem to be numerous. For relatively small modifiers such as citrate,
classical models suffice to describe the inhibition effects on COM: electro-
static interactions lead to the adsorption of the negatively charged citrate to
positively charged faces of COM where it hinders growth via step pinning,
while the negatively charged faces (exposing oxalate) are not affected by the
presence of citrate [71, 46]. For larger modifiers, such simple electrostatic
considerations are not sufficient to understand the interactions with crystal
surfaces. When Elhadj et al. measured the inhibition of the growth of calcite
by oligomers of aspartate, they found that the peptide concentration, which
is necessary to completely stop the step growth, decreases by five orders of
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magnitude, when the chain length is increased from one to six monomeric
units [22]. However, with increasing chain length kinetic effects also gain in
relevance. Friddle et al. studied the growth of COM under the influence of
aspartic acid-rich polypeptides with a chain length of 27 residues. As ob-
served in previous experiments with similar components, they observed high
densities of pinning sites on calcium-rich surfaces by means of AFM. The in-
hibition of crystal growth through the peptides however significantly depends
on the peptide chain length and the degree of supersaturation in the solution.
At high degrees of supersaturation, a high step speed is observed over a wide
range of peptide concentrations. But below a certain degree of supersatura-
tion, the step speed suddenly drops to zero. A possible explanation for this
observation is the slow process of peptides binding to surfaces, to which they
adsorb through site-specific interactions. Here, a number of kinetic barri-
ers need to be overcome in order to reach a lowest-energy well-bound state:
the displacement of shielding counter-ions, the coordination with oppositely
charged sites and the configurational relaxation of the polymer. The poten-
tial to inhibit the step advancement depends on the degree, to which such
well-bound states have been adopted by the polymers. Weakly bound pep-
tides might be displaced by the advancing step, while well-bound peptides
can block the access of dissolved ions to kinks. Depending on the degree of
supersaturation and on the peptide concentration, two time scales compete
with each other: the terrace lifetime (terrace width divided by step speed),
which depends on the degree of supersaturation, and the characteristic time
that the peptide needs to relax into a well-bound state, which significantly
depends on the peptide chain length.

Another important factor in the adsorption process is the structuring of
solvent at the interface between crystal and solution. In aqueous solutions,
crystals induce a strong structuring of water on top of their surfaces [62].
This modification in the local water structure affects the barriers which the
solvated ions and the modifier molecules face during their adsorption to the
crystal surfaces [72, 73]. Modifier molecules, which are adsorbed to the crys-
tal, may corrupt the structure of these water layers and thereby facilitate the
desolvation of the ions and lead to increased crystal growth rates [74, 22, 24].
This effect depends on the concentration of the modifier. At low peptide
concentrations, Elhadj et al. observed enhanced step growth rates, whereas
higher concentrations of the same peptides led to a complete inhibition of
crystal growth [22].

Nucleation from Solution In classical nucleation theory the crystal for-
mation process starts with stochastic fluctuations in the local ion concentra-
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tion in solution, which leads to the aggregation of ions and to a formation
of an interface between nucleus and surrounding solution. As this interface
generates a positive surface free energy and the structure formation is ac-
companied by an entropic penalty, the emerging clusters are unstable. The
driving forces of the aggregation are the supersaturation of the solution and
the favourable bulk lattice energy of the forming crystal. As the size of the
clusters (which are assumed to be of spherical shape) increases, the ratio of
surface to volume decreases. At some point during growth, the cost of the
surface energy is outweighed by the bulk lattice energy, the system passes
through a free energy maximum and the unstable aggregates gain in stability
[75, 76].

However, in the past years more and more evidence has been found that
- even in the absence of any modifier - the nucleation of mineral crystals
may not follow the route described in classical nucleation theory. Several
types of non-crystalline ionic structures have been observed experimentally,
which serve as precursors to the forming crystals: amorphous precursors to
the different polymorphs (such as amorphous calcium carbonate: “ACC”),
droplets of a dense ion-rich liquid phase as products of liquid–liquid phase
separation (sometimes referred to as a liquid condensed phase: “LCP”), and
pre-nucleation clusters (“PNC”). Based on these observations, it has been
proposed that the formation of several minerals follows a multi-step crystal-
lization process, which starts with a liquid precursor phase (LCP or PNC),
that is transformed into a solid amorphous precursor, and eventually be-
comes crystalline [77, 76, 78]. The exact mechanisms of transformation be-
tween these different types of species are still unclear and it is still discussed
intensively, under which conditions they occur (e.g. pH values, temperature
range, presence of additives). While most of the studies on non-classical nu-
cleation of minerals have been focussed on calcium carbonate in the past,
relatively little is known about other systems.

The smallest stable structures that have been observed beyond simple ion
pairs in solution prior to nucleation are pre-nucleation clusters. A precise
definition of PNCs has lately been formulated by Gebauer et al. [76]. These
supramolecular ionic polymers have been studied experimentally as well as
in computer simulations and were found to be composed of alternating ions
(e.g. calcium and carbonate) with dynamic topologies consisting of chains,
rings and branches [79, 80]. The disordered, flexible and strongly hydrated
structure of PNCs ensures that they remain in equilibrium with the solution
and avoid a phase boundary [80, 6]. Gebauer et al. have shown that PNCs
of calcium carbonate form in undersaturated, saturated and supersaturated
conditions [79]. The cluster size distribution varies considerably with the
degree of supersaturation and the pH value, varying from small (< 20 ions)
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clusters at a pH of 8.5 to larger clusters (up to 200 ions) at a pH of 11.5, which
corresponds to hydrodynamic diameters of 2-3 nm in the case of calcium
carbonate [80, 79]. Due to their constantly changing structure, the PNCs
of calcium carbonate have been named as a “dynamically ordered liquid-like
oxyanion polymer” (DOLLOP). In contrast to amorphous calcium carbonate
(ACC), the dominant coordination number of calcium and carbonate ions
in DOLLOP is 2 [80, 75]. An interesting observation was made by Wallace
et al., who found that the free energy of calcium-carbonate clusters essentially
decreases monotonically with increasing size, which is a clear disagreement
with classical nucleation theory.

Based on other experimental findings, an alternative route to the miner-
alisation of calcium carbonate, which evolves from liquid–liquid phase sepa-
ration, has been proposed [82, 83, 77, 81]. Stable droplets of a dense ion-rich
liquid phase of CaCO3·nH2O were found to develop in supersaturated calcium
carbonate solution through a liquid–liquid phase separation in the absence of
any additives. In view of the liquid nature of the phase, it has been referred
to as a “liquid condensed phase” (LCP). In the experiments of Bewernitz
et al., the droplets were approximately 60 nm in diameter and displayed an
emulsion-like behaviour with a resistance to coalescence [77], which has also
been observed by Wolf et al. [83].

For a few years, the correlation between these two precursor structures
has remained unclear, but recently, it has been found that LCP may evolve
from PNCs. Under certain conditions (e.g. increasing supersaturation), a
breakdown of the equilibrium between PNCs and solution is observed. At this
point, thermodynamics favours liquid–liquid separation, PNCs change their
speciation and become less dynamic, they develop interfaces, and become
nanodroplets [81, 76]. Wallace et al. analysed this process in detail and found
that the evolution of coordination numbers of calcium and carbonate ions
and of the ion diffusivity show that the structural and dynamical properties
of the clusters smoothly adopt those values found in LCP [81]. PNCs can
therefore be regarded as the direct precursors of liquid nanodroplets [76]. An
open question in this context that has not yet been answered is, at what size
large PNCs with slow dynamics can be viewed as nanophases, and can be
associated with an interfacial surface rather than a hydration layer [76].

The next step of the nucleation process is the transformation of LCP to
an amorphous precursor, such as ACC in the case of calcium carbonate. The
nanoscopic droplets aggregate and form larger entities that undergo progres-
sive dehydration to give solid nanoparticles [76]. Indirect evidence of this
process was found by Wallace et al., who observed in computer simulations,
that the structure of these agglomerated and dehydrated clusters is consistent
with the structure of ACC [81].
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Of the different precursor structures of crystalline calcium carbonate,
ACC is the one that has been studied most extensively [16, 84, 85, 86].
ACC occurs in a variety of types with varying degrees of water content [87],
incorporation of impurities (such as organic molecules) [88] and polyamor-
phism [89]. Compared to the crystalline polymorphs of calcium carbonate,
ACC features a highly disordered structure with a higher solubility. It is
the most unstable form of solid calcium carbonate at ambient conditions and
is subsequently transformed into more stable bulk crystalline polymorphs
via dehydration and subsequent crystallization according to Ostwalds rule of
stages [90, 87].

In summary, Gebauer et al. describe the crystallisation of calcium car-
bonate along the PNC pathway as a “progressive, step-wise loss of hydration
water, according to the sequence Ca2+

(aq)/HCO−3 (aq)/CO2−
3 (aq) → PNCs →

dense liquid nanodroplets → liquid ACC → solid ACC → anhydrous crys-
talline polymorphs” [76]. However, it may be that not all of these steps
always occur during mineralisation. For instance, the direct creation of a
nanoscopic solid phase through aggregation of PNCs is still discussed as a
possible pathway which omits LCP [76]. The pH value might also influence
the nucleation route, as LCP - in contrast to PNCs - has been observed
at near-neutral pH in supersaturated calcium carbonate solutions [91, 77].
The hydrogen carbonate ions (“bicarbonate”) that occur at these pH values
might therefore trigger the direct formation of LCP without prior formation
of PNCs [77].

Additives, such as polyelectrolytes, may also significantly affect the nucle-
ation process. The stabilising effect of certain poly(carboxylic acids) on LCP
of calcium carbonate was first described by Gower and Odom, who named
this phenomenon “polymer-induced liquid precursors” (PILP) [92, 78]. Sev-
eral polyelectrolytes were shown to stabilise LCP of calcium carbonate prob-
ably by effectively inhibiting the release of hydration water and by stabilising
the nanodroplets colloidally [93, 94, 77, 76]. The polyelectrolytes may not
only stabilise LCP, but they may also direct the transformation of LCP to-
wards the formation of non-equilibrium crystalline morphologies [92, 95, 78].
But the manipulation of the morphology of the forming crystals by modifiers
might start even earlier during precipitation. It has been observed experimen-
tally, that calcite (the thermodynamically stable crystalline phase of calcium
carbonate at ambient temperature and pressure) probably results from a sta-
ble form of ACC, while vaterite (a metastable crystalline polymorph) shows
structural similarities to a less stable form of ACC. These different forms of
ACC in turn apparently originate from different PNCs that were formed at
different pH values and exhibit different stabilities themselves [79, 76]. These
findings suggest that the structure of PNCs correlates with the morphology
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of the evolving crystalline phase. If additives such as peptides or other poly-
electrolytes were able to manipulate the structure of PNCs in solution, they
might influence the morphology of the resulting crystal through a cascade
of structural motif encoding. This would be a plausible explanation of the
ability of many organic macromolecules to steer the selection of crystalline
polymorphs, as it is often observed during biomineralisation.

Pre-nucleation clusters have not only been reported for calcium carbon-
ate, but also for calcium phosphate, iron oxide, silica, and even some amino
acids, but the structure and stability of the precursors and the details of
the transition pathways during crystallisation are less well-known than in
the case of calcium carbonate [76, 35]. Even for calcium carbonate, which
has been studied extensively in the past, numerous open questions regarding
the exact mechanisms of precipitation from supersaturated solutions remain.
For example, the dynamics of the transformations between the different pre-
cursor structures and the average lifetimes of PNCs and nanodroplets are
still unknown. The molecular structural explanation for polyamorphism (the
polymorphism of ACC) and its connection to PNCs and LCP are still un-
clear. It is furthermore of interest, whether the formation of solid amorphous
phases from liquid nanodroplets proceeds via nucleation (possibly induced by
modifiers) or simply dehydration. Another open question is, whether crys-
tals may nucleate directly from PNCs, or phase-separated nanodroplets are
required for the nucleation of solids [76].

1.4 Motivation and Outline of the Thesis

A lot of progress in the understanding of the details of crystal nucleation
and growth and the effectiveness of additives at a molecular scale has been
made in the past years. The adsorption of modifiers to crystal surfaces, which
may significantly affect the crystal growth during biomineralisation, has been
studied for several combinations of minerals and modifiers already. The sim-
ulation of such hetero-interfaces by means of classical molecular simulations
is a great challenge, as hard and soft matter are usually described by different
types of models (i.e. forcefields) which are often not compatible. Simulations
of these systems therefore either need to be based on extensive development
and testing of classical forcefields or should employ first-principles DFT-
based molecular dynamics in order to circumvent these problems. The latter
approach is currently taken by my colleague Leila Salimi (MPI-P Mainz and
University of Mainz) for studying the interactions of oligoglutamates and cal-
cium oxalate crystals with the goal to rationalise some of the experimental
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findings of Fischer et al. on this system [2].
In contrast to crystal growth, the earliest stages of the crystallisation pro-

cess, i.e. phenomena occurring prior to and during nucleation, are not yet
well-understood. Even for calcium carbonate, one of the best-studied systems
in this respect, important details of the processes at a molecular scale are still
unknown. The knowledge regarding phenomena such as pre-nucleation struc-
tures is even more limited for other mineral systems (e.g. calcium oxalate).
Several observations of Fischer et al., such as the retardation of nucleation
(cf. figure 1.4) and changes in the degree of hydration of calcium oxalate (cf.
figure 1.6) in the presence of oligoglutamates, are strongly depended on the
concentration and especially the chain length of the modifier. These phenom-
ena might originate from the early stages of nucleation, where single solvated
ions (or small clusters of them) interact with the biomolecular modifiers. Rel-
atively little is known about the interactions of modifiers (such as peptides)
with pre-nucleation structures. Several scenarios regarding the manipulation
of the nucleation process by additives are possible: (i) complexation of single
solvated ions by the modifier, (ii) stabilisation of pre-nucleation structures
(PNCs or LCPs) by the modifier, (iii) manipulation of the structures of PNCs
and LCPs by the modifier, (iv) inhibition of the aggregation of LCPs by the
modifier, (v) stabilisation of amorphous polymorphs (e.g. via incorporation)
by the modifier.

The major challenge with respect to simulations of nucleation processes
are the time scales on which nucleation occurs. Due to the discrepancy
between the necessary time scales (order of seconds) and the currently feasible
simulation times of classical simulations (order of microseconds), it is not
yet possible to simulate the complete nucleation process. Nevertheless, it
is possible to obtain important information on the interactions of crystal
constituents and modifiers and on the emerging structures (such as PNCs)
via classical molecular simulations. Of the five scenarios mentioned above,
the first three can be studied by classical MD simulations, while the latter
ones require coarse-grained or mesoscale simulations.

The complexation of single solvated ions by the modifier might have
several implications for the nucleation process. Depending on the relative
concentrations of solvated ions and modifier molecules, the modifier might
“withdraw” considerable amounts of free ions from solution. Frey-Wyssling
studied the precipitation of calcium oxalate experimentally, and found that
the ratio of calcium to oxalate ions affects the hydration of the forming crys-
tals. An excess of calcium ions leads to the formation of calcium oxalate
dihydrate, while an excess of oxalate ions results in the monohydrate form
[96, 45]. If a modifier preferentially interacted with only one type of ions
(e.g. calcium) and avoided contact to the other type of ions (e.g. oxalate),
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an imbalance in the free ion concentrations of the two ionic species would be
created. Even if the respective total ion concentrations in the system were
equivalent, this might result in phenomena comparable to those observed by
Frey-Wyssling.

The modifier might not only interact with single ions in solution, but also
with pre-nucleation structures such as PNCs and LCPs. Bewernitz et al. ob-
served that polyaspartate stabilises LCPs of calcium carbonate (PILP pro-
cess) [77]. A similar effect might occur during the formation of calcium
oxalate in the presence of oligoglutamates. The stabilisation of LCPs by the
peptides might be responsible for the significant retardation in nucleation,
which has been observed by Fischer et al. [2]. However, the modifier might
not only stabilise pre-nucleation structures, but it could even function as a
“nucleation-seed” and initialise their formation. Depending on the size of
the modifier molecules, they may each interact with multiple ions simulta-
neously. The pattern of functional groups of the modifier may impose a
certain structural pattern on the relative positions of the ions with respect
to each other. This was for example observed by Bulo et al., who analysed
the distances between calcium ions which were bound to polyacrylates in
solution and found “a local arrangement reminiscent of the crystal struc-
ture of CaCO3 minerals” [97]. If the modifier served as a nucleation centre
which favours distinct structural patterns, the complete crystallisation pro-
cess might be influenced through a cascade of structural motif encoding, and
modifiers might thereby steer important crystal properties such as the selec-
tion of polymorphs. According to this scenario, the differences in the phase
of calcium oxalate crystals, which Fischer et al. observed in dependence of
the chain length of the oligoglutamates [2], might therefore originate from
the complexation of single calcium (and carbonate) ions by the peptides.

Based on these considerations, we decided to focus our studies on the
interactions of oligoglutamates and solvated calcium ions, which probably
dominate the earliest stages of nucleation of calcium-containing minerals in
the presence of these peptides. Certainly, oxalate anions need to be included
in such studies in order to gain a comprehensive understanding of all details
of these nucleation processes. However, as no compatible, reliable model for
oxalate is available at present and as important aspects of the nucleation
phenomena are probably governed by the interactions of calcium cations
with the negatively charged side chains of glutamate, we decided to focus on
oligoglutamate–calcium interactions here. In view of the different scenarios
discussed above, several questions might be posed: How strong are the inter-
action between oligoglutamates and calcium ions and how do they depend
on the chain length of the peptide? How flexible are the ion–peptide aggre-
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gates? Does the number of calcium ions interacting with one oligoglutamate
molecule depend on the chain length? How strongly are the “bound” calcium
ions exposed to the solvent (and thus accessible to oxalate ions)? Does the
binding of calcium ions to oligoglutamates impose any structural pattern on
the calcium ions? As the carboxylate group is the most abundant anionic
group in proteins and calcium ions occur in numerous electrolyte systems,
the investigation of these interactions may not only help to better understand
the phenomena observed in the experiments of Fischer et al. [2], but is of a
broader general interest.

Peptides such as oligoglutamates exhibit a complex conformational phase
space. Therefore, it is necessary to resort to established biomolecular force-
fields, which have been parametrised with a special focus on peptides and
proteins, in any classical Molecular Dynamics simulation of such systems. Af-
ter a detailed description of the methods applied in this work in chapter 2, we
will present the results of an analysis of existing, well-established forcefields
from literature with respect to their description of the ion-pairing of charged
peptides with calcium ions in solution (chapter 3). In chapter 4 we present
an optimisation strategy that we developed in order to fine-tune the interac-
tions of charged peptides with monoatomic ions in solution with respect to
thermodynamic and structural properties. Finally, a strategy to enhance the
conformational sampling of ion–peptide complexes and to identify relevant
structures from the simulation data is presented in chapter 5.
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Chapter 2

Theory and Methods

2.1 Molecular Dynamics Simulations

The study of atomic-level phenomena in condensed and soft matter systems is
normally aggravated by the vast numbers of particles and degrees of freedom,
which render an analytical description impossible. In these cases, molecu-
lar simulations can be used to gather information on phenomena occurring
at the molecular scale. If chemical reactions and other quantum effects are
irrelevant in the system under consideration, a quantum mechanical descrip-
tion is not necessary and classical Molecular Dynamics (MD) simulations can
be used to study the system. Classical MD simulations, as they have been
performed in the course of the present study, consider atoms as point par-
ticles, whose motion can be described by classical mechanics (omitting any
quantum effects). In order to describe the interactions of atoms on a classical
level, empirical interaction potentials (forcefields) are used, which need to be
fitted to experimental data or to the results of accurate quantum mechanical
calculations [98]. Further details on forcefields and the respective methods
of parametrisation can be found in the section on forcefields (cf. below).
Starting from an initial set of positions and momenta of the point particles
and from their interaction potentials, it is possible to calculate the time-
evolution (“trajectory”) of the system by means of MD simulations. With
the help of statistical mechanics, it is then possible to extract macroscopic
thermodynamic properties from the trajectory. These observations can then
be compared to experimental results or can be used to predict phenomena
that have not yet been observed experimentally.

In a system of N particles, starting from an initial set of positions (3N -
dimensional vector) and momenta (3N -dimensional vector), the trajectory
of all particles through the 6N -dimensional phase space can be calculated
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based on the Hamiltonian of the system, which is the sum of the kinetic
energy K(pN) and the potential energy V (qN):

H(pN ,qN) = K(pN) + V (qN) =
N∑
i=1

p2
i

2mi

+ V (qN) (2.1)

Here, pN ≡ {p1, . . . ,pN} is the 3N -dimensional momentum vector,
qN ≡ {q1, . . . ,qN} is the 3N -dimensional position vector, and mi is the
mass of particle i. The time evolution of the system can be described via
equations of motions associated with each coordinate:

dqi
dt

=
∂H

∂pi
=

pi
m
,

dpi
dt

= − ∂H

∂qi
= −∇qi

V (qN)

(2.2)

Several numerical algorithms have been developed to solve this set of
first order differential equations. A prominent example is the velocity-verlet
algorithm, which is time reversible, conserves the phase space volume and
is efficient as the expensive force calculations are only performed once per
time step in contrast to other algorithms [99, 100]. It thus fulfils the three
most important criteria of numerical integration algorithms [101]. The Verlet
algorithm can be derived from a Taylor expansion of the coordinates at times
t+ ∆t and t−∆t:

qi(t+ ∆t) = qi(t) +
∂qi
∂t

∆t+
Fi(t)

2m
∆t2 +O(∆t3)

qi(t−∆t) = qi(t)−
∂qi
∂t

∆t+
Fi(t)

2m
∆t2 +O(∆t3)

(2.3)

Fi(t) denotes the force acting on particle i at time t. Combining these
two equations yields:

qi(t+ ∆t) = 2qi(t)− qi(t−∆t) +
Fi(t)

m
∆t2 +O(∆t4) (2.4)

The particle velocity can be obtained from:

∂qi
∂t

=
qi(t+ ∆t)− qi(t−∆t)

2∆t
+O(∆t2) (2.5)

The goal of MD simulations is to determine thermodynamic averages and
fluctuations of the properties of interest. In this respect, the “ergodic hy-
pothesis” is of great importance, which states that all accessible microstates
of phase space are equiprobable over a long period of time. That means
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that all important regions of the phase space are in principle sampled in an
infinitely long trajectory, and the time averages of the properties of a system
are thus equal to the statistical ensemble averages.

By solving Newton’s equations of motion (eq. 2.2) a microcanonical
(NVE) ensemble is generated, i.e. the energy is kept constant while the
temperature can not be directly controlled. It is however often desirable
to perform MD simulations at a specific temperature, which for example
resembles the temperature in a comparable experiment. Therefore, the tem-
perature of the simulated system needs to be regulated. For this purpose
numerous algorithms are available, but not all of them generate well-defined
ensembles. In the present study the stochastic velocity rescaling thermostat
was used. As the name indicates, the general idea of velocity rescaling is to
rescale the velocities of the particles in the system such that a target total ki-
netic energy is met. The most straightforward way to do this, is to calculate
the average kinetic energy at the target temperature K = 1

2
NfkBT , where

Nf is the number of degrees of freedom, kB is the Boltzmann constant and
T is the temperature. In order to ensure that the total kinetic energy of the
system K is equal to this target average kinetic energy, all particle velocities
are multiplied by the factor alpha:

α =

√
K

K
(2.6)

This approach has the drawback, that the average kinetic energy is fixed
at one value and the canonical equilibrium distribution of the kinetic energy
is not sampled. In view of this deficiency, the idea of stochastic velocity
rescaling, as it was proposed by Bussi et al., is to replace the target kinetic
energy K by Kt, which is drawn from the canonical equilibrium distribution
of the kinetic energy in a stochastic procedure [102]:

P (Kt)dKt ∝ K
(Nf/2−1)
t e−βKtdKt (2.7)

The rescaling factor α then reads:

α =

√
Kt

K
(2.8)

The normal equations of motion (eq. 2.2) are used to propagate the
system between the rescalings. In this manner, the correct sampling of the
canonical NVT ensembles is possible.
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2.2 Forcefields

Structure and Parameters of Forcefields Solving the equations of mo-
tion (eq. 2.2) requires knowledge on the interaction potential V (qN), which
is a multi-body potential, i.e. the potential energy of each atom depends
on the complete local environment. As the corresponding calculations of the
interactions usually become very demanding, classical simulations are based
on the assumption that the multi-body interactions are equal to the sum of
pairwise (radial symmetric) interactions, i.e. V (qN) =

∑
ij Vij(|qi−qj|). Ac-

cordingly, typical biomolecular forcefields (FF) are based on classical pairwise
additive non-polarisable potentials. This simplification massively reduces the
computational costs compared to multi-body potentials, polarisable FF and
First-Principles Molecular Dynamics (FPMD) simulations. In the follow-
ing, we will briefly introduce the underlying model structure and the model
parameters that need to be adapted to the specific system of interest.

In the framework of classical potentials, the interactions Vij comprise
an electrostatic contribution according to Coulomb’s law (depending on the
atomic partial charges qi, which are not to be confused with a position vector
qi) and van-der-Waals interactions. The latter ones are represented by a
Lennard-Jones potential in many popular biomolecular forcefields. The non-
bonded interactions between two atoms i and j, separated by a distance
rij = |qi − qj|, thus reads:

V non−bonded(rij) = VCoulomb(rij) + VLJ(rij)

=
qiqj

4πε0rij
+

C
(12)
ij

r12
ij

−
C

(6)
ij

r6
ij

=
qiqj

4πε0rij
+ 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
] (2.9)

FF such as GROMOS [103] or OPLS-AA [104] use heuristic combination

rules to define the heteroatomic Lennard-Jones interaction parameters C
(6)
ij

and C
(12)
ij or σij and εij based on the homoatomic parameters. These two FF

apply the geometric-mean combination rule (σij =
√
σiiσjj and εij =

√
εiiεjj),

while other FF use the Lorentz-Berthelot combination rule (σij =
σii+σjj

2
and

εij =
√
εiiεjj). Chemical peculiarities of the non-bonded interactions such as

the specific mutual polarisation of atoms i and j (which also depends on the
environment of the two atoms) are therefore not fully taken into account [8].

Besides the Lennard-Jones potential VLJ several other approaches to model
van-der-Waals interactions classically exist. The Buckingham potential
VBuckingham (eq. 4.1) relies on the same approach to model the attractive
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part of the van-der-Waals interactions (V attr(rij) = −C
(6)
ij

r6ij
) as the Lennard-

Jones potential, but uses a different description for the short range repulsion
of the van-der-Waals interactions. This approach offers advantages for prop-
erly modelling interactions involving minerals as will be described in more
detail in chapter 4.

The nature of these long-range interactions has some implications on the
practical execution of MD simulations. The evaluation of the pairwise in-
teractions of a particle becomes very expensive when the local environment
(rij), which is considered, is large. Therefore, the evaluation of pairwise in-
teractions Vij(rij) is normally limited to a local environment of radius rcut.
In order to circumvent the occurrence of artefacts that may arise from this
truncation of interactions, several strategies have been developed. For ex-
ample, the van-der-Waals interactions can be shifted to zero at the cutoff
distance rcut in order to avoid discontinuous forces [105]. The electrostatic
interactions pose a special challenge to MD simulations due to their slow
decay with 1

r
. The most frequently applied method to prevent artefacts from

the truncation of electrostatic interactions at rcut is the Ewald-summation
and variants thereof [106, 105]. It splits the electrostatic interactions into two
contributions, a short-range and a long-range part. While the former part is
evaluated in real space, the latter one is solved in Fourier space and includes
the interactions of the respective charge with all its period images. The use of
periodic boundary conditions is usually necessary due to the limited system
sizes of MD simulations. In order to prevent artefacts that would results from
“surfaces” at the borders of the simulation box, the simulated system (“unit
cell”) is virtually replicated infinitely in all directions [105]. Practically, this
means that particles moving out of the unit cell in the course of a simulation
are placed back into the cell at the opposite side of the cell. By means of the
“minimum image convention” it is assured that each particle only interacts
with the closest replica.

Intramolecular interactions are mostly described by “bonded interactions”,
which are combinations of linear (two-body), angular (three-body) and dihe-
dral (four-body) potentials. In principle, any functional form that captures
the character of the respective interaction can be used for these potentials.
The chemical bond between two atoms is often modelled as a harmonic po-
tential with the adjustable parameters bond length bij and force constant
kbij:

Vb(rij) =
1

2
kbij(rij − bij)2 (2.10)
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The angular potential can be modelled by a similar harmonic potential
which offers the adjustment of the equilibrium angle θ0

ijk and the force con-

stant kθijk:

Va(θijk) =
1

2
kθijk(θijk − θ0

ijk)
2 (2.11)

A dihedral angle describes the relative positions of four atoms (i, j, k, l)
that are connected by three consecutive bonds. It is defined as the angle
between the normal vectors of the two planes which are spanned by the
atoms i, j, k and j, k, l. The dihedral potential can be modified by means of
three parameters, the multiplicity n which is restricted to positive integers
in order to maintain periodicity, the factor k and the phase shift δ:

Vd(φijkl) = kφijkl(1 + cos(nijklφ− δ)) (2.12)

Often, a second type of dihedral potential is employed with the goal to
ensure the planarity of certain groups or in order to distinguish between
enantiomers. In order to maintain a certain structure by means of such
“improper dihedrals” ξ, harmonic potentials are often applied:

Vid(ξijkl) = kξijkl(ξijkl − ξ0)2 (2.13)

with the two adjustable parameters kξijkl and ξ0.

Existing Approaches of Parametrisation Due to the empirical nature
of forcefields, the validity of forcefield parameters is always restricted to a
specific chemical environment and to a certain thermodynamic state. For
example, the partial charges, bonded and non-bonded interaction parameters
of a carbon atom differ significantly between carbon atoms in an aromatic
ring and those in alkanes [107, 108]. Furthermore, it can be a challenging task
to find one set of parameters that suits liquid as well as solid environments.
The polarisation of an ion pair (which is reflected by the values of forcefield
parameters such as the nonbonded heteroatomic Lennard-Jones parameters)
is often very different in aqueous solution than in a mineral solid phase. Any
simulation that attempts to model the transition of ions from a solvated state
to an incorporation into a crystal will encounter this difficulty. Therefore,
the details of the parametrisation process of forcefields depend directly on
the targeted applications and many different classes of forcefields have been
created for different types of systems.

The biomolecular forcefields (FF) employed in this thesis (GROMOS and
OPLS-AA) have been designed specifically for solutions containing peptides,
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proteins, sugars, nucleotides or lipids. The target data used in the parametri-
sation process of biomolecular forcefields are experimental (spectroscopic,
thermodynamic, and crystallographic) data as well as data computed by
means of quantum-mechanical (QM) methods. Experimental target data
include densities, heats of vaporisation, solvation free energies, vibrational
spectra and electron or X-ray diffraction structures, while QM target data
may consist of minimum energy geometries, conformational energies and bar-
rier heights, vibrational spectra, dipole moments or electrostatic potentials
[109]. Each FF resorts to a different subset of target data.

However, all forcefields rely on the same type of target data with re-
spect to the bonded interactions: the parameters of bond stretching and an-
gle bending are optimised to reproduce experimental or computed infrared
spectra and geometries, while dihedral parameters are supposed to mimic
experimental and computed QM conformational energies [109].

The non-bonded Lennard-Jones (LJ) parameters are usually based on
experimental thermodynamic properties of pure liquids, such as alkanes, al-
cohols, amides, and aromatics, which are supposed to resemble important
functional groups found in peptides and proteins [109, 107]. In iterative pro-
cedures, the LJ parameters are optimised to reproduce the densities and heats
of vaporisation in the respective condensed-phase simulations. Furthermore,
some FF include the free enthalpies of solvation in different solvents (such as
water and cyclohexane) in the optimisation procedure [107] and Reif et al.
have introduced absolute intrinsic single-ion hydration free energies to the
parametrisation of charged amino-acid side chains [108]. These measures are
supposed to increase the accuracy of the description of solvated biomolecules
such as peptides and proteins.

Two different strategies to identify suitable values for the atomic partial
charges exist. While some biomolecular FF rely entirely on QM calculations
(e.g. in the gas-phase) in order to determine the partial charges, other FF
adjust the partial charges together with the LJ parameters during the fit-
ting to experimental thermodynamic data. In this case, the possible values
of the partial charges are constrained by the derivation of LJ parameters
[109]. Furthermore, it is necessary to consider that the parametrisations of
the different parts of a FF (bonded and non-bonded interactions) mutually
influence each other. Therefore, the FF parametrisation is always an iter-
ative self-consistent process and the effects of any changes to a FF on the
remaining parts of the FF need to be checked. An overview over some force-
field optimisation strategies with respect to the interactions between ions is
presented in chapter 4.1.
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2.3 Potential of Mean Force

The potential of mean force (PMF) is the projection of the free energy of a
system on one reaction coordinate [110]. In the case of two interacting ions,
the distance between the two ions often is a good reaction coordinate. If
the reaction coordinate of interest has been sampled extensively during the
simulation, the PMF can be simply obtained by an inversion of the prob-
ability distribution along the reaction coordinate. As will be shown in the
next section, the PMF between two ions (i.e. the free energy as a function of
the distance between the ions) can then be used to determine the association
constant of the ions in solution. However, due to sampling problems, this is
not always possible. For example, the strong interactions between calcium
and acetate ions prevent the accurate sampling of less favourable parts of
the phase space within reasonable time scales. In this case, the comprehen-
sive sampling of phase space can be supported with different methods, such
as umbrella sampling [111], metadynamics [112] or thermodynamic integra-
tion [113]. Here, the PMF between two ions has been determined with the
“blue-moon ensemble” method [114], which is a variant of thermodynamic
integration. The PMF is calculated from a series of independent simulations
in which the two ions are constrained at different distances using the linear
constraint solver (LINCS) algorithm [115]. The distance between the calcium
ion and the carbon atom of the carboxylate group of the acetate anion was
used as reaction coordinate. The PMF is then obtained from integrating the
constraint force fc (including an entropic correction term) [116, 117]:

V PMF(r) =

∫ r

rm

[
〈fc〉s +

2kBT

s

]
ds+ C (2.14)

The value of the integration constant is chosen such that the PMF is equal to
zero at the farthest distance considered during the constrained simulations,
where the interactions between the two ions are negligible.

2.4 Calculation of the Association Constant

In order to compare the simulation results to experimental data, the asso-
ciation constant of calcium acetate is computed from the calculated PMF.
The association constant of a 1:1 salt is generally defined as the ratio of the
activity aAC of the ion complex and the activities aA and aC of the free anions
and cations in solution:

Ka =
aAC

aA · aC

(2.15)

30



2.5. BIASING-POTENTIAL REPLICA EXCHANGE MOLECULAR
DYNAMICS

The ion complex AC comprises all sorts of different ion pairs that might
occur for the respective ion pair (cf. figure 4.3): contact ion pairs (CIP),
solvent-shared ion pairs (SIP) and possibly (depending on the ionic species)
solvent-separated ion pairs (2SIP). Therefore, this equation holds regardless
whether a simple one-step ion pairing model or the so-called “multi-step
Eigen mechanism” of ion-pairing [118, 119] is considered. Equation 2.15
holds only for dilute conditions where polyionic clusters can be neglected.

According to Chialvo et al. [120] the association constant (eq. 2.15) can
be computed from molecular simulations by integrating over the radial distri-
bution function g(r) of the two ionic species. A prerequisite for the validity
of this approach is a low ion concentration, as the g(r) must not be affected
by multi-body effects and the importance of like-ion pairs must be negligible.
In the limit of infinite dilution (the salt concentration ρ0 goes to zero), the
association constant can then be expressed as [120]:

lim
ρ0→0

Ka = 4π

∫ Rcut

0

gid
AC(r) r2dr (2.16)

The radial distribution function of the two ions at infinite dilution gid
AC(r)

can be easily obtained through the PMF that was determined in the NVT
ensemble:

gid(r) = exp

(
−V

PMF(r)

kBT

)
(2.17)

The restriction to the infinite dilute regime is no hindrance for our analysis, as
most experimentalists also report the extrapolation of their results to infinite
dilution in order to ease comparison [121, 7, 122]. An important quantity in
equation 2.16 is the upper integration limit Rcut, which defines the border
between the two states of paired (comprising CIPs and SIPs) and unpaired
ions. The choice of the value of Rcut is to a certain extent arbitrary as it
marks the distance from which the deviations of gid(r) from one are negligible.
However, the results obtained for Ka via equation 2.16 critically depend on
the choice of Rcut. Therefore, it should be assured that the chosen value fits
to the sensitivity, by which the experimental method is able to detect the
different types of ion pairs.

2.5 Biasing-Potential Replica Exchange Molec-

ular Dynamics

The adequate sampling of the phase space of oligopeptide–ion complexes is
a demanding challenge. Brute-force molecular dynamics simulations are in-
appropriate for this task especially when the number of interesting degrees
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of freedom in the system is large. The various Replica Exchange Molecular
Dynamics (REMD) techniques that have been invented in the past years are
well-suited to tackle this problem [123, 124]. By modifying the Hamiltonian
of the system in an appropriate manner, these methods increase the fre-
quency of transitions between the different minima of the energy landscape.
In the case of oligopeptides interacting with ions, major structural changes
are linked to changes in the peptide backbone dihedral angles. Therefore,
the barriers to backbone rearrangements need to be manipulated for an en-
hanced sampling of the conformational phase space. In the following, we will
describe how the Biasing-Potential Replica Exchange Molecular Dynamics
(BP-REMD) method - which belongs to the group of Hamiltonian Replica
Exchange Molecular Dynamics (H-REMD) methods - can be applied to fulfil
this task.

2.5.1 Theory of H-REMD Simulations

A problem frequently encountered in canonical simulations of complex (such
as biomolecular) systems is, that at a fixed temperature, these systems dis-
play locally rugged energy landscapes with a large number of local minima.
The heights of the barriers, which separate these minima, are often consid-
erably larger than the thermal energy available to the system. In this state,
the barriers are sampled infrequently on the timescales of typical MD simu-
lations and the systems are often referred to as being “kinetically trapped”.
Escaping from these local minima is often not trivial. It is therefore difficult
to obtain accurate canonical distributions by standard Molecular Dynamics
or Monte Carlo methods [124]. In order to explore the huge configuration
space of such systems and thus to find the global minimum state and to ob-
tain canonical ensemble averages of the physical quantities of interest, it is
necessary to find a method to overcome the large energy barriers [125].

The H-REMD approach is a special variant of the multidimensional replica
exchange methods by Sugita, Kitao, and Okamoto [123, 124]. It was first for-
mulated by Fukunishi et al. and is based on the idea that targeted changes
in the Hamiltonian of the system may result in an energy landscape which
is smoother than the original one, thus facilitating the exploration of the
phase space. In Replica Exchange simulations multiple non-interacting copies
(“replicas”) of the system are run in parallel simulations. In all but one repli-
cas, the Hamiltonian is modified such that the probabilities to overcome the
barriers of the energy landscape are increased and sampling of phase space
is enhanced. Only one of the replicas (often the “lowest” replica) coincides
with the real system of interest. At a given frequency, pairs of (adjacent)
replicas are allowed to exchange their configurations (atom positions and mo-
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menta). By exchanging configurations between replicas, it is assumed that
configurations from all regions of phase space visit all replicas, if the energy
of the respective configuration fits to the replica. The probability of a suc-
cessful exchange attempt depends on the states of the respective replicas. In
a system composed of N atoms, the coordinate and momentum vectors are
denoted by q = {q1, . . . , qN} and p = {p1, . . . , pN}, and the Hamiltonian is
the sum of the kinetic energy K(p) and the potential energy V (q) [126]:

H(p,q) = K(p) + V (q) (2.18)

It is normally assumed that the probability Pi(pi,qi) to find the system
in state pi,qi in replica i obeys a Boltzmann distribution [125]:

Pi(pi,qi) =
1

Zi
exp[−βHi(pi,qi)] (2.19)

Here, Hi is the Hamiltonian of replica i, Zi is the partition function and β
is the inverse temperature defined as (kBT )−1. The joint probabilities of all
M replicas, i.e. the probability of the “macroscopic” state in which replica i
is in the respective state pi,qi is then given by:

Pall =
M∏
i

Pi(pi,qi) (2.20)

The transition probability for an exchange of configuration pi,qi of the
mth replica with configuration pj,qj of replica n shall be denoted by
W (pi,qi, Hm; pj,qj, Hn). If the complete system is to be in Boltzmann equi-
librium, the detailed balance has to hold:

Pall[(. . . ; pi,qi, Hm; pj,qj, Hn; . . .)]W (pi,qi, Hm; pj,qj, Hn) =

Pall[(. . . ; pj,qj, Hm; pi,qi, Hn; . . .)]W (pj,qj, Hm; pi,qi, Hn)
(2.21)

Combining the previous equations yields:

W (pi,qi, Hm; pj,qj, Hn)

W (pj,qj, Hm; pi,qi, Hn)
= exp(−β[Hm(qj)+Hn(qi)]− [Hm(qi)+Hn(qj)])

(2.22)
The Hamiltonians of two replicas of an H-REMD simulation at constant

temperature only differ in the form of their potential energy function, but
not in the function of the kinetic energy. Therefore, the right-hand side of
this equation is independent of the individual momenta of the two replicas.
In principle, the function W can be chosen freely under the constraint that it
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satisfies equation 2.22. Usually, the Metropolis MC-like acceptance criteria
are chosen for the transition probability:

W (pi,qi, Hm; pj,qj, Hn) = 1 for ∆ ≤ 0

= exp(−∆) for∆ > 0

with ∆ = β[Hm(qj) +Hn(qi)]− [Hm(qi) +Hn(qj)]

(2.23)

An optimal choice regarding the modifications of the Hamiltonian would
yield a random walk of the configurations through replica space. That means
that the probability to find a configuration (a copy of the molecular system) in
a specific replica is equally distributed over all replicas. The “higher” replicas,
which feature significant modifications in the original Hamiltonian, exhibit
higher frequencies of conformational changes. If the generated configurations
are compatible with the respective Hamiltonian (i.e. the exchange probability
according to eq. 2.23 is not too low), they are passed on to the “lower”
replicas and finally to the target replica with the “correct” Hamiltonian, in
which sampling of phase space is slow.

This concept was first introduced in the form of temperature replica ex-
change simulations (T-REMD, also referred to as parallel tempering) [127,
128, 129]. In these simulations all replicas have the same interaction poten-
tial but differ in temperature. As a change in the temperature is equivalent
to scaling the whole Hamiltonian by one constant factor in the equilibrium
thermodynamics (cf. eq. 2.19), T-REMD is sometimes referred to as a spe-
cial case of H-REMD [125]. A problem, which is frequently encountered
during T-REMD simulations, results from the number of necessary replicas,
which increases as O(f 0.5) with the number of degrees of freedom f of the
system [130]. For large systems, T-REMD simulations are therefore com-
putationally inefficient [125]. Furthermore, an increase in temperature does
not always help to overcome certain barriers of the energy landscape. For
example, entropy-driven phenomena that hinder conformational changes in
the system will even increase in strength upon an increase in temperature.
In these cases, it is worthwhile to resort to H-REMD simulations. By scaling
only specific parts of the Hamiltonian with the H-REMD approach, those
interactions that hinder conformational changes can be manipulated selec-
tively.

The dihedral angle BP-REMD method is a special variant of the H-REMD
method, which has been designed specifically for the enhancement of the
conformational sampling of peptides and proteins [131, 132]. The conforma-
tions of peptide backbones are generally characterised by one pair of dihe-
dral angles ϕ and ψ per amino acid monomer. These dihedral angles exhibit
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distinct patterns when the peptide or protein forms secondary structures
(alpha-helices or beta-sheets: cf. figure 3.1). Due to numerous factors such
as intramolecular hydrogen bonds or steric hindrances, the conformations
are often relatively rigid. In order to enhance the conformational sampling
in these systems, a biasing potential is introduced in BP-REMD simulations,
which enforces changes in the dihedral angles ϕ and ψ along the backbone.
The level of biasing - and with it the frequency of conformational transitions
- is gradually increased along the replicas. This ensured that the system can
escape from getting trapped in local energy minima. A significant advantage
of this method over T-REMD simulations is that the number of necessary
replicas is reduced considerably [125, 131]. As a first step of the BP-REMD
method, a biasing potential needs to be constructed that forces the peptide
backbone into configurations that are scarcely accessible in an unbiased sit-
uation. The construction of this biasing-potential is presented in the next
section, while a detailed description of the execution of the BP-REMD sim-
ulations is given in chapter 5.

2.5.2 The Biasing-Potential

Following the idea of Straatsma and McCammon [133], we introduce a biasing-
potential that is supposed to decrease the effective barriers to backbone rota-
tion. The potential energy of rotation around the dihedral angles ϕ and ψ in
vacuum is usually employed to construct the standard backbone dihedral po-
tential of the FF. However, in solution several effects might impose additional
barriers to torsions of the backbone. In order to set up the biasing-potential,
the height and position of these barriers need to be determined. Therefore,
we determined the PMFs of the two backbone dihedral angles ϕ and ψ.

PMFs of ϕ and ψ For this purpose, several different techniques such as
umbrella sampling or metadynamics can be employed. Here, the PMFs of
ϕ and ψ of the mid-monomer of a pentamer of glutamate were determined
with well-tempered metadynamics [134] using the PLUMED2 [135] plug-
in for GROMACS. The settings during these simulations were chosen in
accordance with those of Barducci et al., who have studied the free energy
of rotation around the dihedral angles of an alanine dipeptide: The height of
the Gaussians in the beginning was set to 1.2 kJ/mol, the deposition interval
was 120 fs, a bias factor of 5 was used and the width of the Gaussian hills
was set to 0.1745 rad corresponding to 10 ◦. For each of the two dihedral
angles, the peptide solvated in 3563 water molecules was simulated in a
dodecahedron box in the NVT ensemble. In order to distinguish between
intramolecular effects that hinder the torsion around these dihedral angles
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Figure 2.1: Comparison of the PMFs of the peptide backbone dihedral angles
ϕ and ψ to the standard backbone dihedral potential of the GROMOS 54A8
FF.

and other effects such as saltbridges induced by the presence of calcium
ions, the PMFs were determined in the absence of any calcium ions. 4 ns
of simulation are sufficient to reach convergence of the PMFs. Figure 2.1
shows the PMFs of both backbone dihedral angles in comparison to the
dihedral potentials as implemented in the GROMOS 54A8 FF. The direct
comparison illustrates that the actual barriers to backbone torsion in solution
can be significantly larger than one might expect from the FF potentials.
Therefore, it is not sufficient to only remove the barriers implemented in the
FF in an attempt to enhance the conformational sampling of a peptide in
solution. Instead, conformational changes can be sampled efficiently only by
introducing a bias potential constructed from the PMF.

Constructing the Biasing-Potential For practical reasons, the biasing-
potential needs to be fitted to the functional form that is employed for peptide
backbone dihedral angles in the respective MD software. GROMACS uses
the following general form for dihedral angle potentials [136, 137]:

V (ϕ) = k · [1 + cos(nϕ− δ)] (2.24)

While the multiplicity n is restricted to positive integers in order to main-
tain periodicity, the parameter k and the phase shift δ can be adjusted with-
out limitations. Straatsma and McCammon have used the same functional
form to construct the biasing-potential from the PMFs of the dihedral angles.
Owing to the irregular shape of the PMFs, it is however necessary to use the
following expansion of the above formula [133]:
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Table 2.1: Parameter values of the curves that has been fitted to the PMFs
of the dihedral angles ϕ and ψ. The functional form of the fitted curves
(eq. 2.25) corresponds to form of the peptide backbone dihedral potentials
as implemented in GROMACS.

i k
(ϕ)
i δ

(ϕ)
i k

(ψ)
i δ

(ψ)
i

[kJ ·mol−1] [rad] [kJ ·mol−1] [rad]
1 13.97 2.021 -2.812 1.168
2 7.865 -0.978 7.288 1.852
3 -6.49 3.141 2.629 0.091
4 1.229 1.455 0.446 -0.416
5 0.366 -1.894 0.410 1.134
6 0.189 2.629 -0.188 2.96
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Figure 2.2: Comparison of the fitted potentials (V fitted) to the PMFs of the
peptide backbone dihedral angles ϕ and ψ.

V (ϕ) =
6∑
i=1

ki · [1 + cos(niϕ− δi)] (2.25)

Here, the multiplicities ni are set to n1 = 1, n2 = 2, etc. The same
functional form is used for the dihedral angle ψ. Applying this approach
by Straatsma and McCammon, we have fitted the PMFs of ϕ and ψ to
the formular given in eq. 2.25 using the non-linear least squares method as
implemented in Matlab [138]. The results of this optimisation procedure,
during which the values of δi are confined to the interval [−π, π], can be
found in table 2.1. The fitted potentials are shown in figure 2.2 together
with the original PMFs.
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Figure 2.3: Comparison of the standard dihedral potentials V FF of the GRO-
MOS 54A8 FF and the modified potentials V modified of the two peptide back-
bone dihedral angles ϕ and ψ.

In order to remove the barriers to backbone torsion and thus to enhance
the conformational sampling during simulations, the biasing-potential needs
to be subtracted from the standard FF backbone dihedral potential:

V modified(ϕ) = V FF(ϕ)− V bias(ϕ) (2.26)

However, in order to ensure that the low energy regions of the PMF
remain favourable during conformational sampling, the fitted functions are
not used directly as biasing potentials. Instead, they are rescaled by a factor
smaller than one [133]:

V bias(ϕ) = α · V fitted(ϕ) (2.27)

The fitted potentials of both dihedral angles ϕ and ψ are rescaled accord-
ing to equation 2.27, with a factor α of 0.88 for ϕ and 0.75 for ψ in the most
strongly biased system in the replica-exchange simulation runs. The rescaled
fitted functions α · V fitted(ϕ) are shown in figure 2.2. This rescaling ensures
that the highest energy barrier of the resulting dihedral potential V modified(ϕ)
(eq. 2.26) is reduced to approximately 5 kJ/mol. The remaining maximum
barrier height of 5 kJ/mol corresponds to nearly 2 kBT , which is a barrier
that can be easily overcome during simulations at a temperature of 300 K.

Figure 2.3 shows the standard dihedral potentials V FF of the GROMOS
FF together with the modified potentials V modified that were obtained via
equation 2.26. The modified potentials were then used in the BP-REMD
simulations as in chapter 5.
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2.6 Dimensionality Reduction in the Analy-

sis of Simulation Data: The Sketch-Map

Approach

The dynamics of systems with a large number of degrees of freedom (such as
polymers or proteins in solution) can be very complex. It is often insufficient
to rely only on chemical intuition when attempting to analyse the conforma-
tions and the dynamics of such complex high-dimensional systems. Pattern
recognition is a classical problem known in many different sciences (physics,
chemistry, biology, social sciences, psychology, marketing), and the analysis
of numerous sets of high-dimensional data has shown, that often only a small
number of dimensions is sufficient to rationalise them [139]. The energetically
accessible regions of the phase space of large biomolecules in solution seems to
have a highly complex, non-linear and possibly fractal structure. Neverthe-
less, there is evidence that these regions lie on a sub-structure of phase space
that has a low dimensionality [140, 141]. Therefore, it is worth attempting
to find low-dimensional representations of the free-energy surfaces in order
to obtain meaningful insights into the phenomena occurring in these systems
[142]. For this purpose, the high-dimensional vectors (X i ∈ RD), that repre-
sent one point in the full-dimensional phase space, need to be projected into
low-dimensional vectors (xi ∈ Rd, with d < D). In the optimal case, this
transformation maintains the characteristics of the high-dimensional vector
in the lower dimensions. This problem has been studied for many decades
and numerous algorithms (e.g. linear and non-linear, local and global di-
mensionality reduction algorithms) have been designed [143, 139]. The most
prominent example of these algorithms is Multidimensional Scaling (MDS),
which is sometimes referred to as the “grandfather” of global dimension-
ality reduction algorithms. The approach taken by MDS to identify the
low-dimensional representations of phase space xi is to attempt to preserve
the “distance” (or dissimilarity) between any two high-dimensional vectors
in the low-dimensional space:

Rij = ‖X i −Xj‖ ≈ ‖xi − xj‖ = rij (2.28)

The determination of all vectors xi is an optimisation problem, which is
solved by minimising the following cost function:

χ2 =
∑
i 6=j

(Rij − rij)2 (2.29)

The application of classical dimensionality reduction algorithms, such as
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MDS, in the analysis of molecular simulations is often problematic, as these
algorithms are very sensitive to noise [144] (molecular trajectories are typ-
ically very noisy [145]) and often rely on assumptions on the structure of
the low-energy regions of phase space (e.g. a linear subspace of the full di-
mensionality space, a Euclidean manifold or a convex subset) [142]. These
assumptions are often not correct. According to the theory of energy land-
scapes, energetically accessible regions of phase space are local basins which
are connected by a spiders web of transition pathways [146]. Ceriotti et al.
analysed the free energy landscape of a polypeptide (dodecamer of alanine)
[142]. Plotting a histogram of the distances between pairs of high-dimensional
data (Rij), they found that a part of this histogram resembles a uniform dis-
tribution of points in the full high-dimensional space. That means that some
features of the free-energy surface are inherently high-dimensional, which
renders a completely faithful embedding in lower dimensions impossible, i.e.
equation 2.28 cannot be satisfied. The simulation data simply does not sat-
isfy the assumptions made in conventional manifold learning algorithms [142].
The sketch-map approach has been designed based on this insight: any pro-
jection from high to low dimension is always accompanied by a loss in infor-
mation. Nevertheless, a meaningful projection can be obtained, if a sensible
decision is made about what information is to be retained and what infor-
mation is irrelevant [142].

Theory of Sketch-Map Under the premiss that a reproduction of all
high-dimensional details is impossible, Ceriotti et al. assumed that a rough
sketch of the energy landscape (a “sketch-map”) is sufficient to gain insight
into the collective behaviour of biomolecules in solution [142]. Therefore,
they formulated the goal to “reproduce the proximity information from the
high-dimensionality description in a space of lower dimensionality even when
a faithful embedding is not possible” [142]. As an example, they studied the
24-dimensional phase space of the dihedral angles of a decamer of polyala-
nine. The pairwise “distance” Rij between the two structures i and j in this
phase space is the difference in all 24 dihedral angles: Rij = ‖X i − Xj‖
with X ∈ R24. In this case, the minimum image convention is applied when
calculating the norm in order to take the periodicity of the dihedral angles
into account. Analysing the distribution of pairwise “distances” Rij of this
24-dimensional phase space (similar to fig. 2.4), they found that large values
of Rij represent large structural dissimilarities, which are inherently high-
dimensional and thus cannot be reproduced accurately in lower dimensions.
On the other hand, small values of Rij are likely to represent only small
structural variations similar to what one would expect for the fluctuations
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within a high-dimensional harmonic basin. In view of the analysis of con-
formational changes of the peptide, both of these two regions are irrelevant.
However, somewhere in between there is a characteristic length scale at which
the most valuable topological information about the free-energy landscape
is encoded [142]. The goal of sketch-map is to focus on reproducing the
relative positions of nearby basins, which are likely to represent different sta-
ble conformations that are directly connected via transition pathways. For
this purpose, all the high-dimensional, unfittable data on the internal struc-
ture of basins (small values of Rij) and on the relative positions of distant
basins (large values of Rij) can be discarded. This approach corresponds to
a non-linear dimensionality reduction. Non-linearity may be introduced by
transforming the distances between data points, before distance matching ac-
cording to equation 2.29 is carried out. Accordingly, sketch-map corresponds
to MDS, in which the distances in both the high- and low-dimensional spaces
are transformed by a sigmoid function [142]:

sσ,a,b(r) = 1− [1 + (2a/b − 1)(r/σ)a]−b/a (2.30)

These sigmoid functions (cf. figure 2.5) map the respective distances rij
and Rij from R+ monotonically to [0, 1). The low-dimensional representa-
tions xi of the high-dimensional data is then determined by a modified cost
function:

χ2 = (
∑
i 6=j

wiwj)
−1
∑
i 6=j

wiwj[S(Rij)− s(rij)]2 (2.31)

S(R) and s(r) are sigmoid functions according to equation 2.30, wi and
wj are weights that can be assigned to the individual data points, and Rij

and rij are the “distances” (i.e. the vector norm) between two data points
(Rij = ‖X i−Xj‖ and rij = ‖xi−xj‖ with X i ∈ RD, xi ∈ Rd, d < D, and
d = 2 for sketch-map). It is important to point out, that the vector norm
does not need to be the Euclidean distance.

In summary, the difference between normal MDS and sketch-map might
be described by their goals to achieveRij ≈ rij (MDS) versus S(Rij) ≈ s(rij)
(sketch-map). Transforming the distances through the sigmoid functions has
the effect, that three different types of distances are recognised by the sketch-
map approach: if points are close together in high-dimensional space they
will also be so in the low dimensional space, even though the relative posi-
tions may differ significantly in high and low dimensions. The same is valid
for points that are far away from each other. Only those distances Rij, which
are close to the σ-value of the sigmoid function, will be projected faithfully
into low-dimensional space. Therefore, the resulting projection may be de-
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scribed as a sketch of the conformational space that is locally accurate but
globally distorted.

As the minimisation of the cost function (eq. 2.31) scales quadratically
with the number of data points, it is necessary to select a small number of
landmark points (e.g. 2-10 % of all data points from simulation). Different
methods can be applied in order to select the landmark points from the
relevant regions of phase space. Furthermore, weights can be assigned to the
landmark frames (cf. equation 2.31) in order to focus the optimisation on
the low-energy parts of the landscape. As the cost function is difficult to
optimise, a combination of strategies is required to minimize χ2 effectively
(cf. below) [142].

Once the minimisation of the cost function is completed for the landmark
points, the projection x of any high-dimensional point X can be calculated
by minimising the following equation:

χ2(x) = (
N∑
i=1

wi)
−1
∑
i=1

wi[S(‖X −X i‖(D))− s(‖x− xi‖(d))]
2 (2.32)

X i denotes one of the landmark points and xi is its low-dimensional pro-
jection. This equation is solved for every data point X separately and only
distances between X and all landmark points are considered during the op-
timisation [142].

In summary, the sketch-map optimisation procedure consists of the fol-
lowing steps:

� analysis of the pairwise distances Rij of the high-dimensional data

� adjustment of the sigmoid functions with respect to the characteristics
of the histogram of pairwise distances (eq. 2.30)

� selection of landmark points

� iterative sketch-map optimisation of the projection of the landmark
points (eq. 2.31)

� “out-of-sample embedding” of the remaining data points (eq. 2.32)

The application of the sketch-map analysis to the systems under considera-
tion is described in detail in the following section.

42



2.6. DIMENSIONALITY REDUCTION IN THE ANALYSIS OF
SIMULATION DATA: THE SKETCH-MAP APPROACH

Application of Sketch-Map In the course of this study, four different
enhanced sampling simulations of oligopeptides in solution were performed
(cf. chapter 5). These simulations differed in the chain length of the pep-
tides (pentamer vs. decamer) and in the presence of counter-ions. In order
to analyse structural differences of the forming ion–peptide complexes, the
sketch-map method was applied to the results of each of the four simula-
tions. The trajectories of the 400 ns simulations each contain approximately
800.000 data points. As some parts of the sketch-map analysis are very time-
consuming and scale with the number of data points, 40,000 data points
from each simulation were selected randomly. These data points are snap-
shots from the trajectories and thus contain one configuration of the pep-
tide (in the absence of counter-ions) or of the ion–peptide complexes. The
very first step of a sketch-map analysis is to choose collective variables (CV)
which characterise the high-dimensional data points. As we are interested
in the different possible structures of peptide-containing complexes, the pep-
tide backbone dihedral angles have been chosen as descriptors. These CVs
(8 dihedral angles in the case of the pentamer and 18 dihedral angles in the
case of the decamer) span the high-dimensional phase space which is to be
projected on two dimensions with the help of sketch-map.

The sketch-map analyses were performed with the code provided on the
sketch-map webpage according to the detailed instructions of the tutorial on
the webpage ([147]). The simulations of the pentamer and the decamer were
analysed separately. In order to illustrate the procedure of sketch-map, the
analysis of the two decamer simulations (with and without counter-ions) are
presented in the following. The data of the pentamer simulations have been
analysed accordingly.

The first step of the sketch-map procedure is the analysis of pairwise
distances Rij of the high-dimensional data. The corresponding histograms
of the two decamer simulations are shown in figure 2.4. The two distribu-
tions exhibit the same features as the histogram of pairwise distances of a
dodecamer of alanine presented by Ceriotti et al. [142]: a peak at small val-
ues of Rij (here: Rij = 0 . . . 2.5) which corresponds to Gaussian fluctuations
around one stable type of conformation, a broad peak at large values of Rij

(here: Rij > 4) which is similar to a uniform distribution of data points
in the high-dimensional space (i.e. the conformations are simply very dif-
ferent from each other), and an intermediate range of values (Rij ≈ 3.5),
which carry information on the relative positions of different nearby stable
conformations.

The next step is to adjust the sigmoid functions to the characteristics
of the histogram of pairwise distances. A key-feature of the sketch-map
approach is that the distance (or similarity) of points in low dimensions is also
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Figure 2.4: Histogram of pairwise “distances” Rij between data points in the
18-dimensional space of peptide backbone dihedral angles of a decamer of
glutamate (with and without counter-ions).

not evaluated using Euclidean distances, but with another sigmoid function
[142]. In order to ensure that the distances of interest (here: Rij ≈ 3.5) are
faithfully transformed from high- into low-dimensional space, the value of the
σ-parameter of the sigmoid-functions (cf. eq. 2.30: sσ,a,b(r = σ) = 0.5) needs
to be chosen accordingly: σ = 3.5. All other distances (Rij < 3.5, Rij > 3.5)
will be distorted during the projection. The value of σ should be the same
for both sigmoid-functions. The parameters a and b of the sigmoid function
(cf. eq. 2.30), which should be different for the low- and high-dimensional
functions, can used to further adjust the sigmoid function to the features of
the histogram of pairwise distances [142, 147]. The two sigmoid functions
employed in the transformation of data of the decamer simulations are shown
in figure 2.5.

As it is not feasible to optimise the projection of all 40,000 data points at
once, the selection of landmark points is necessary. Accordingly, a subset of
1,000 representative data points need to be selected. As we are interested in
a comparison of the conformations of the decamer of glutamate in solution
with and without counter-ions, it is advisable to use the same projection
from high- into low-dimensional space for both data sets. Therefore, 500
landmark-points were selected from each of the two simulations by means of
the “farthest point strategy”, which guarantees that all the sampled regions
of phase space are represented in this selection [147]. Alternatively, a random
selection of landmark-points is possible. Furthermore, it is possible to assign
weights to the landmark-points in order to ensure that the reproduction of
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Figure 2.5: Sigmoid functions used to transform the pairwise “distances” Rij

and rij of the high- and low-dimensional space according to the sketch-map
approach.

the structure of the low-energy parts of the energy-landscape has a higher
priority during the sketch-map optimisation. The weights can be assigned
based either on an estimate of the free energy, or by computing the number
of trajectory frames within each landmarks Voronoi polyhedron in the high-
dimensional space [142]. The latter method was applied here.

As a next step, the iterative sketch-map optimisation of the projection of
the landmark points can be started. In order to generate a starting point
for the sketch-map optimisation, linear Multidimensional Scaling (l-MDS)
is applied first. That means that low dimensional representations xi of the
landmark points are determined from minimising the stress function given
in equation 2.29. Figure 2.6 shows a qualitative and a quantitative analysis
of the l-MDS projection of the landmark-points. The two-dimensional repre-
sentation of the 18-dimensional landmark-points (fig. 2.6b) shows that most
data points are grouped together into large clusters by the l-MDS projection
and that no clear pattern can be identified. The size of the data points in
this figure corresponds to the weight of the respective landmark-point and
the colour denotes the value of one of the backbone dihedral angles . Since
similar structures are expected to be grouped together in the two-dimensional
representation, a structural pattern in the colour of the data points can be
viewed as a qualitative indicator for a good projection. However, no such
pattern can be observed for the l-MDS embedding. These qualitative im-
pressions are confirmed by the “D-d plot” (fig. 2.6a). This plot shows a
two-dimensional histogram of the probability that, for any high-dimensional
pairwise distance D = Rij, the distance between the corresponding projec-
tions (rij) will be d. If an optimal linear projection was possible, this plot
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(a) “D-d plot” (b) 2-D representation

Figure 2.6: Results of the first step of the iterative sketch-map optimisation:
the projection of the landmark points via linear Multidimensional Scaling.
a) “D-d plot”: Histogram which shows the probability that, for any high-
dimensional pairwise distance D = Rij, the distance between the correspond-
ing projections (rij) will be d. The dashed line along the D = d diagonal
indicates the optimal case of a completely faithful embedding. The other two
dashed lines denote the value of σ. A high population of the areas (D < σ,
d > σ) and (D > σ, d < σ) is undesirable. b) Two-dimensional repre-
sentation of the 18-dimensional landmark points of a decamer of glutamate.
The data points are coloured according to the value of one of the backbone
dihedral angles and the size of the points indicates the respective weight.

would consist of a series of delta function along the D = d diagonal (dashed
line in fig. 2.6a) [142]. The other two (horizontal and vertical) dashed lines
denote the value of σ. High populations in the areas (D > σ, d < σ) and
(D < σ, d > σ) indicate a poor quality of the projection, as the original
similarity (or dissimilarity) of the respective high-dimensional data points
has not been conserved during the projection, i.e. distant points (large D
value) are projected to be close in low-dimensional space (small d value) and
vice versa. The large number of data points (fig. 2.6a) in the area (D > σ,
d < σ) therefore underlines the necessity to apply other methods than l-MDS
to the system under consideration.

The projection resulting from l-MDS is a relatively poor starting point for
the sketch-map optimisation. Applying the sketch-map optimisation directly
to the outcome of l-MDS may result in a projection of inferior quality. In-
stead, the cost functions of l-MDS (eq. 2.29) and sketch-map (eq. 2.31) can
be combined in a procedure, in which the contribution of l-MDS is iteratively
reduced while that of sketch-map is increased accordingly [147]. The quality
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of the successive optimizations can be monitored by means of D-d plots (cf.
figures 2.6a and 2.7a), while the convergence can be nicely illustrated by the
changes in the two-dimensional representations of the data points (cf. figures
2.6b and 2.7b). Figure 2.7 shows the converged results of the sketch-map pro-
jection of landmark-point of the two decamer simulations after seven steps of
iteration. Compared to the results of l-MDS, the two-dimensional represen-
tation of the data points (fig. 2.7b) features a higher degree of structuring.
This representation exhibits many more details of the relative distances be-
tween data points and shows that sketch-map was successful in assigning
the different 18-dimensional conformations to different regions of the two-
dimensional plot. The D-d plot (fig. 2.7a) shows only a small number of
data points in the unfavourable areas (D > σ, d < σ) and (D < σ, d > σ).
The area of the highest probability (red colour in fig. 2.7a) illustrates the con-
cept of sketch-map and the underlying sigmoid-function nicely. A completely
faithful projection is only guaranteed for distances similar to the value of σ
(with D ≈ d for D = σ). Dissimilar structures (large D-values) are also far
apart in the low-dimensional representation (large d-values), but the relative
positions have been distorted (mostly d > D). Extremely similar structures
(small D values) are also close together in the low-dimensional representa-
tion (small d values), but the relative distances are not projected faithfully
(mostly D > d). In view of the general impossibility to project all distances
from high- to low-dimensional space faithfully, the goal of sketch-map to em-
bed only a limited range of distances with high accuracy, while allowing for
a distortion of all other distances, has been achieved.

Finally, the projections of the landmark-points can be used for the “out-
of-sample embedding” of the remaining data points of each simulation. From
equation 2.32, the position x of each data point with respect to the projec-
tions of the landmark-points can be calculated. Figure 2.8 shows the pro-
jections of all 40,000 data points from each of the two decamer simulations.
Sketch-map assigns the projected data points of both simulations to several
distinct regions. By colouring the data points according to properties of the
high-dimensional data (e.g. dihedral angle values, radius of gyration, coordi-
nation numbers, etc.), it is possible to evaluate the quality of the projection
and to analyse the characteristics of the various clusters of data points in
the two-dimensional representation. The corresponding analyses of all four
enhanced sampling simulations are presented in chapter 5.
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(a) “D-d plot” (b) 2-D representation

Figure 2.7: Results of the last step of the iterative sketch-map optimisation:
the projection of the landmark-points based on the sketch-map cost function
(eq. 2.31). a) “D-d plot”: Histogram which shows the probability that, for
any high-dimensional pairwise distance D = Rij, the distance between the
corresponding projections (rij) will be d. b) Two-dimensional representation
of the 18-dimensional landmark points of a decamer of glutamate. The data
points are coloured according to the value of one of the backbone dihedral
angles and the size of the points indicates the respective weight.

(a) no counter-ions (b) with counter-ions

Figure 2.8: Sketch-map projections of 40,000 data points (18-dimensional)
from the two simulations of a decamer of glutamate in aqueous solution with
and without counter-ions. The colour-code indicates the radius of gyration
of the peptide (in nm) in the respective configuration.
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Chapter 3

Oligoglutamate in Contact with
Calcium Ions: Test of Existing
Forcefields

Prior to the application of any forcefield (FF) in molecular simulations, its
validity for the system of interest needs to be tested and confirmed. Consid-
ering the goal to simulate the influence of peptides on the nucleation process
of minerals in solution, it is important to ensure that the interactions of
the peptides and the constituents of the mineral are accurately reproduced
by the FF. In this chapter, we will show that some of the well-established
biomolecular FF exhibit significant differences in the description of calcium
ions interacting with the charged side chains of glutamate, which result from
deficiencies in the parametrisation of interactions between calcium ions and
oxygen atoms of the peptide.

3.1 Motivation

The necessity to review standard biomolecular forcefields Well-
established classical biomolecular forcefields (FF) such as GROMOS, OPLS,
CHARMM or AMBER have proven to give accurate descriptions of many
different processes involving biomolecules [109]. However, the validity of
a particular FF parametrisation needs to be confirmed for every new type
of system which is modelled. Systems, in which biomineralisation occurs,
contain numerous species that exhibit different characteristics in their inter-
actions with other species: solvated ions, crystals, biomolecules and solvent
molecules. In spite of their reputation as reliable descriptors of biomolecular
systems, the FF mentioned above are often not explicitly parametrised for
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specific ion–protein or mineral–protein interactions. The processes occur-
ring during biomineralisation, such as the formation of clusters of ions and
biomolecules or the adsorption of these species to crystal surfaces, may criti-
cally depend on subtle processes such as the structuring of surrounding water
molecules [75]. Therefore, it needs to be assured that the interactions be-
tween the different species of the system are well-parametrised and balanced
with respect to each other.

The non-bonded interaction parameters of ions are mostly parametrised
based on single-ion hydration properties such as the free energy of solvation
[108]. This approach ensures the proper modelling of interactions between
these ions and water, but concentrated electrolyte solutions and the inter-
actions with other ionic species are not necessarily well represented by such
models. Depending on the pH of the solution, biomolecules such as acidic
peptides may as well occur in a charged, deprotonated state. The interac-
tions of such polyatomic ions with other ions in solution might result in a
complex ion-pairing behaviour. Besides capturing the thermodynamics, the
parametrisation of these interactions should also include structural details
such as the coordination mode of the ions. Several studies in the literature
point out the necessity to re-evaluate the parametrisation of the interactions
of charged amino-acid side chains with water and mono-atomic ions [108, 4].
The simulated dynamics of protein–ion interactions of the three commonly
used forcefields GROMOS, OPLS-AA and CHARMM were observed to show
large deviations. Furthermore, none of the standard parameter sets of these
three FF was able to reproduce experimental thermodynamic data of the
respective electrolyte solution [4]. These findings illustrate that the validity
of the FF needs to be tested if the interactions of different ionic species are
to be simulated.

System under consideration As described in the first chapter, we want
to study the interactions of oligoglutamates with calcium ions in order to gain
insights into the mechanisms that dominate the earliest stages of the nucle-
ation of calcium-containing minerals such as calcium oxalate. The interac-
tions of oligoglutamates with other monovalent, mono-atomic ions have been
studied both experimentally [148] and by computer simulations [149, 150]
before, and were shown to be of a complex nature. No such reliable infor-
mation is available for calcium ions in contact with oligoglutamates, but it
is to be expected that the interactions of the negatively charged peptide side
chains with the divalent calcium ions might be even more complex. The
simulations presented in this chapter are supposed to show, how oligogluta-
mates respond to the presence of calcium ions, how strong these interactions
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are, and whether any differences between standard biomolecular FF are ob-
servable with respect to the description of this system. In order to limit
the complexity of the simulated system, the chain length of the peptide was
limited to a trimer and only one calcium ion was added to the solution. The
forcefields GROMOS and OPLS-AA have been selected as well-established
representatives of both united-atom and all-atom forcefields for this study.

3.2 Methods

In accordance with a pH value of 8.5, which was applied in the experiments of
Fischer et al. [2], the glutamic acid molecules were fully deprotonated in our
simulations. Accordingly, the C-terminus was deprotonated and negatively
charged as well, while the N-terminus was protonated and thus positively
charged. Classical Molecular Dynamics (MD) simulations of two different
systems were carried out: a trimer of glutamate (triGLU) dissolved in ex-
plicit water was simulated in the presence and in the absence of one calcium
ion. Besides the standard versions of the GROMOS 54A7 [103, 151] and
OPLS-AA FF [152, 153], we have also considered the modified versions of
these FF as they were proposed by Project et al. [4, 5]. Both of these mod-
ified versions feature revised non-bonded interactions between calcium ions
and the oxygen atoms of the carboxylate group of glutamate (table 4.2),
which lead to improved ion–ion interactions. Taking into account which wa-
ter models were used during the original FF parametrisation processes and
following the results of Hess and van der Vegt [154], we used the SPC/E
water model[155] in conjunction with the GROMOS FF and the TIP4P-Ew
water model [156] together with the OPLS-AA FF. The models for the cal-
cium ion were also chosen in accordance with the standards of the respective
FF. In conjunction with the OPLS-AA FF the ion model according to Åqvist
[157] is usually applied, while the GROMOS FF comes with its own set of
parameters for the calcium ion [158].

We used the GROMACS simulation package [136, 137] (version 4.5.5)
to execute the simulations. The systems were simulated in cubic boxes of
approximately 74 nm3 with periodic boundary conditions. They contained
2462 (GROMOS) or 2399 (OPLS-AA) water molecules during the simulations
without calcium ion. For the simulations with calcium ions, one of the water
molecules was replaced by a calcium ion. All simulations were conducted in
the NVT ensemble at a temperature of 300 K with the temperature being
controlled via stochastic velocity rescaling [102] with a coupling time of 0.1 ps.
The equations of motion were integrated with the leap-frog algorithm with
a time step of 2 fs. The center of mass translation of the simulation box was
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removed every 20 fs and the neighbour list was updated every 20 fs. In all
simulations, the PME method [159] was used to treat long-range electrostatic
interactions with a grid spacing of 0.12 nm and an interpolation of 4. For the
OPLS-AA FF, a switching function was used to switch the Lennard-Jones
interactions to zero between 1.05 and 1.1 nm, while the real space cut-off for
electrostatic interactions was set to 1.4 nm. On the other hand, the Lennard-
Jones interactions of the GROMOS FF were truncated at 1.4 nm and real-
space Coulomb interactions were cut off at 1.0 nm. In accordance with the
respective FF standards, no long-range dispersion correction was applied
to simulations using the GROMOS FF, while the respective corrections for
pressure and energy were applied in simulations of the OPLS-AA FF.

In order to evaluate the impact of the calcium ion on the conformations of
the peptide, three independent simulations with different starting positions
of the calcium ion with respect to the peptide were carried out, applying the
standard parametrisations of both FF. All simulations were run for 200 ns,
with the exception that one of the simulations with calcium ion (standard
OPLS-AA FF) was extended to 400 ns in order to study the conformational
changes in a longer interval. In order to ensure a proper equilibration, the
first 40 ns of the simulations were not considered for data analysis.

3.3 Results

The simulations of triGLU in the absence of calcium ions reveal small differ-
ences in the dynamics and conformations of the peptide between the standard
parametrisations of the GROMOS and the OPLS-AA FF. The conformations
of a peptide can be characterised by pairs of the two dihedral angles ϕ and ψ
of the peptide’s backbone (fig. 3.1). Each monomer-unit - except for those at
the ends of the peptide - contributes one pair of dihedral angles to the over-
all conformation. Therefore, the pair of dihedral angles of the mid-monomer
unit is a good indicator for the peptide’s conformation. The two-dimensional
histogram of these two dihedral angles (“Ramachandran plot”) of triGLU
in the absence of calcium ions is shown in figure 3.1 for the two standard
parametrisations of the two FF. In both cases, the conformations most fre-
quently sampled correspond to a backbone structure that is found in β-sheets
of longer peptides (−130◦ ≤ ϕ ≤ −50◦ and 90◦ ≤ ψ ≤ −170◦) and α-helices
are also observed (−150◦ ≤ ϕ ≤ −50◦ and −60◦ ≤ ψ ≤ 0◦). Furthermore,
left-handed helices (ϕ ≈ 60◦) occur with the GROMOS FF occasionally. De-
spite the simplicity of the simulated system, long simulation times of several
hundreds of nanoseconds are necessary for sufficient conformational sampling.
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(a) GROMOS (b) OPLS-AA

Figure 3.1: Ramachandran plots of the backbone dihedral angles ϕ and ψ of a
trimer of glutamate in the absence of calcium ions during 200 ns simulations
at 300 K. (a) GROMOS 54A7 - SPC/E, (b) OPLS-AA - TIP4P-Ew, right:
triGLU in the united atom representation of the GROMOS FF.

The addition of a calcium ion to the system reveals further differences
between the two forcefields. In general, the divalent ion may induce salt-
bridges between the negatively charged carboxylate groups of the side chains
of the peptide (figure 3.2), which are deprotonated in accordance with the
pH value of 8.5 that is applied during experiments. While the attraction
between carboxylate groups and the calcium ion is so strong for the OPLS-
AA forcefield, that a stable close contact is formed, the same interaction is
less attractive with the GROMOS forcefield. In the latter case, the attractive
interactions between water and carboxylate groups outweigh the interaction
between the peptide and the calcium ion, which results in a solvent-shared
contact (cf. molecular structures in fig. 3.2). The radial distribution function
(RDF) of the calcium ion and the oxygen atoms of the carboxylate groups of
triGLU show that the contact ion-pair is by far the most frequently sampled
conformation during the 200 ns simulation with the standard OPLS-AA FF.
Once this ion–peptide complex has formed, it persists for time scales of the
order of hundreds of nanoseconds. The same complex structure is hardly
ever sampled during the simulation with the standard GROMOS 54A7 FF.
Instead, mostly one shell of water molecules mediates the interaction between
the calcium ion and the carboxylate groups. The significant peak of the RDF
is therefore shifted towards larger distances (fig. 3.2).

The nature of the ion-pairing of the calcium ion and glutamate strongly
affects the sampled conformational phase space and the dynamics of the sys-
tem. The solvent-shared contact observed with the GROMOS FF is not
strong enough to impose persistent restrictions on the conformations of the
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Figure 3.2: Radial distribution function of the calcium ion and the oxygen
atoms of the carboxylate groups of triGLU during a 200 ns simulation at
300 K for the standard parametrisations of the GROMOS 54A7 and the
OPLS-AA FF.

peptide. Therefore, the Ramachandran plot (fig. 3.3a) looks almost identical
to the one of the simulation without ions (figure 3.3a), with the exception
that conformations corresponding to left-handed helices (ϕ ≈ 60◦) are sam-
pled slightly more often. For the OPLS-AA FF the close contact between
calcium ion and carboxylate groups is so stable, that only minor confor-
mational changes of the peptide are observed during several hundreds of
nanoseconds. Figure 3.3 shows, that only four major conformational changes
occur during a 400 ns simulation after a calcium-mediated salt-bridge has
formed. Depending on the initial position of the calcium ion with respect
to the carboxylate groups, the resulting peptide conformations can deviate
strongly from those conformations that are observed in simulations without
calcium ion (figure 3.3b compared to figure 3.1b). Furthermore, the regions
of conformational phase space, which are sampled during the three indepen-
dent simulations, significantly differ from each other depending on the initial
calcium position. This is not the case with the standard GROMOS FF,
where all three simulations with different starting positions of the calcium
ion yield very similar results with respect to the conformations sampled.

Similar observations of deviating FF predictions regarding the interac-
tions between calcium ions and molecules with carboxylate functional groups
were made by Project et al. [4]. In an attempt to optimise these interactions,
Project et al. suggested to modify the Lennard-Jones parameters (2.9) of the
interactions between the calcium ion and the oxygen atoms of the carboxylate
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(a) GROMOS (b) OPLS-AA

  

Figure 3.3: Ramachandran plots of the backbone dihedral angles ϕ and ψ
of a trimer of glutamate in the presence of one calcium ion during 200 ns
simulations at 300 K. (a) GROMOS 54A7 - SPC/E, (b) OPLS-AA - TIP4P-
Ew. Furthermore, the distance between the carboxylate groups of two of
the side chains of triGLU is plotted as a function of simulation time for a
400 ns simulation with the standard OPLS-AA forcefield (right). The scarce
conformational changes are marked (red circles) and representative snapshots
of two main conformations sampled are shown.

groups for the GROMOS and OPLS-AA FF [4, 5]. Their reparametrisation
was based on a comparison of simulated and experimental data of the disso-
ciation constant of calcium and formate ions, with the aim of an improved
residence time of calcium ions in the vicinity of carboxylate groups. As a re-
sult, the repulsive term of the Lennard-Jones potential of the GROMOS FF
between calcium and oxygen was weakened and the depth of the attractive
well was increased (fig. 3.4a) in order to strengthen the attraction between
these two atoms. The OPLS-AA FF in its standard parametrisation overes-
timates the attraction between calcium and oxygen. Therefore, the proposed
modification increases the repulsion, while leaving the attractive well of the
potential unaltered (fig. 3.4b). A comparison of the modified Lennard-Jones
parameters with the respective standard FF parameters can be found in table
4.2.

The forcefield-modifications proposed by Project et al. were used to sim-
ulate the system of triGLU in the presence of one calcium ion again. These
simulations reveal the crucial role of the interactions between calcium ion
and oxygen atom of the carboxylate group for the whole system. A slight
variation in these interaction parameter values has a pronounced effect on
the nature and stability of the contact between the calcium ion and the pep-
tide. The data in figure 3.5 show how the probability of a contact varies in
response to the FF-modifications. Based on the analysis of the simulation
data, a contact between the calcium ion and a carboxylate or carbonyl group
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(a) GROMOS 54A7 (b) OPLS-AA

Figure 3.4: Modifications of the Lennard-Jones potential between a calcium
ion and an oxygen atom of the carboxylate group of the side chain of glu-
tamate. Solid lines: standard forcefields, dashed lines: modification as pro-
posed by Project et al. (GROMOS: [4], OPLS-AA: [5]), dash-dotted line:
2-fold amplification of the modification as proposed by Project et al..

was defined as a distance of less than 0.3 nm between the calcium ion and
the centre of mass of the functional group. In figure 3.5 the simulation data
have been binned into segments of 1 ns, for which the probability of a contact
was determined as the fraction of time for which a contact existed. In order
to analyse, if the whole spectrum of calcium–peptide interactions - ranging
from weak interactions (as with the standard GROMOS FF) to very strong
interactions (as with the standard OPLS-AA FF) - can be achieved with
both FF by modifications of the calcium–oxygen interactions, we introduced
further modifications to both FF. These modifications were oriented towards
the modifications of Project et al., but exceeded those by a factor of two (cf.
figure 3.4: “modified (2-fold) Ca O int.”). As can be seen from figure 3.5, it is
indeed possible to obtain the complete range of calcium–peptide interactions
with both FF via modifications of the calcium–oxygen interactions.

Even though the same set of experimental data has been used by Project
et al. for the reparametrisation of both forcefields, the resulting binding affini-
ties between calcium ions and the functional groups of triGLU still differ for
the two FF (cf. fig. 3.5: middle column “modifed Ca O int.”). Furthermore,
Project et al. used formate as a representative for the carboxylate groups of
the side chains of glutamate [4], which may not be the optimal choice due
to its lack of an aliphatic carbon and the resulting differences in the elec-
tronic structure (i.e. partial charges) of the different carboxylate groups of
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Figure 3.5: Probabilities of a contact ion-pair of the calcium ion and the dif-
ferent oxygen-containing functional groups of the trimer of glutamate during
the last 160 ns of a 200 ns simulation at 300 K. The numbering of the func-
tional groups starts at the N-terminus of the peptide. The origin of the
x-axis (bin number 1) corresponds to the 41st nanosecond of the respective
simulation. Colour-code: red: high contact probability, blue: low contact
probability
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formate and glutamate. Besides these deficiencies, there are other ways of
determining the association constant from molecular simulations (cf. chap-
ter 2), which are more precise than the method applied by Project et al..
Therefore, an improved optimisation of the calcium–glutamate interactions
is necessary, which yields a reliable set of interaction parameters that guar-
antee for a realistic ion-pairing behaviour.

3.4 Conclusions

Even though substantial efforts have been devoted to the parametrisation of
such established, well-tested biomolecular FF like GROMOS or OPLS-AA,
these FF do not necessarily describe all the details of ion-pairing accurately,
especially for complex polyatomic ions. In the case of calcium ions inter-
acting with a peptide of glutamate, we observed significant differences in
the parametrisations of the two FF that lead to large discrepancies in the
observed structures and dynamics of ion-pairing in solution. Before these
biomolecular FF can be applied to study phenomena occurring prior to or
during the nucleation in biomineral systems, it is necessary to refine the FF
with respect to details of calcium–peptide interactions. In the case of calcium
ions interacting with oligoglutamates, it is necessary to identify a realistic
description of the interactions of calcium with the carboxylate group of the
peptide’s side chains. In the next chapter, we present a general strategy that
is suitable to optimise established biomolecular FF with respect to the pairing
of complex ions in solution. The findings presented in this chapter illustrate
furthermore, that a comprehensive conformational sampling of the relatively
small system of a trimer of glutamate dissolved in an electrolyte solution can
be computationally demanding. Therefore, the challenge of enhanced confor-
mational sampling in polyelectrolyte solutions will be addressed in chapter 5
after a reliable FF parametrisation has been identified in chapter 4.
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Chapter 4

Ion-pairing of Complex Ions

Our findings presented in the previous chapter revealed that standard
biomolecular forcefields need to be refined in order to ensure a reliable de-
scription of the interactions between charged amino-acid side chains and
monatomic ions in solution. Therefore, a general procedure to systemati-
cally improve existing classical forcefields, so to match both thermodynamic
and structural properties of ion-pairing, is needed. In the following we de-
scribe the development of such a procedure and we will demonstrate, that - in
the case of calcium ions interacting with oligoglutamates in solution - small
modifications of the van-der-Waals ion–ion interaction parameters suffice for
a systematic improvement of the essential thermodynamic and structural
properties of ion-pairing.

The findings presented in this chapter have been accepted for publication
in the following article: J. Kahlen, L. Salimi, M. Sulpizi, C. Peter, and D.
Donadio. Interaction of charged amino-acid side chains with ions: An opti-
misation strategy for classical forcefields. The Journal of Physical Chemistry
B. Reprinted with permission from [8]. Copyright 2014 American Chemical
Society.

4.1 Existing approaches to optimise ion in-

teractions in classical forcefields

Our findings regarding the necessity to optimise existing biomolecular force-
fields with respect to ion-pairing properties is not surprising, as they confirm
the observations described in the literature for similar systems. In the past
years, several studies have pointed out the importance of a reevaluation of
the parametrisation of the interactions of charged amino-acid side chains
with water and ions [108, 4]. It was observed for example, that the sim-
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ulated dynamics of protein–ion interactions shows large deviations among
three commonly used forcefields GROMOS, OPLS-AA and CHARMM, and
that none of the standard parameter sets of these three FF was able to repro-
duce experimental thermodynamic data of the respective electrolyte solution
[4]. Several groups have tried to assess and systematically optimise the de-
scription of solvated ions and of ion association properties of different FF,
following different approaches [4, 160, 161, 108, 6], which will be discussed
hereafter.

Possible optimisations of model parameters Several different
approaches to parametrise classical interaction potentials exist. A realis-
tic description of the ion-pairing of complex ions, including structural details
such as the binding-mode, delicately depends on a correct balance of ion–ion,
ion–water and water–water interactions. If the relative magnitude of these
interactions is incorrect (leading to wrong solvation properties of the simu-
lated ion-pair), several changes to the non-bonded interactions can be made.
Two major decisions have to be made during such reparametrisation process.
The first question concerns which interaction between the different types of
species needs to be revised (ion–ion, ion–water, or water–water interactions).
As it is often advisable to work with one of the established water models, the
water–water interactions are not subject to modifications. If the ion–water
interactions have been set-up reliably, based on single-ion solvation proper-
ties, it is then sufficient to focus on the modification of the ion–ion interac-
tions. The other decision that needs to be made applies to the question on
how the non-bonded interaction potential (equation 2.9) between different
ions or possibly between ions and water is modified. This is a controversial
issue.

As described in chapter 2, the model parameters that describe the non-
bonded interactions between two atoms i and j in a classical FF are the
atomic partial charges qi and qj and the van-der-Waals interaction parameters
σij and εij, which are ususally determined from the homoatomic parameters
σii, εii, σjj and εjj via combination rules. Consequently, the van-der-Waals
interactions between two atoms i and j can be modified either by a change
in the homoatomic parameter values (with a subsequent application of a
combination rule) or by a direct manipulation of σij and εij (leaving the
homoatomic parameter values unaltered).

The validity of an application of heuristic combination rules depends on
the two atom types i and j. Their usage is well tested and confirmed for atom
types frequently occuring in biomolecular FF (such as carbon, nitrogen or
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oxygen) and for the interactions of some alkali-halides in aqueous solution.
In the case of ionic species, the self-interaction parameters σii and εii are
often fitted to single-ion properties, such as ionic solvation free energies, and
do not necessarily yield a realistic description of ion-pair formation and of
the resulting thermodynamic properties of electrolyte solutions at higher ion
concentrations.

If the pair-specific heteroatomic Lennard-Jones parameters σij and εij are
changed, the modification only affects the specific interactions between atom
types i and j, while the interaction with any other atom type k remains un-
altered. This approach overrules the commonly used heuristic combination
rules, but is the one that has the smallest impact on the transferability of
the FF. In fact, if the homoatomic Lennard-Jones parameters σii and εii or
the atomic partial charges were modified, this would have an impact on the
interactions with any other atom type in the system. The transferability of
this parametrisation to other systems would therefore be hampered. Fur-
thermore, Fyta and Netz have shown that for some ion pairs, such as KF,
the application of combination rules fails to reproduce experimental thermo-
dynamic properties of ion-pairs, irrespective of the choice of the homoatomic
parameters [161]. Only if the heteroatomic interaction parameters σij and
εij are optimised independently from the self-interaction parameters (and
thereby ignoring the combination rule), both single-ion and ion-pair proper-
ties can be modelled in a satisfactory manner.

Optimisation strategies in the literature Reif et al. have recently pub-
lished a modified version 54A8 of the GROMOS FF that was largely moti-
vated by the need to recalibrate the solvation properties of charged amino-
acid side chains and their interactions with ions. During reparametrisation,
they did not focus on the interactions of amino acids with specific ions
(ion–ion interactions) but rather aimed at a general parametrisation of sol-
vated charged amino-acid side chains. They chose ionic side chain analogues
as representatives for the functional groups of the peptide side chains. For the
optimisation of the solvation properties of these monovalent polyatomic ions
(ion–water interacions), absolute intrinsic single-ion hydration free energies
served as experimental target data. The changes made to the FF included
nearly exclusively the atomic partial charges. Homoatomic Lennard-Jones
parameters were only modified if absolutely necessary. As these changes
made to the FF strongly affect the interactions of charged amino-acid side
chains with other solvated ions, it is necessary to investigate the consequences
with respect to ion-pairing properties. This process has been initiated [162],
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and it is likely that the parametrisation of other ionic species needs to be
revised in order to be compatible with the newly developed description of
charged amino-acid side chains [108].

Alternatively one can leave the interactions between charged amino-acid
side chains and water unaltered and focus on the ion–ion interacions [4]. The
underlying assumption of this approach is that biomolecular FF have been
designed to yield a thorough description of solvated proteins. Furthermore,
they assume that the monoatomic ions that interact with the ionic amino-
acid side chains have also been parametrised carefully, based on single-ion
solvation properties. The only remaining degrees of freedom that need to
be optimised are then the direct ion–ion interactions. Following this idea,
Project et al. used formate as a model for the carboxylate group of an as-
partate side chain and reparametrised the calcium–carboxylate interactions
based on a comparison between simulated and experimental data on the asso-
ciation constant of calcium-formate [4]. In contrast to Reif et al., they did not
change the partial charges in order to modify the non-bonded interactions,
but concentrated on the heteroatomic Lennard-Jones parameters.

Fyta and Netz have optimised both ion–water and ion–ion interactions
simultaneously [161]. They did not study charged amino acid side chain–ion
interactions but only force field parameters for alkali and halide ions. Fol-
lowing a similar approach as Reif et al., they parametrised ion–water interac-
tions by using single-ion solvation free energies as experimental target data.
In this first step, the model parameters they adjusted were the homoatomic
Lennard-Jones parameters σii and εii of the ion. Adjusting these two param-
eters to only one experimental entity leaves a certain degree of uncertainty.
The parameter combinations that satisfy the experimental data turn out to
correspond to continuous lines in the two-dimensional space spanned by the
Lennard-Jones diameter σii and the Lennard-Jones energy εii. This uncer-
tainty in the two-dimensional Lennard-Jones parameter space was used to
take more experimental data into account, especially at non-vanishing con-
centrations of solvated ions. Experimental data at finite ion concentrations
such as osmotic pressures or solute activities can be compared to simulation
results via Kirkwood-Buff theory [163, 164, 165, 160]. For this purpose, Fyta
and Netz applied the classical Lorentz-Berthelot mixing rule to calculate the
heteroatomic Lennard-Jones interaction parameters for ion pairs and then
used the Kirkwood-Buff theory to compare to experimental data. When this
second step was not successful (e.g. for ion-pairs containing fluoride or io-
dide) and no combination of homoatomic Lennard-Jones parameters could
be found that matches experimental data of both single ions and finite ion
concentrations, then the heteroatomic Lennard-Jones interaction parameters
(mostly εij) were directly optimised to match experimental data. For this op-
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timisation of the heteroatomic Lennard-Jones interaction parameters, scaling
factors were introduced that quantify deviations from the standard mixing
rules. Optimal values of this scaling factor of εij were identified to be between
0.8 and 1.65 depending on the ion pair.

Another interesting approach has been followed by Raiteri et al., who
studied the interactions of charged organic species (similar to amino-acid
side chains) with different forms of calcium carbonate [6]. Hetero-interfaces
between hard and soft matter pose a great challenge to simulations, as dif-
ferent types of forcefields have evolved for minerals and biomolecules over
the past decades. Having been developed by different scientific communities,
the forcefields for biological aqueous soft matter systems and for hard mat-
ter minerals have been created with different approaches to omit electronic
polarisability and to cast its effects into effective classical pairwise additive
potentials. These differences affect the transferability of forcefields between
hard and soft systems and make them largely incompatible [61]. With the
goal of reproducing experimental thermodynamic properties, Raiteri et al.
have created a new FF for the nonbonded interactions among the different
types of ions and between ions and water. In contrast to all other approaches
mentioned so far, Raiteri et al. used the Buckingham potential as the basis
for some nonbonded van-der-Waals interactions:

VBuckingham(rij) = Aij · exp

(
−rij
ρij

)
− Cij

r6
ij

(4.1)

This potential provides a more realistic description of short range repulsion,
essential to properly model minerals. They have optimised the ion–water in-
teractions based on the free energy of solvation of the ions, with experimental
data and quantum mechanical calculations serving as references. Regarding
the ion–(organic) ion interactions, they rescaled the repulsive part of the
Buckingham potential to match experimental free energies of ion pairing.

4.2 Forcefields under investigation

We have selected two well-established forcefields from the increasing number
of available biomolecular FF: GROMOS and OPLS-AA. From the family of
GROMOS FF [103], we have selected the latest version (54A8)[108], which
incorporates changes in the description of charged amino-acid side chains.
In view of the aim of our work, to analyse the interactions of such charged
amino-acid side chains with other solvated ions, a comparison of this version
to its predecessors is of special interest. For calcium acetate in water, there
is no difference between the former versions 53A6 and 54A7 [151]. Besides
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these “standard” versions, we have also considered the modified version of
GROMOS 54A7 as it was proposed by Project et al. [4]. The other FF of
interest is OPLS-AA in its standard version [152, 153] and its modification
according to Project [5]. Both modified versions of GROMOS and OPLS-AA
that were proposed by Project et al. feature revised heteroatomic Lennard
Jones parameters σCa−OM and εCa−OM (table 4.2), which lead to optimised
ion–ion interactions. Taking into account which water models were used
during the original FF parametrisation processes and following the results
of Hess and van der Vegt [154], we used the SPC/E water model[155] in
conjunction with the GROMOS FF and the TIP4P-Ew model [156] together
with the OPLS-AA FF.

We also consider, for the sake of comparison, the FF by Raiteri et al.
[6], as it has been constructed with a special focus on the description of the
interactions of charged organic species (such as acetate) with calcium ions.
In contrast to the other FF, it is largely based on Buckingham potentials and
applies a flexible water model. However, in our implementation we used the
rigid SPC/E water model instead of the SPC/Fw model [166] for the ease
of use. As these two water models differ only slightly in the partial charges,
this deviation from the original FF is not expected to drastically change the
solvation properties of the ions. Indeed, our implementation of the forcefield
(applying the SPC/E model) does preserve the important characteristics of
the Potential of Mean Force of calcium acetate shown in Fig. 3 of Ref. 6. A
comparison of the PMFs is shown in figure 4.1.

The models for the calcium ion were also chosen in accordance with the
standards of the respective FF. In conjunction with the OPLS-AA FF the ion
model according to Åqvist [157] is usually applied, while the GROMOS FF
comes with its own set of parameters for the calcium ion [158]. The calcium
parameters of Raiteri’s FF can be found in the Supporting Information of
Ref. 6 and in Ref. 75. The models for the acetate anion were constructed
based on the parameters of the side chain of glutamic acid of the respective
FF (GROMOS and OPLS-AA). The acetate model of Raiteri et al. is de-
scribed in detail in the supporting information of Ref. 6. Table 4.1 gives an
overview of the atomic partial charges of the different acetate models. The
charge of the calcium ion is not rescaled.

Table 4.2 contains an overview of the nonbonded interaction parameters
between the calcium ion and an oxygen atom of acetate for all the different
forcefields considered here. Note that table 4.2 and the following figures al-
ready contain values and data of FF modifications (dashed lines) that will
be discussed only in the last part of the manuscript.
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Figure 4.1: Comparison of the Potential of Mean Force of calcium acetate
according to our implementation of Raiteri’s forcefield with the original PMF
taken from Fig. 3 in Raiteri et al. [6] Abbreviations: Raiteri et al. - PMF
taken from Fig. 3 in Raiteri et al. [6]; Raiteri* - our implementation of the
forcefield of Raiteri et al. [6] (cf. Methods section)

Table 4.1: Atomic partial charges of acetate. Abbreviations: OM - oxygen
atom of the carboxylate group; CCOO - carbon atom of the carboxylate group;
UA - united atoms; CCH3 - carbon atom of the methyl group

Atom GROMOS 54A7 GROMOS 54A8 OPLS-AA Raiteri et al.[6]
[e] [e] [e] [e]

OM -0.635 -0.715 -0.80 -0.63
CCOO 0.270 0.270 0.70 0.23

CH3 (UA) 0.0 0.16 - -
CCH3 - - -0.28 -0.27

H - - 0.06 0.1
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Table 4.2: Nonbonded interaction parameters between the calcium ion (Ca)
and an oxygen atom of the carboxylate group of the acetate anion (OM). Ab-
breviations: GROMOS 54A7 EP - GROMOS 54A7 forcefield with modified
Ca-OM interactions according to Project et al. [4]; GROMOS 54A8 Ca-OM
mod. - GROMOS 54A8 forcefield with modified Ca-OM interactions that
correspond to 60 % of the modifications as suggested by Project et al. [4];
OPLS-AA EP - OPLS-AA forcefield with modified Ca-OM interactions ac-
cording to Project [5]; OPLS-AA Ca-OM mod. - OPLS-AA forcefield with
an increase in σCa−OM by 5.8 %; Raiteri et al. - forcefield as presented in
Raiteri et al. [6]

LJ-type FF σ ε C(6) C(12)

[nm] [kJ·mol−1] [kJ ·mol−1 · nm6] [kJ ·mol−1 · nm12]
GROMOS

54A7 0.3359 0.2625 1.508 · 10−3 2.165 · 10−6

54A7 EP [4] 0.3069 0.5988 2.0 · 10−3 1.67 · 10−6

54A8 0.3359 0.2625 1.508 · 10−3 2.165 · 10−6

54A8 Ca-OM mod. 0.3181 0.4351 1.803 · 10−3 1.868 · 10−6

OPLS-AA
standard 0.2672 1.2857 1.872 · 10−3 0.6811 · 10−6

EP [5] 0.277 1.2857 2.323 · 10−3 1.049 · 10−6

Ca-OM mod. 0.2827 1.2857 2.625 · 10−3 1.340 · 10−6

Buckingham-type FF A ρ C
[eV] [Å] [eV Å6]

Raiteri et al.[6] 2564 0.2715 0.0
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Figure 4.2: Non-bonded (van-der-Waals and Coulomb) interactions between
the calcium cation and an oxygen atom of the carboxylate group of the
acetate anion. Abbreviations: cf. caption of table 4.2.

Figure 4.2 shows a plot of the total nonbonded (Lennard-Jones and
Coulomb) interactions between a calcium ion and an oxygen atom of the
carboxylate group, according to the functional forms and parameter sets con-
sidered in this work. This plot reveals large difference between the standard
parametrisations of the GROMOS and the OPLS-AA FF. The depths of the
attractive minima of these interactions differ by approximately 300 kJ/mol
for the two FF. This observation already hints at a possible explanation for
the differences between these FF that are described in chapter 3.

4.3 Computational Details

4.3.1 Computational details of the classical MD simu-
lations

We used the GROMACS simulation package [136, 137] (version 4.5.5) to
calculate the Potential of Mean Force (PMF) between one calcium and one
acetate ion from classical Molecular Dynamics simulations as described in
chapter 2. Two system types, both in the shape of a rhombic dodecahedron
box with periodic boundary conditions but with different sizes, were used. A
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“large” simulation box was used in order to allow large distances rm between
the two ions to probe the unbonded state, where the PMF goes asymptoti-
cally to zero. This box contained 1031 water molecules besides the ion pair.
Furthermore, a “small” simulation box containing 122 water molecules and
the ion pair was used to directly compare the results of classical simulations
to first-principles MD simulations, in which the electronic problem is solved
at the level of density functional theory (DFT). The PMF was determined
based on a total number of 91 (large box) or 72 (small box) distances ranging
from 0.2 to 1.2 nm (large system) or 0.2 to 0.72 nm (small system). Intervals
of 0.005 nm were used between 0.2 and 0.5 nm, while intervals of 0.02 nm
were used for distances between 0.5 nm and 1.0 nm and intervals of 0.04
nm for distances larger than 1.0 nm. All simulations were conducted in the
NVT ensemble at a temperature of 300 K with the temperature being con-
trolled via stochastic velocity rescaling [102] with a coupling time of 0.1 ps.
The equations of motion were integrated with the leap-frog algorithm with
a time step of 2 fs. The center of mass translation of the simulation box was
removed every 20 fs and the neighbour list was updated every 10 fs. In all
simulations, the PME method [159] was used to treat long-range electrostatic
interactions with a grid spacing of 0.116 nm and an interpolation of 4. Owing
to the small size of the smaller systems, a real space cut-off of 0.72 nm was
used and the Lennard-Jones interacions were truncated at the same distance.
In the larger system, the settings for the calculation of the non-bonded inter-
actions differed for the two FF. For the OPLS-AA FF, a switching function
was used to switch the Lennard-Jones interactions to zero between 1.05 and
1.1 nm while the real space cut-off for electrostatic interactions was set to
1.4 nm. On the other hand, the Lennard-Jones interactions of the GROMOS
FF were truncated at 1.4 nm and real-space Coulomb interactions were cut
off at 1.0 nm. In accordance with the respective FF standards, no long-range
dispersion correction was applied to simulations using the GROMOS FF in
the large simulation box, while the respective corrections for pressure and en-
ergy were applied in all other simulations. During the simulations that used
the small simulation box in conjunction with the GROMOS FF, long-range
dispersion corrections were applied in order to partially compensate for the
short cut-off distances. Each set-up was equilibrated for 2 ns with additional
8 ns of simulation afterwards for data analysis.

In order to compare the simulation results to experimental data, the
association constant of calcium acetate is computed from the calculated PMF
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(cf. chapter 2):

lim
ρ0→0

Ka = 4π

∫ Rcut

0

exp

(
−V

PMF
AC (r)

kBT

)
r2dr (4.2)

The restriction of this formula to the infinitely dilute regime is no hindrance
for our analysis and the comparison to experimental data, as most experi-
mentalists also report the extrapolation of their results to infinite dilution in
order to ease comparison [121, 7, 122]. As described in chapter 2, the choice
of the value of the important quantity Rcut should correspond to the distance
at which two ions are considered non-bonded by experimental means. For
most FF considered here, gid(r) of calcium acetate obtained via equation 2.17
shows only small deviations from one for ion–ion distances larger than those
of SIPs (data not shown). Therefore, the value of Rcut was set to the respec-
tive (FF-dependent) distance of the minimum, which separates the SIP and
2SIP maxima of gid(r). This choice also considers that the potentiometric
method, used to collect the reference experimental data, identifies both CIP
and SIP complexes as associated species [167].

4.3.2 DFT calculations

First-principles DFT-based Born-Oppenheimer molecular dynamics (BOMD)
simulations were performed to calculate the binding free energy of calcium
and acetate in solution. These simulations were carried out by Leila Salimi
(Max Planck Institute for Polymer Research and Johannes Gutenberg Uni-
versity Mainz) under the supervision of Davide Donadio (Max Planck Insti-
tute for Polymer Research, Mainz) and Marialore Sulpizi (Johannes Guten-
berg University Mainz). The generalized gradient approximation exchange-
correlation functional by Perdew-Burke-Ernzerhof (PBE) [168] including
Grimme (D3) corrections for dispersion [169] were used. The pseudopotential
method was adopted so that only valence electrons have been treated explic-
itly. Pseudopotentials were built according to the scheme by Goedecker,
Teter and Hutter (GTH) [170]. The calculations were carried out with the
CP2K/Quickstep package [171], which employs a mixed basis approach to
represent the electronic Kohn-Sham wavefunctions [172]: a double zeta plus
polarzation function (DZVP) localized basis set was chosen for the real space
representation of the valence electrons, while plane waves up to a cutoff en-
ergy of 280 Ry were used to expand the density in reciprocal space.

The simulation system consisted of cubic cell of size 1.56 nm containing
123 water molecules and one ion pair. The BOMD equations of motion were
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integrated using a time step of 0.5 fs and the canonical NVT ensemble was
simulated by keeping the temperature at 300 K using a Nose-Hoover thermo-
stat [173]. The PMF was obtained by thermodynamic integration using the
Blue-moon ensemble approach [114], and performing constrained dynamics
fixing the distance between the Ca ion and the carbon atom of the carboxy-
late group of the acetate molecule at 14 distances ranging from 0.286 to 0.565
nm. In the close contact region (0.279-0.325 nm) the distance intervals are
separated by 0.007 nm (except 0.01 nm for 0.3 to 0.31 nm and 0.015 nm for
0.31 to 0.325 nm). Then 0.02 nm was used for distances between 0.325 to
0.565 nm. All bonds were constrained using the SHAKE algorithm [174].
After 2 ps of equilibration in the NVT ensemble, the constraint reaction
force was averaged over 8 to 13 ps trajectories. The errors in the PMF are
estimated from block data analysis.

In spite of reported shortcomings in reproducing the charge distribution
around solvated ions [175, 176], DFT with semilocal functionals, such as
PBE, is nevertheless expected to provide a correct picture of the structure
and thermodynamics of monovalent ion pairs in water [177]. First-principle
molecular dynamics with semilocal density functionals was also shown to
render the hydration free energy of a set of monovalent ions within 4% with
respect to experimental values [178], and even to provide structural and vi-
brational properties of more complex anions, such as microhydrated sulfate,
in good agreement with experiments [179].

4.4 Results and Discussion

In order to focus on the essential aspects of the interactions between charged
amino-acid side chains and divalent monoatomic ions, a model system was
studied. The acetate anion served as an analogue for the negatively charged
carboxylate group of the side chains of glutamate, which interact with cal-
cium ions in solution.

Any procedure that has the target to create or refine forcefield parametri-
sations is guided by two main questions: (i) Which are the target properties
that need to be properly described by the forcefield? This question is closely
conditioned by the availability of reference data. (ii) Which part of the force-
field should be modified? The answers to these questions strongly influence
the outcome of the parametrisation process.

Target Properties The goal of our reparametrisation process was to de-
scribe structural and thermodynamic properties of the ion-pairing of calcium
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acetate properly, as both properties have a significant impact on nucleation
and crystal growth of biominerals.

Metal cations can bind to the negatively charged carboxylate group in
several different ways: if the two ions are in direct contact to each other,
they are referred to as a contact ion pair (CIP), whereas the so-called solvent-
shared ion pair (SIP) is characterised by a stable layer of solvent in between
the two ions (figure 4.3). Furthermore, the CIP state can be subdivided into
one state, in which both carboxylate oxygen atoms are coordinated to the
cation (bidentate CIP: from now on referred to as biCIP), and another state,
in which only one of the oxygen atoms is binding to the cation (monodentate
CIP: from now on referred to as monoCIP).

In the previous chapter we already observed that the two FF GROMOS
and OPLS-AA predict very different types of coordination modes for the in-
teraction between glutamate side chains and calcium ions. While the ions
form a stable CIP when simulated with the OPLS-AA FF, they form a less
stable SIP with the GROMOS FF. At first sight, this differentiation between
the different types of ion pairs might appear like a minor structural detail.
However, the binding-mode (biCIP vs. monoCIP) of carboxylate groups in
metalloproteins is believed to have a major influence on important phenom-
ena in living organisms, such as the signal transduction pathway, and in
catalytic processes [180, 181, 182, 183, 184, 185]. Furthermore, within the
context of biomineralisation it is not unlikely that the binding-mode of the
carboxylate group of peptide side chains and metal cations affects the nucle-
ation and crystal growth of the respective mineral [14]. In order to obtain
meaningful insights into such crystallisation processes at a molecular scale,
it is therefore essential to verify that the applied forcefield yields a realistic
description of the association of the ions involved.

Experimental evidence on structural properties such as the most stable
coordination mode of the acetate ion to calcium is sparse. Kondoh and Oi
used a combination of 13C NMR spectroscopy and IR spectroscopy to analyse
the interaction of alkaline earth metal ions with acetate and found that the
acetate ion forms a (presumably monodentate) CIP with a calcium ion [186].

In molecular simulations, information on the probabilities of the different
binding modes of calcium acetate can be obtained from the Potential of Mean
Force (PMF). As described in chapter 2, the PMF quantifies the difference
in free energy between system configurations along some degree of freedom.
Here, the PMF was determined as a function of the distance between one
calcium and one acetate ion (figure 4.3d). The minima of the PMF curves
correspond to the different types of ion pairs that are observed for calcium
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Figure 4.3: Potential of Mean Force of calcium acetate and snapshots of the
different types of ion pairs which correspond to the different minima in the
PMF: (a) bidentate CIP (distance between the carbon atom of the carboxy-
late group of the acetate anion (“C”) and the calcium cation (“Ca”): 0.28 -
0.3 nm), (b) monodentate CIP (C-Ca distance 0.34 - 0.36 nm), (c) SIP (C-Ca
distance approx. 0.5 nm), (d) Potential of Mean Force of calcium acetate as
a function of the distance C-Ca. By construction, the PMF converges to zero
at a distance of 1.20 nm.

72



4.4. RESULTS AND DISCUSSION

acetate: solvent-shared ion pairs (SIP) at C - Ca distances of around 0.5 nm,
monodentate contact ion pairs (monoCIP) at distances of approximately 0.34
- 0.36 nm and bidentate contact ion pairs (biCIP) at distances of 0.28 - 0.3
nm.

The difference between the depths of CIP and SIP minima of the PMF
is very important as it gives an estimate of the free energy that is necessary
to separate a contact ion pair. Figure 4.3d shows that there is a marked
difference between the standard FF versions of GROMOS and OPLS-AA
regarding the relative weight of the two main minima of the PMF. For the
standard OPLS-AA forcefield biCIP is the stable configuration, while using
GROMOS CIP is only metastable, in favour of SIP pairing. These two
PMF curves thus give a quantitative explanation for the differences in the
interactions of a calcium ion with a trimer of glutamate modelled by the two
different FF (cf. previous chapter). In accordance with the depth of the CIP
minimum of the PMF of calcium acetate, the OPLS-AA FF predicts CIPs
between the carboxylate groups of the peptide side chains and the calcium
ion. On the other hand, calcium acetate preferentially forms SIPs according
to the standard GROMOS FF, which is also observed for the ion-pairing of
glutamate side chains and calcium ions when modelled with this FF.

In order to be able to evaluate which of the FF gives a more realistic
description of ion-pairing of calcium acetate, quantitative reference data are
needed. As there is no reliable, fully quantitative experimental data available
that allows detailed conclusions on the structural properties of the pairing
of calcium acetate, we have collaborated with J. Prof. Marialore Sulpizi
(University of Mainz) and Leila Salimi (MPI-P Mainz), who have studied
the ion-pairing of calcium acetate by means of first-principles DFT-based
Born-Oppenheimer molecular dynamics (BOMD) simulations as described
in section 4.3.2. From the results of these BOMD simulations (black curve
in figure 4.5), it is possible to draw conclusions on the probabilities of the
different possible coordination modes and on the water structure around
these ion complexes.

It is necessary to perform both types of calculations (classical MD simula-
tions and BOMD calculations) in a system of similar size in order to take size
effects into account and thus to ensure a fair comparison. For this reason,
we performed the classical PMF calculations in a system of the same size as
the FMPD calculations. The system contained only 122 water molecules and
one ion pair. The classical simulations show that going from the large system
(1031 water molecules and one ion pair) that can be considered uneffected
by finite size effects, to the smaller system, which is more prone to finite size
errors, the main characteristics of the PMF curves are preserved. Figure 4.4
shows for one of the GROMOS and one of the OPLS-AA FF, that the PMF
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Figure 4.4: Potential of Mean Force of calcium acetate as a function of the
distance between the calcium cation and the carbon atom of the carboxylate
group of the acetate anion for different system sizes. The curves have been
shifted vertically such that the minima of biCIP are aligned at 0 kJ/mol.
”Small box”: 122 water molecules and one ion pair. ”Large box”: 1031
water molecules and one ion pair.

curves of the small and the large system differ by no more than 2 kJ/mol at
any ion–ion distance. Given the rather large uncertainties in the reference
data (“DFT”-curve in figure 4.5) and the overall large free energy differences
of the ion-pairing of calcium acetate, this error can be neglected.

Figure 4.5 shows a comparison of the classical PMF calculations (small
system) to the results of the DFT-based calculations. In order to ease the
comparison of the free energy difference between CIP and SIP states, the
PMF curves have been shifted vertically, so that the CIP minimum (biCIP or
monoCIP) with the lowest energy of each curve (where the error in the DFT-
based reference data is smaller than for longer ion–ion distances) is aligned at
0 kJ/mol. Regarding the balance between the population of the CIP and SIP
states, all FF variations studied here lie between the two extreme cases of the
standard OPLS-AA and the standard GROMOS FF. The standard OPLS-
AA FF strongly underestimates the probability of SIPs (the free energy of
the SIP state is approx. 35 kJ/mol higher than the one of the CIP state),
while the standard GROMOS FF strongly overestimates the probability of
SIPs (the free energy of the SIP state is approx. 8 kJ/mol lower than the
one of the CIP state). All the proposed modifications of the GROMOS and
the OPLS-AA FF improve the balance of CIP and SIP minima with respect
to the original FF. But only two of the FF from the literature do not only
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Figure 4.5: Potential of Mean Force of calcium acetate as a function of the
distance between the calcium cation and the carbon atom of the carboxylate
group of the acetate anion. The curves have been shifted vertically such that
their lowest CIP-minimum (either bidentate or monodentate) is aligned at 0
kJ/mol. Abbreviations: cf. caption of table 4.2; Raiteri et al. - PMF taken
from Fig. 3 in Raiteri et al. [6]; DFT - First-Principles Molecular Dynamics
simulations based on DFT.

show the correct trend regarding the relative probabilities of CIPs and SIPs,
but also agree quantitatively with the DFT-based results (within the error
bars of the SIP minimum). The first one is the modification of GROMOS
54A7 as it was proposed by Project et al. (“G 54A7 EP”), which differs from
the original version only in an increased value of σCa−OM [4]. The other FF
is the one proposed by Raiteri et al. which is parametrised specifically for
mineralisation from solution [6]. Note that figure 4.5 already contains data
of FF modifications (dashed lines) that will be discussed below.

Comparing the PMF curves of the classical FF to the PMF of the DFT-
based simulations draws our attention to another detail of the PMF: the
relative probabilities of bidentate and monodentate CIPs. According to the
PMF of the DFT-based simulations, the minima of biCIP and monoCIP are
comparable in depth (considering the error bars) with a slight tendency to-
wards the monoCIP state. However, considering the limitations in sampling
in these BOMD simulations, it is likely that the uncertainty in the PMF is
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larger than it appears from the error bars in figure 4.5. Of the classical FF,
only the one suggested by Raiteri et al. shows a similar trend towards the
monodentate structure while all other classical FF predict that the bidentate
state is more favourable.

The different GROMOS and OPLS-AA FF underestimate the probabil-
ity of monoCIPs (with respect to biCIPs) in contrast to the FF by Raiteri
et al. and to BOMD. Therefore, it is worth analysing the differences between
the classical FF based on the Lennard-Jones interaction potential (GRO-
MOS and OPLS-AA) and based on the Buckingham potential (FF of Raiteri
et al.) more closely. The two FF from the literature, where the free en-
ergy difference between CIPs and SIPs best matches the DFT results (FF
according to Raiteri et al. and the modification of the GROMOS 54A7 FF
proposed by Project et al.) are in principle very similar. One difference is in
the water models applied in conjunction with the two FF: while the SPC/E
water model [155] was used for the GROMOS FF, Raiteri et al. utilised the
flexible SPC/Fw water model [166] with their FF. But apart from its flexi-
bility, the SPC/Fw model is quite similar to the SPC/E model. Therefore,
it is unlikely that this difference in the water model leads to the observed
differences between the two FF. If the water model had such a strong in-
fluence on the PMF curves, the OPLS-AA - TIP4P-Ew combination would
differ more from the GROMOS - SPC/E results than it actually does. All
the other main features of the FF (van-der-Waals and Coulomb interactions
between the ions and between each ion and water) are very similar, with two
exceptions: (i) The repulsion between oxygen atoms of the acetate anion and
of the water molecules is softer for the FF of Raiteri et al. (cf. figure 4.6).
(ii) Raiteri et al. add a repulsive Buckingham potential to the interaction
between the hydrogen atoms of water molecules and the oxygen atoms of the
acetate anion.

Both these differences affect the water structure of the first solvation shell
around acetate, which substantially differs for the two FF. Figure 4.7 shows
details of the water structure around the acetate anion for biCIPs. Raiteri’s
FF (as it was implemented by us) predicts a structure of the first solvation
shell that deviates remarkably from the DFT reference: The OM-OW ra-
dial distribution function (figure 4.7a) shows that both oxygen atoms (OM:
oxygen atom of the acetate anion; OW: oxygen atom of a water molecule)
are able to approach each other very closely. A comparison of these results
to original data of Raiteri et al. generated with LAMMPS revealed that our
implementation of this FF captures these important details correctly (data
not shown).

This artifact in OM-OW distances influences the hydrogen-bonding angle
between acetate and water when calcium is in direct contact: The minimum
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Figure 4.7: Structure of water around the acetate anion for a biCIP configu-
ration. Abbreviations: OM: oxygen atom of the acetate anion; OW: oxygen
atom of a water molecule; Raiteri* - our implementation of the forcefield of
Raiteri et al. [6] (cf. Methods section); DFT - First-Principles Molecular
Dynamics simulations based on DFT; G 54A8 Ca-OM modified - GROMOS
54A8 forcefield with modified interactions between the calcium ion and the
oxygen atoms of the carboxylate group of the acetate anion that correspond
to 60 % of the modifications as suggested by Project et al. [4]; OPLS-AA
Ca-OM modified - OPLS-AA forcefield with an increase in σCa−OM by 5.8 %.
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Figure 4.8: Structure of water around the acetate anion for an unpaired ion
configuration. Abbreviations: cf. caption of 4.7.

distance between the two oxygen atoms can be so small that the hydrogen
atom of the hydrogen-bond-donating water molecule is pushed away from the
axis between the two oxygen atoms (figure 4.7b: maximum for Θ ≈ 45 ◦).
This behaviour is not observed as strongly when the two ions are farther
apart and the solvation shell of water around the acetate anion is thus not
affected by the presence of the calcium ion. In this unpaired situation, both
the RDF (OM-OW) and the hydrogen-bond angle distribution of the FF
of Raiteri et al. are a lot more similar to the respective DFT-based results
(figure 4.8). In spite of the success of Raiteri’s FF in describing the single
solvated ions and the thermodynamic properties of ion-pairing (cf. below),
it is thus worth considering an alternative FF, if structural details of ion-
pairing are of special interest.

Comparing the PMF calculations from classical and BOMD simulations
provides information on the local short range interactions between calcium
and acetate, especially the relative probabilities of the different types of ion-
pairs (CIP vs. SIP), and the water structure around the ion complexes.
However, due to the size limitations of BOMD this comparison gives infor-
mation on the relative depth of the minima, but not on the absolute depth of
the minima which governs the total attraction between the two ions. In or-
der to evaluate the classical FF with respect to the total attraction strength
between the two ions, further reference data are needed.

For calcium acetate, reliable experimental data on the thermodynamics
of ion-pairing are mostly limited to the association constant [7], which is
proportional to the ratio of concentrations of paired (ρAC) and unpaired ions
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(ρA, ρC) in solution:

Ka ∝
ρAC

ρA · ρC

(4.3)

In MD simulations, the association constant of calcium acetate can be
computed from the PMF according to equation 4.2. For this purpose, the
PMF needs to be determined over a wide range of distances between the
two ions, including large distances where the PMF converges to zero (cf.
chapter 2). Therefore, we performed the same classical PMF calculations
that are shown in figure 4.5 in a larger system, in which large distances
between the two ions can be probed. The PMFs of calcium acetate, as
calculated in the “large” cell with the different FF analysed here, are shown
in figure 4.9. Note that figure 4.9 already contains data of FF modifications
(dashed lines) that will be discussed later. The PMFs obtained from the
different GROMOS FF versions illustrate how the probabilities of contact
ion pairs and solvent-mediated ion pairs are altered, depending on the non-
bonded interaction parameters that are changed. If only the heteroatomic
Ca-OM Lennard-Jones interaction parameters are changed (54A7 modified
according to Project et al.: attraction is increased, repulsion is decreased [4])
compared to the standard 54A7 version, the CIP minima of the PMF become
much deeper, while the SIP minimum remains unaltered. On the other hand,
if only partial charges are changed (54A8) compared to the standard 54A7
version, not only the CIP minima of the PMF become deeper, but also the
SIP minimum is affected, since non-contact ion–ion interactions (mediated
by water) are dominated by electrostatic interactions.

Based on the PMFs shown in figure 4.9 the association constants of the
respective FF have been calculated applying equation 4.2. Figure 4.10 shows
the logarithm of the association constant for the different FF of interest.
The standard GROMOS and OPLS-AA FF and their modifications that
have been published so far, clearly fail to reproduce the attraction between
the two ions as observed from experiments [7] (grey-shaded area). For the
standard GROMOS 54A7 FF, the attraction between the calcium cation and
the acetate anion is by far too weak. The modifications of this FF, that have
been published, go in the correct direction by enhancing the ion-ion attrac-
tion (leading to an increased association constant), but do not reach the
range of the experimental data. On the other hand, the standard OPLS-AA
FF stongly overestimates the attraction between the ions. The modifica-
tion proposed by Project [5] improves this shortcoming, yet the association
constant of the modified FF does not reach the range of the experimental
data either. Of all the FF from the literature that we analysed so far, the
one proposed by Raiteri et al. [6] approximates the experimental association
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Figure 4.10: Association constant of calcium acetate. The grey-shaded area
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breviations: cf. caption of table 4.2; Raiteri et al. - common logarithm
of the association constant calculated from the PMF of calcium acetate as
presented in Fig. 3 of Raiteri et al. [6]

constant best, even though it still underestimates the attraction of the ions.
Therefore, none of the selected (unmodified) forcefields from literature re-
produces the experimental association constant correctly. Note that figure
4.10 already contains data of FF modifications (chequered bars) that will be
discussed later.

The data on the experimental association constant of calcium acetate
and the PMF calculated from BOMD simulations suffice as reference data
in order to evaluate existing forcefields and to test possible forcefield modi-
fications. These reference data allow us to consider both the local ion-pair
structure (comparison to BOMD simulations) and an integral (thermody-
namic) quantity (comparison to association constant) during the evaluation
of classical FF. Our results show that only two FF from literature reproduce
the relative probabilities of CIPs and SIPs correctly and that none of the FF
from literature reproduces the experimental association constant. Therefore,
a refinement of the existing biomolecular FF with respect to these properties
is necessary for a proper description of ion-pairing.
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Forcefield Modifications In spite of the success of Raiteri’s FF in de-
scribing the single solvated ions and the thermodynamic properties of ion-
pairing [6], the artifacts that this model exhibits in the structure of the first
solvation shell around ion complexes (figure 4.7) lead us to decide to omit
this FF in the further refinement procedure. Furthermore, an advantage of
using standard biomolecular FF such as GROMOS or OPLS-AA as starting
points for the FF optimisation is that no further reparametrisation is needed
to simulate ion–peptide interactions.

As the next step, it needs to be decided which of the forcefield parame-
ters are to be modified. Again, two decisions need to be made. Firstly, it is
necessary to clarify which of the ion–ion or ion–water interactions (which all
have a significant impact on ion-pairing) should be modified. Secondly, the
non-bonded interaction parameters (e.g. van-der-Waals parameters or par-
tial charges) that are to be optimised, need to be chosen. Guided by the aim
to use well-established biomolecular forcefields, it is important to maintain
compatibility with the standard parametrisations of these forcefields. There-
fore, we assume that the ion–water interactions were parametrised carefully
based on single-ion hydration properties. This enables us to focus the optimi-
sation efforts on the ion–ion interactions. Furthermore, we will restrict any
changes of the FF to the pair-specific heteroatomic Lennard-Jones param-
eters in order to ensure compatibility with the modelling of other compounds.

The modifications of the GROMOS and OPLS-AA FF that were pro-
posed by Project et al. [4, 5] change the short-range interactions between
calcium and acetate with the correct tendency. Yet, neither of these two
FF reproduces the experimental association constant of calcium acetate (“G
54A7 EP” and “OPLS-AA EP” in figure 4.10). This modified version of
the OPLS-AA FF furthermore does not reproduce the relative depths of the
CIP and SIP minima as predicted by the DFT-based simulations (figure 4.5).
Therefore, it is necessary to optimise the van-der-Waals ion–ion interactions
even further.

The modification of the OPLS-AA FF as proposed by Project consists
of an increase in the Lennard-Jones parameter σCa−OM by 3.7 % while the
other Lennard-Jones parameter εCa−OM remains unchanged (OM represents
the atom type of the carboxylate oxygen of the acetate anion: cf. table 4.1)

[5]. For the GROMOS FF, Project et al. increased C
(6)
Ca−OM by 32.7 % and

decreased C
(12)
Ca−OM by 22.9 % [4]. We further optimised these Lennard-Jones
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parameters with two major targets in mind: the new parameters should mod-
ify the ion–ion interactions such that (i) the association constant matches the
experimental results, and (ii) the relative depths of the CIP and SIP minima
of the PMF agree with those from the BOMD simulations (within error-
bars). For the OPLS-AA FF, these targets are met if σCa−OM is increased by
5.8 % with respect to the original FF parameter, while the energy parameter
εCa−OM remains unaltered. In contrast to the work of Project et al., our op-
timisation of the GROMOS FF is based on its latest version (54A8), which
comprises an increased partial charge of the OM atom type with respect to
its predecessors (table 4.1). Starting from the standard parameter values

of version 54A8, we increased C
(6)
Ca−OM by 19.6 % and decreased C

(12)
Ca−OM by

13.7 % in order to meet our two goals. Table 4.2 contains the new model
parameters and figure 4.2 shows the resulting optimised ion–ion interactions
for both FF (“G 54A8 Ca-OM modified” and “OPLS-AA Ca-OM modified”).

The results in figure 4.10 and figure 4.5 show that the modified versions
of the GROMOS and OPLS-AA FF proposed here both satisfy the two con-
ditions formulated above: (i) The calculated association constants fall into
the range of experimental data and (ii) the relative depths of the CIP and
SIP minima of the PMF curves agree well with the results of the BOMD
simulations. From figure 4.9 we see that the PMF profiles of these optimised
FF differ from those of the respective original FF (“G 54A8 standard” and
“OPLS-AA standard”) only at small C-Ca distances (range of contact ion
pairs) while the minima of the SIP states remain unchanged. This was to
be expected as only the van-der-Waals interactions were modified and the
far-reaching Coulomb interactions - which have the potential to considerably
manipulate the minimum of the SIP state - were kept constant.

In spite of the success of these modified FF in modelling important prop-
erties of the ion-pairing of calcium acetate, the PMF curves of the two FF
possess two features which diverge from the DFT-based reference (figure 4.5):
The free energy of the monoCIP state differs significantly from the one of
the biCIP state, which leads to a strong underestimation of the probability
of monoCIPs. Furthermore, the free energy barrier between SIPs and CIPs
is more pronounced for both FF than for the DFT-based simulations. These
two inaccuracies affect the sampling and the dynamics of structural changes
of the ion-pairing of calcium acetate. However, a further improvement of the
PMF characteristics appears to be not possible, if the FF modifications are
limited to the direct ion–ion interactions. This raises the question whether a
further optimisation of these modified FF is possible, if the search domain is
not limited to ion–ion interactions but also includes ion–water interactions.
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A modification of the ion–water interactions might seem to be imprudent, as
these interactions have already been optimised on single ion hydration prop-
erties before. However, it is worth analysing how small changes in ion–water
interactions affect the characteristics of the ion–ion PMF in order to assess
the effect of future FF reparametrisations.

For the FF models, the most important ion–water interactions are those
between the calcium ion and the oxygen atoms of water (“Ca-OW”) and those
between the oxygen atoms of acetate and water (“OM-OW”). As mentioned
above, the only significant differences between the GROMOS FF (based on
version 54A7) and the one by Raiteri et al. are the repulsions of the OM-OW
and of the OM-HW interactions. Raiteri’s FF performs better with respect
to both the depth of the monoCIP minimum and the barrier between CIPs
and SIPs. Therefore, it is worth studying whether a softer OM-OW repulsion
can be introduced into the Lennard-Jones type FF, leading to an improved
depth of the monoCIP minimum and to a decreased barrier between CIPs
and SIPs without corrupting the water structure as strongly as Raiteri’s FF
does. Furthermore, we studied whether a manipulation of the Ca-OW in-
teractions can lead to similar effects. For this analysis, we have chosen the
OPLS-AA FF with an increase in σCa−OM by 5.8 % (“OPLS-AA Ca-OM
modified”). Based on this FF, we have introduced small modifications in the
four FF parameters that dominate the (non-electrostatic) ion-water interac-
tions: σCa−OW, εCa−OW, σOM−OW, and εOM−OW.

The Ca-OW radial distribution function (figure 4.11) of the optimal OPLS-
AA FF shows that this FF nicely reproduces the positions of the RDF-peaks
of the DFT-based simulations. From this perspective, no modifications in
σCa−OW are needed.

However, the solvation structure of the calcium ion as it is modelled by
the OPLS-AA FF is still far from being optimal. Figure 4.12 shows that
the coordination number of water around the calcium ion is overestimated
for ion pair structures (figure 4.12a) as well as for the unpaired calcium ion
(figure 4.12b). Therefore, it seems worthwhile to modify both σCa−OW and
εCa−OW with the goal to improve the characteristics of the PMF curve and
the coordination of water around the calcium ion.

Figure 4.13 illustrates the scope of the changes in the van-der-Waals in-
teractions that are introduced by the modifications of σCa−OW (decreasing
σCa−OW by 0.002 nm) and εCa−OW (decreasing εCa−OW by 0.132 kJ/mol).

The OM-OW RDF and the respective hydrogen-bond angle distribution
(figure 4.7) of the optimal OPLS-AA FF nicely match BOMD simulations as
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Figure 4.11: Structure of water around the calcium cation for a biCIP struc-
ture and an unpaired ion structure. Abbreviations: cf. caption of 4.7.
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Figure 4.12: Number of water molecules around the calcium cation as a
function of the Ca-OW distance for a biCIP structure and an unpaired ion
structure. Abbreviations: cf. caption of figure 4.7.
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Figure 4.13: Lennard-Jones interaction potentials between the calcium cation
(”Ca“) and the oxygen atom of water (”OW“) of the standard OPLS-AA
forcefield and of two modified versions: σCa−OW reduced - decreasing the
standard OPLS-AA parameter σCa−OW by 0.002 nm; εCa−OW reduced - de-
creasing the standard OPLS-AA parameter εCa−OW by 0.132 kJ/mol.

for the water structure around the acetate anion. The remaining small dis-
similarities between the results of classical and BOMD simulations have been
observed for the solvatation of glutamate before [187], and can be attributed
to the different approaches of the two simulation methods to account for the
omitted electronic polarisation. Therefore, the ion–water interactions should
only be moderately changed if at all. Figure 4.14 illustrates the scope of
the changes in the van-der-Waals interactions that we introduced into the
optimal OPLS-AA FF by the modifications of σOM−OW (decreasing σOM−OW

by 0.002 nm) and εOM−OW (decreasing εOM−OW by 0.074 kJ/mol).

The modifications of the four ion–water FF parameters σCa−OW, εCa−OW,
σOM−OW, and εOM−OW all have a very similar effect on the PMF of calcium
acetate: figure 4.15 shows that all of these modifications affect all three min-
ima of the PMF curve. They all improve both the depth of the monoCIP
minimum with respect to the biCIP minimum and they improve the barrier
between CIP and SIP states. But they also strongly influence the relative
depths of the CIP and SIP states (affecting the relative probabilities of CIPs
and SIPs) and very likely have a strong effect on the total attraction of the
two ions which will become manifest in a significant alteration of the calcu-
lated association constant. The optimisation of the relative probability of
monoCIPs through changes in the ion–water interactions thus has significant
side effects on the original goals to meet the experimental association con-

86



4.5. CONCLUSIONS

0.3 0.35 0.4

r   (nm)

-1

0

1

2

3

E
  
 (

k
J/

m
o
l)

OPLS-AA standard OM - OW interaction
OPLS-AA σ

OM-OW
 reduced

OPLS-AA ε
OM-OW

 reduced

Figure 4.14: Lennard-Jones interaction potentials between the oxygen atom
of water (”OW“) and an oxygen atom of acetate (”OM“) of the standard
OPLS-AA forcefield and of two modified versions: σOM−OW reduced - de-
creasing the standard OPLS-AA parameter σOM−OW by 0.002 nm; εOM−OW

reduced - decreasing the standard OPLS-AA parameter εOM−OW by 0.074
kJ/mol.

stant and the correct balance between CIPs and SIPs. It therefore appears
not to be a viable strategy to improve FF with respect to the relative proba-
bilities of biCIPs and monoCIPs, unless one undertakes a global optimisation
approach involving all the Lennard-Jones pairing parameters.

4.5 Conclusions

If parametrised with care, classical interaction potentials are in principle
capable of describing the peculiarities of ion-pairing in solution. Existing
well-established biomolecular forcefields such as GROMOS or OPLS-AA can
describe important aspects of ion pairing even if complex ions such as charged
peptide side chains are involved. However, for the system of calcium acetate
dissolved in water, none of the unmodified standard forcefields analysed here
gave a realistic description of thermodynamic and structural details of the
ion-pair formation. Therefore, small modifications of the forcefield parame-
ters were necessary.

The strategy that we have developed for the optimisation of classical
forcefields with respect to the interactions of complex ions has been adapted
to the basic conditions that experimental reference data is limited and that
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Figure 4.15: Influence of modifications in the Ca-OW and OM-OW interac-
tion potentials on the Potential of Mean Force of calcium acetate. The curves
have been shifted vertically such that their lowest CIP-minimum (either
bidentate or monodentate) is aligned at 0 kJ/mol. Abbreviations: OPLS-AA
Ca-OM modified - OPLS-AA forcefield with an increase in σCa−OM by 5.8
%; OPLS-AA Ca-OM & σCa−OW modified - OPLS-AA forcefield with an in-
crease in σCa−OM by 5.8 % and a decrease in σCa−OW by 0.002 nm; OPLS-AA
Ca-OM & εCa−OW modified - OPLS-AA forcefield with an increase in σCa−OM

by 5.8 % and a decrease in εCa−OW by 0.132 kJ/mol; OPLS-AA Ca-OM &
σOM−OW modified - OPLS-AA forcefield with an increase in σCa−OM by 5.8
% and a decrease in σOM−OW by 0.002 nm; OPLS-AA Ca-OM & εOM−OW

modified - OPLS-AA forcefield with an increase in σCa−OM by 5.8 % and
a decrease in εOM−OW by 0.074 kJ/mol; DFT - First-Principles Molecular
Dynamics simulations based on DFT.
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the ion–water interactions are already well optimised in the original FF.

Due to the influence of both the ion–water and the ion–ion interactions
on important characteristics of the pairing of ions, it might seem worth
reconsidering the common practice, to first optimise ion–water interactions
based on single ion hydration properties and to adjust the ion–ion interactions
to properties of ion-pairs afterwards. However, if one chooses to optimise the
ion–ion and ion–water interactions simultaneously, the final set of parame-
ters that results from such a high-dimensional optimisation procedure would
very likely represent a completely new FF.

Our study shows that such a major effort is actually not necessary. In
order to describe the pairing of calcium acetate in solution properly, it is
sufficient to modify the van-der-Waals ion–ion interaction parameters of one
of the existing biomolecular forcefields. Thereby, a further modification of the
standard ion–water interactions, which were usually optimised on single ion
hydration properties, can be omitted. A prerequisite for the optimisation
of ion–ion interaction parameters is the availability of thermodynamic as
well as structural reference data. For calcium acetate experimental data are
sparse. Even though computationally costly, it is sufficient to complement
these experimental data with BOMD simulations in order to fine-tune the
forcefield, so that it gives a realistic description of the free energy as well as
structural details of ion-pairing.

This approach to forcefield-optimisation has been tested for two different
popular forcefields (GROMOS and OPLS-AA). In both cases, the aforemen-
tioned modification of van-der-Waals ion–ion interactions allows us to repro-
duce successfully the essential properties of the reference data. Following this
approach, we found that both the modified OPLS-AA FF with an increase
in σCa−OM by 5.8 % and the modified GROMOS 54A8 FF with an increase

in C
(6)
Ca−OM by 19.6 % and a decrease in C

(12)
Ca−OM by 13.7 % describe the ion-

pairing of calcium acetate well. The underlying criteria of this choice are the
agreement with the experimental association constant (figure 4.10), and with
the most important characteristics of the PMF of the two ions as calculated
from BOMD simulations (figure 4.5: relative probabilities of CIPs and SIPs
and height of the free energy barrier between CIPs and SIPs). Based on
these optimised biomolecular forcefields, the direct interactions of charged
glutamate side chains with solvated calcium ions can be described properly.

Applying this realistic description of ion–peptide interactions, it is now
possible to look into the accurate sampling of the conformational phase space
of complexes of oligoglutamates with calcium ions in solution. The study
of these complexes will give us the opportunity to analyse the interactions
between oligopeptides of different chain lengths and solvated ions and their
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influence on nucleation and crystal growth of biominerals. The results of this
study are presented in chapter 5.
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Chapter 5

Conformational Sampling of
Oligoglutamates in Contact
with Calcium Ions

The identification of a suitable forcefield for modelling the interactions of cal-
cium ions with the side chains of glutamates, that was presented in the pre-
vious chapter, enables us to study the formation of complexes of calcium ions
and oligoglutamates that might play important roles during the nucleation
and crystal growth of calcium-containing minerals. As the conformational
phase space of such complexes increases considerably with the peptide’s chain
length and - as observed earlier - the presence of ions significantly obstructs
the conformational sampling of the peptides, enhanced-sampling methods are
needed to gain a sufficient sampling of structures within reasonable times and
computational efforts. In the following, we demonstrate how the Hamiltonian
Replica Exchange method can be applied successfully in combination with
the sketch-map analysis method to obtain an overview over the most impor-
tant structures of these complexes via Molecular Dynamics simulations. The
various peptide–ion complexes exhibit characteristic patterns of distances be-
tween the calcium ions that resemble some of the calcium distances found in
calcium oxalate crystals that form in the presence of oligoglutamates.

5.1 Motivation

Complexes of oligoglutamates and calcium ions in solution As de-
scribed in chapter 1, biomolecules might influence the formation of minerals
in solution in various ways. Besides interacting directly with existing crystal
surfaces, peptides may as well affect the crystallisation in numerous ways
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by interacting with the solvated constituents of the mineral. Fischer et al.
studied the effect of oligoglutamates on the formation of calcium oxalate and
found that the chain length of these peptides influences the nucleation rate,
the solubility of calcium in solution and the phase of the forming crystal
[2]. While peptides consisting of five or less monomers have only a limited
effect, peptides of ten or more monomer-units considerably alter the char-
acteristics of the final crystal. When decamers of glutamate (from now on
referred to as decaGLU) were present in solution during these experiments
(concentration of 0.1 mmol·L−1), the induction time of crystal nucleation
increased by a factor of two to three compared to those experiments with
pentamers of glutamate (pentaGLU). A possible explanation for this obser-
vation might be that the peptides withdraw (depending on their chain length)
different amounts of calcium ions from solution. Another remarkable obser-
vation during these experiments concerns the composition of the crystals. In
the absence of any peptides, as well as in the presence of pentaGLU, calcium
oxalate trihydrate (COT) was formed, while decaGLU stabilised calcium ox-
alate dihydrate (COD) and led to the simultaneous crystallisation of COT
and COD. Based on these findings, Fischer et al. concluded that “Calcium
ions precomplexed by the peptides may serve as nucleation centers reducing
the free energy of nuclei formation, and the structure of the formed calcium-
ion complex may be determining for the structure of the resulting crystal.”
[2] A similar hypothesis was described by Bulo et al. regarding the precip-
itation of calcium carbonate in the presence of polyacrylates [97]. In the
deprotonated state, polyacrylates, which possess side chains similar to the
peptides studied here, form complexes with calcium ions. According to Bulo
et al., the distances between the calcium ions of these complexes agree in
some cases remarkably well with those distances found in the crystal struc-
ture of calcite.

Regarding the models for nucleation and growth of mineral phases, there
has been a slight shift of paradigm in the last years. Recent studies show
that in order to understand the mechanisms by which molecular modifiers
are able to confer a specific structural pattern to the forming crystal, it is
necessary to consider non-classical nucleation pathways. These might in-
volve pre-nucleation clusters (PNCs) or liquid droplets of the mineral con-
stituents, which are formed by liquid–liquid phase separation. PNCs are
dynamic (meta-)stable aggregates of the constituents of the forming solid.
They are molecular precursors to the phase nucleating from solution [76].
The existence of PNCs has been shown for several minerals such as calcium
carbonate [79, 80] and calcium phosphate [188, 189, 190]. The importance
of PNCs can be seen from the fact that they can have encoded structural
motifs resembling one of the amorphous or crystalline polymorphs [76]. On
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the other hand, liquid droplets of calcium carbonate, that form through liq-
uid–liquid phase separation from the bulk solution, were observed in several
experimental set-ups [82, 32, 91, 77, 81]. These droplets are considered to be
liquid precursor phases to amorphous calcium carbonate (ACC). PNCs and
liquid–liquid phase separation have been observed during the crystallisation
in pure systems, i.e. without any additives. However, biomolecular mod-
ifiers have been shown to stabilise both PNCs and liquid mineral droplets
[6, 191, 77, 192]. For example, Picker et al. found that peptides of glutamic
acid stabilise PNCs of calcium carbonate [191]. If biomolecular modifiers
were able to not only stabilise but also to manipulate the structure of PNCs
or liquid mineral droplets, ion–peptide complexes might be viewed as the
starting point of a cascade of structural motif encoding.

Here, we want to study peptide–ion complexes formed by oligoglutamates
and calcium ions by means of Molecular Dynamics simulations. The interac-
tion of other (monovalent) cations with oligoglutamates in solution has been
studied both experimentally [148] and by computer simulations [149, 150]
before. However, no such information is available for calcium ions in contact
with oligoglutamates. Fischer et al. observed remarkable differences in the
impact of pentaGLU and decaGLU on crystal nucleation and growth of cal-
cium oxalate [2]. Therefore, our study is focused on the interactions of those
two oligopeptides with calcium ions in solution, with the goal to unravel
some of the processes that lead to the differences in crystallisation observed
in the presence of pentaGLU and decaGLU. The complexity of the struc-
ture of such ion–peptide aggregates underlines that the accurate modelling
of such structures delicately depends on a proper FF parametrisation. The
optimised FF presented in the previous chapter, which have been fine-tuned
with respect to structural and thermodynamic properties of ion-pairing, are
well-suited for these simulations.

Enhanced-sampling via BP-REMD simulations A fundamental dif-
ficulty, which is frequently encountered in molecular simulations, is the ad-
equate sampling of phase space [133]. This is especially the case, if the
minima of the potential energy surface are separated by regions of high po-
tential energy, which are less likely to be sampled. As shown in chapter 3,
the strong interactions between the charged side chains of oligoglutamates
and the calcium ions may lead to the formation of rigid aggregates that
strongly limit the frequency of conformational changes and thus hinder the
exploration of the conformational phase space. One approach that is often
applied to circumvent this problem is to increase the temperature during the
simulation in order to facilitate the escape from local potential energy min-
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(a) GROMOS FF (b) OPLS-AA FF

Figure 5.1: Influence of an increase in temperature on the Potential of Mean
Force (PMF) between a calcium and an acetate ion. The PMF is plotted as
a function of the distance between the carbon atom of the carboxylate group
and the calcium ion.

ima [127, 128, 129]. In the system under investigation, the PMF calculations
of calcium acetate at different temperatures reveal that an increase in tem-
perature strengthens the attraction between calcium and carboxylate groups
even further for both force fields (figure 5.1).

This shows that the free energy of ion-pairing of calcium ions and the
carboxylate groups of glutamate side chains in aqueous solution is dominated
by a gain in entropy. Any attempt to enhance the conformational sampling
in this system through an increase in temperature (as in temperature Replica
Exchange MD) will therefore not be successful. Instead, another method to
enhance the conformational sampling is needed.

In general, a number of different advanced sampling techniques is avail-
able for molecular simulations [124, 193], such as metadynamics [112, 134,
194], implicit solvent simulations [195], or Hamiltonian replica exchange
methods [123, 125, 132]. As each of these methods has its strengths and
weaknesses, the optimal choice among these methods depends on the system
of interest and the available resources. Metadynamics has the drawback, that
a successful application critically depends on the choice of suitable collective
variables (CVs). The CVs have to be good descriptors of the phenomenon of
interest and for efficiency reasons, they need to be limited in their number.
Therefore, a sensible choice is often difficult a priori. Due to these difficulties,
metadynamics is rather well-suited as a second enhanced sampling method
that is applied after the characteristics of the system under investigation
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have been studied by means of another enhanced sampling technique. Sim-
ulations, in which an explicit treatment of the solvent molecules is omitted
by the application of the implicit solvent concept, have the advantage that
the computational costs of the simulation are significantly reduced. There-
fore, the size of the system studied and the simulated time can be extended
to values which are not accessible to explicit solvent simulations. However,
for these simulations it is necessary to develop a system-specific implicit-
solvent model, which adequately captures the influence of the solvent on the
processes of interest. This task is very time-consuming, if possible at all.

The basic idea of Hamiltonian Replica Exchange Molecular Dynamics (H-
REMD) simulations is to modify the Hamiltonian of the system in a way that
facilitates the sampling of rare events, e.g. conformational changes. As there
are many different ways to manipulate the Hamiltonian of a system, many
different variants of the H-REMD method exist. Some of these methods have
been specifically designed for the conformational sampling of biomolecules.
Ostermeir and Zacharias compared different H-REMD methods to sample
peptide and protein conformations and found that one of the most promis-
ing techniques was the dihedral angle biasing-potential (BP-REMD) method
[132]. The BP-REMD method - as it is applied here - is based on the observa-
tions of Straatsma and McCammon that due to non-bonded interactions and
steric effects, the free energy barriers to dihedral rotation in biomolecules are
a lot larger than the dihedral angle potential energy function of the FF [133].
Therefore, it is not sufficient to scale-down the dihedral potential function
of the FF in order to enhance the sampling of rotational isomeric states in
molecular simulations of polypeptides in water. Instead, a biasing-potential
of the magnitude of the actual free energy barriers to dihedral rotation is
needed, which effectively flattens the free energy barriers that hinder con-
formational transitions. As in any other Replica Exchange method, several
non-interacting copies of the system (“replicas”) are simulated in parallel
with the possibility to exchange configurations between the different repli-
cas. REMD methods therefore have the advantage that they are suitable
for parallel computing due to the small amount of necessary communication
between the different replicas. Even more important is the fact, that the BP-
REMD method has been specifically designed for systems such as the one
under investigation. Therefore, this method was selected here to increase
the sampling of structures of oligoglutamates and calcium ions. A detailed
description of this method, its theoretical foundations and the determination
of a suitable biasing-potential is given in chapter 2.
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5.2 Methods

Systems under investigation In their experiments, Fischer et al. used a
calcium concentration of 1 mmol·L−1 irrespective of the chain length and the
concentration of the peptides. The peptide concentration was varied between
0.001 mmol·L−1 and 0.2 mmol·L−1 [2]. Regarding the peptide concentration,
Fischer et al. did not consider the concentrations of the peptide’s monomers
(and thus the number of functional groups), but only the number of peptide
molecules in solution. Therefore, the ratio of calcium ions per peptide is al-
ways 10 at a peptide concentration of 0.1 mmol·L−1, irrespective of the chain
length of the peptide. Accordingly, the ratio of calcium ions per side chain
of the oligopeptides differs depending on the peptide chain lenght at a given
peptide concentration. Our goal is to study a system which qualitatively
resembles the situation in solution during nucleation and crystal growth of
calcium-containing minerals. However, a calcium concentration of 1 mM cor-
responds to 1660.54 nm3/ion. The peptide concentration (e.g. 0.1 mM) is
typically even one order of magnitude lower in the experiments. This means
that very large systems would be necessary in order to model realistic ion
and peptide concentrations. Considering the computational costs of large
systems and the necessary time scales that need to be simulated in the given
system, it is clear that such system sizes cannot be achieved here. But as we
are interested in processes of nucleation and crystal growth, during which the
local concentrations of ions are significantly higher than the average concen-
trations in the system, it is acceptable (and necessary) to simulate systems
of higher ion concentrations. In accordance with those experiments of Fis-
cher et al. with peptide concentrations of 0.1 mM, we have chosen a ratio of
calcium ions per peptide molecule of 10, independent of the chain length of
the peptide. In order to neutralise the simulated systems, 15 chloride ions
were added to the system of one (fully deprotonated) pentaGLU ion with 10
calcium ions, while 10 chloride ions were necessary to neutralise the system
of one (fully deprotonated) decaGLU ion with 10 calcium ions. In order to
reveal the influence of the calcium ions on the conformations of the oligog-
lutamates, the same systems were also simulated without any calcium and
chloride ions.

Computational details The BP-REMD method (cf. chapter 2) was ap-
plied to the four different systems (pentaGLU with and without counter-ions
and decaGLU with and without counter-ions). In these simulations, the
“higher” replicas differ from the reference replica by modified peptide back-
bone dihedral potentials for the dihedral angles ϕ and ψ that will allow for
an enhanced rate of conformational changes. The details of the two biasing-
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potentials, which were used to modify the dihedral potentials accordingly,
are described in chapter 2. In order to construct the biasing-potentials, the
free energy barriers to backbone dihedral rotation (i.e. the PMF) were deter-
mined for the central monomer-unit of pentaGLU via well-tempered meta-
dynamics [134]. It is important to note, that these PMFs were measured
in the absence of calcium. As we will see later on, calcium ions contribute
additionally to the torsional free energy barriers of the peptide. But in an
attempt to consider the influence of calcium ions and other non-bonded inter-
actions and steric effects on the PMF separately, the PMFs were determined
in the absence of calcium ions. The various replicas of one simulation dif-
fered in the extent to which the dihedral biasing-potentials were applied:
while the “lowest” replica possessed unmodified peptide backbone dihedral
potentials, the biasing-potentials were fully exerted only in the “highest”
replica. The BP-REMD simulations were executed employing the H-REMD
utilities implemented in GROMACS 4.6. In GROMACS, the potentials of
bonded interactions can be interpolated smoothly from state A (λ = 0) to
state B (λ = 1) using the λ-dependence of potentials. The resulting potential
of dihedral angle ϕ of any interpolated state reads [136, 137]:

V (ϕ) = [(1− λ)kA + λkB] · (1 + cos[nϕ− (1− λ)δA − λδB]) (5.1)

The parameter λ can be assigned to any value between 0 and 1, while kA,
kB, δA and δB represent the respective constants of the dihedral potentials of
state A and state B (general form of dihedral angle potentials: cf. eq. 2.24).
The same function holds for the dihedral angle ψ.

In order to weaken the interactions between calcium ions and oligopep-
tides and thus to remove further obstacles to conformational changes, it
would have been advantageous to simultaneously modify the van-der-Waals
interactions between calcium ions and oxygen atoms of the carboxylate groups
of the peptides in these simulations. Based on the analyses of different FF
parametrisations presented in the previous chapter, the choice of suitable
modified Lennard-Jones parameters would have been straightforward. How-
ever, the simultaneous modification of these interaction parameters during
BP-REMD simulations was unfortunately not yet possible with the latest
available GROMACS version. Therefore, the replicas of one simulation dif-
fered only in the peptide backbone dihedral potentials.

The number of replicas, the λ-values of each replica and the frequency of
exchange attempts were chosen based on several BP-REMD test runs of 10
or 20 ns. The final values of these parameters were selected based on the goal
to achieve rates of successful exchange attempts between neighbouring repli-
cas of 20 to 30 %. This goal was chosen in accordance with the findings of
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Rathore et al. and Kone and Kofke, who found out that an acceptance ratio of
20 to 30 % yields the optimal performance in temperature REMD simulations
[196, 197]. The two systems containing pentaGLU were simultated with six
replicas each. The λ-values of these replicas were chosen to be 0.0, 0.2, 0.4,
0.6, 0.8, and 1.0. Eight different replicas were used in the BP-REMD simula-
tions of the two systems containing decaGLU, with λ-values of 0.0, 0.21, 0.40,
0.54, 0.68, 0.81, 0.92, and 1.0. In all simulations, exchange attempts were
made every 2 ps. The systems were simulated in boxes of a rhombic dodec-
ahedron shape with periodic boundary conditions. The pentaGLU systems
contained 3563 (pentaGLU without counter-ions) or 3538 (pentaGLU with
counter-ions) water molecules in a box of approx. 108 nm3. The decaGLU
systems contained 8203 (decaGLU without counter-ions) or 8183 (decaGLU
with counter-ions) water molecules in a box of approx. 249 nm3. We used
the GROMACS simulation package [136, 137] (version 4.6.3) for our sim-
ulations. The GROMOS 54A8 FF [108] with our optimised van-der-Waals
interactions between calcium ions and oxygen atoms of the carboxylate group
of the side chains of the oligoglutamate (LJ parameters of the Ca-OM inter-
action) as presented in chapter 4 (cf. table 4.2) was used in combination with
the standard GROMOS parameters for calcium [158] and with the SPC/E
water model [155]. All simulations were conducted in the NVT ensemble at
a temperature of 300 K with the temperature being controlled via stochas-
tic velocity rescaling [102] with a coupling time of 0.1 ps. The equations
of motion were integrated with the leap-frog algorithm with a time step of
2 fs. The center of mass translation of the simulation box was removed every
200 fs and the neighbour list was updated every 20 fs. In all simulations, the
PME method [159] was used to treat long-range electrostatic interactions
with a grid spacing of 0.1 nm and an interpolation of 4. The Lennard-
Jones interactions and the real-space Coulomb interactions were truncated
at 1.4 nm. In accordance with the FF standards, no long-range dispersion
correction was applied. Each replica was equilibrated separately for 20 ns
(pentaGLU) or 40 ns (decaGLU), before the 400 ns BP-REMD simulations
were started. The simulations were executed on the Hydra-Cluster of the
Rechenzentrum Garching computing centre of the Max Planck Society on 12
nodes (pentaGLU) or 24 nodes (decaGLU), with 16 cores per node.

In order to be able to evaluate the success of the BP-REMD simulations,
the systems of interest (replica 0 of the BP-REMD simulations) were also
simulated as standard MD (“brute-force”) simulations. All settings and pa-
rameter values were exactly as in the BP-REMD simulations, except that
these simulations were performed in single precision in order to reach longer
simulation times. The simulated time was 2 µs for the system of pentaGLU
without calcium or chloride ions and 1 µs for the pentaGLU system contain-
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ing counter-ions.

5.3 Results

Before we give a detailed description of the results of the BP-REMD simula-
tions here, it is necessary to specify the meaning of the two terms “system”
and “replica”, which are frequently used in the context of replica exchange
methods. Here, we refer to a system as a fixed set of molecules with a con-
tinuous trajectory. On its way through replica space, the Hamiltonian of the
system changes according to the replica. In contrast, a replica is specified
by a certain Hamiltonian. During the simulation, the systems are exchanged
between the replicas. Therefore, the trajectories of molecular coordinates
and velocities are discontinuous within one replica. The number of replicas
and systems is always equal, and the systems are numbered according to the
replica, in which they started the BP-REMD simulation.

5.3.1 Evaluation of the applied method

Some first conclusions on the success of the application of replica exchange
methods can be drawn from the statistics of successful exchange attempts.
These statistics are given in table 5.1 for the two BP-REMD simulations
containing pentaGLU and in table 5.2 for the two BP-REMD simulations
containing decaGLU.

The optimal acceptance ratio is between 20 and 30 % [196, 197]. With
respect to this optimum, the fractions of successful exchange attempts are
reasonable in all four simulations. The BP-REMD simulations could be fur-
ther optimised by changing the “spacing” between the different replicas, i.e.
the extent to which the biasing-potential is added to the standard dihedral
potential in the respective replica (λ-values). This measure helps to obtain
a similar acceptance ratio of exchange attempts in all replicas. Furthermore,
the number of replicas could be increased for the decaGLU simulations, as a
smaller spacing between the replicas increases the rate of successful exchange
attempts.

However, the rate of successful exchange attempts between neighbouring
replicas contains no information on the question, whether a random walk
through replica space was achieved, i.e. whether all systems visited all repli-
cas. In order to obtain a qualitative answer to this question, it is possible to
analyse the “trajectory” of one system through replica space. Such trajecto-
ries are shown in figure 5.2 for all four BP-REMD simulations.
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Table 5.1: Statistics of successful exchange attempts between neighbour-
ing replicas of the two systems containing a pentamer of glutamate (“pen-
taGLU”) during the BP-REMD simulations. Exchange attempts are either
made between even replica pairs (i.e. 0-1, 2-3, and 4-5) or between odd
replica pairs (i.e. 1-2, 3-4) at once. Replica 0: λ = 0, replica 1: λ = 0.2,
replica 2: λ = 0.4, replica 3: λ = 0.6, replica 4: λ = 0.8, replica 5: λ = 1.0.

pentaGLU no ions pentaGLU with ions

total number % total number %
total exchange attempts 200094 200052

exchange attempts even/odd 100047 100026
successful 0-1 exchanges 29009 29.0 41040 41.0
successful 1-2 exchanges 26746 26.7 32662 32.7
successful 2-3 exchanges 27237 27.2 24178 24.2
successful 3-4 exchanges 26729 26.7 29823 29.8
successful 4-5 exchanges 9326 9.3 14560 14.6

Table 5.2: Statistics of successful exchange attempts between neighbouring
replicas of the two systems containing a decamer of glutamate (“decaGLU”)
during the BP-REMD simulations. Exchange attempts are either made be-
tween even replica pairs (i.e. 0-1, 2-3, 4-5, and 6-7) or between odd replica
pairs (i.e. 1-2, 3-4, and 5-6) at once. Replica 0: λ = 0, replica 1: λ = 0.21,
replica 2: λ = 0.40, replica 3: λ = 0.54, replica 4: λ = 0.68, replica 5: λ =
0.81, replica 6: λ = 0.92, replica 7: λ = 1.0.

decaGLU no ions decaGLU with ions

total number % total number %
total exchange attempts 200039 200024

exchange attempts even/odd 100020/100019 100012
successful 0-1 exchanges 11552 11.5 17858 17.9
successful 1-2 exchanges 12656 12.7 15124 15.1
successful 2-3 exchanges 14621 14.6 12008 12.0
successful 3-4 exchanges 19753 19.7 15934 15.9
successful 4-5 exchanges 21993 22.0 23517 23.5
successful 5-6 exchanges 18700 18.7 24702 24.7
successful 6-7 exchanges 21415 21.4 10431 10.4
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(a) pentaGLU without calcium ions (b) pentaGLU with calcium ions

(c) decaGLU without calcium ions (d) decaGLU with calcium ions

Figure 5.2: “Trajectory” of one system through replica space during each
BP-REMD simulations. For each simulation, the system that started from
replica 0 (λ = 0) in the beginning of the simulations is shown. For the system
containing decaGLU with counter-ions, the trajectory of system 4 (starting
from replica 4 with λ = 0.68) through replica space is also shown in order to
illustrate, that the whole range of replicas was in principle accessible to all
systems during the simulation.
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The sampling of replica space is sufficient during the simulation of pen-
taGLU without calcium ions and acceptable for the simulations of pentaGLU
with ions and decaGLU without ions, even though further sampling in the lat-
ter two simulations would be advantageous. However, in the case of decaGLU
with counter-ions, a complete random walk in replica space is clearly not
achieved. System 0 (dark blue curve: starting from replica 0 with λ = 0)
never reaches the highest replica (λ = 1) and mostly samples a limited re-
gion of replica space, even though the whole range of replicas is in principle
accessible to all systems during the simulation, as the trajectory of system
4 (light blue curve: starting from replica 4 with λ = 0.68) illustrates (fig.
5.2d).

A quantitative analysis of the trajectories through replica space is given
in figure 5.3, which shows histograms of the occurrence of each system of
the simulation in replica 0 (λ = 0). A random walk of systems through
replica space would yield a uniform distribution of equal probability for each
system to visit one replica (1/6 for pentaGLU due to 6 replicas and 1/8 for
decaGLU corresponding to 8 replicas). This is nearly achieved during the BP-
REMD simulation of pentaGLU without calcium ions. The two simulations of
pentaGLU with counter-ions and decaGLU without ions exhibit the necessity
for a further improvement of the simulation set-up and the simulation of
decaGLU in the presence of counter-ions needs some major revision of the
set-up in order to achieve optimal BP-REMD simulations.

The non-uniform sampling of replica space during the simulation of
decaGLU in the presence of counter-ions reveals that the Hamiltonians of
neighbouring replicas are too dissimilar. One would indeed expect that a
replica that locks into a very specific conformation (e.g. an ion-bridged loop)
would be particularly reluctant towards an exchange to a Hamiltonian where
the corresponding backbone torsion is more strongly unfavoured. In some
replicas, the systems might also not have enough time to undergo major con-
formational changes and thus to adopt a state which is more compatible with
the next replica. Obvious measures to correct for these shortcomings would
be to increase the number of replicas and to decrease the frequency of ex-
change attempts. A more elaborate approach to support the random walk of
systems in replica space would be to manipulate further parts of the Hamil-
tonian in order to smooth the energy landscape even further. For example,
the van-der-Waals interactions between calcium ions and carboxylate groups
of the peptides could be weakened in order to further alleviate the escape
from local energy minima. This measure would enhance the conformational
sampling in one replica even further and decrease the possible dissimilarities
of conformations of neighbouring replicas.

Despite the above limitations, the BP-REMD simulations can neverthe-
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(a) pentaGLU without calcium ions (b) pentaGLU with calcium ions

(c) decaGLU without calcium ions (d) decaGLU with calcium ions

Figure 5.3: Histograms of the probability for each system to visit replica
0 (λ = 0) during the respective BP-REMD simulation. A random walk of
systems through replica space would yield a uniform distribution of equal
probabilities for each system to occur in one replica (1/6 for pentaGLU due
to 6 replicas and 1/8 for decaGLU corresponding to 8 replicas).

103



CHAPTER 5. CONFORMATIONAL SAMPLING OF
OLIGOGLUTAMATES IN CONTACT WITH CALCIUM IONS

(a) (b)

Figure 5.4: Evolution of the radius of gyration of pentaGLU during the BP-
REMD simulation of pentaGLU without counter-ions. The radius of gyration
is shown as a function of time (left) and in form of a histogram at several
points of the trajectory (right).

less be viewed as a success. Frequent exchanges between replicas with dif-
ferent peptide backbone dihedral angle potentials were achieved and thus
enhanced conformational sampling can be expected. However, especially the
presence of calcium ions necessitates a further optimisation of the simulation
set-up in order to obtain a fully comprehensive sampling of conformational
phase space with reasonable computational effort. Besides improving sim-
ulation set-ups (such as an increased number of replicas), it might also be
necessary to simulate the systems containing decaGLU longer than 400 ns.
Furthermore, it is in principle possible to use the data of higher replicas dur-
ing the analysis as well. For this purpose, the weighted histogram analysis
method (WHAM) [198] that has been adapted for the analysis of results of
H-REMD simulations [126] needs to be implemented.

Apart from these possibilities to further improve the replica exchange
simulations, it remains to be shown that the BP-REMD simulations are
more efficient than standard brute-force simulations. Figure 5.4a shows that
conformational changes occur frequently during the BP-REMD simulation
of pentaGLU without ions. The impression of an extensive sampling of the
conformational phase space during this simulation is supported by figures
5.2a and 5.3a. The evolution of the histogram of the radius of gyration of
pentaGLU (figure 5.4) shows that the sampling is close to convergence after
400 ns.

These findings can be compared directly with the results of the respective
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(a) (b)

Figure 5.5: Radius of gyration of pentaGLU in the simulations without
counter-ions. The histogram of the radius of gyration is shown at several
points during the brute-force simulation (left) and the final histograms in the
end of the BP-REMD and the brute-force simulation are compared (right).

brute-force simulation (figure 5.5). After 1000 ns of brute-force simulation,
the histogram of the radius of gyration shows no significant changes any more
(fig. 5.5a). However, this does not mean that this simulations has converged
in the sense that the phase space has been sampled comprehensively. A
comparison to the results of the BP-REMD simulation (fig. 5.5b) reveals
that there is a region in conformational phase space, with a radius of gyration
of pentaGLU of approximately 0.5 nm, which has not yet been sampled
during the 2000 ns brute-force simulation. This is remarkable as out of
the four systems considered here, this is the system in which comprehensive
conformational sampling is most easily achieved.

In the presence of ions, the differences between brute-force and BP-REMD
simulations in the efficiency of phase space sampling are even more striking.
Figure 5.6 depicts a comparison of the histograms of the radius of gyration of
pentaGLU in the end of the BP-REMD and the brute-force simulation. Areas
of phase space with a radius of gyration of pentaGLU of less than 0.45 nm
were not sampled at all during the brute-force simulation. It is unclear
how long the brute-force simulation would need to be extended in order
to ensure a comprehensive sampling of the conformational phase space. For
pentaGLU, many microseconds of simulation time are probably necessary. As
the phase space of the decamer of glutamate is a lot more complex, a sufficient
sampling would probably take even a lot longer. This shows that simulations
applying the BP-REMD method are definitively more efficient than brute-
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Figure 5.6: Comparison of the final histograms of the radius of gyration of
pentaGLU in the end of the BP-REMD and the brute-force simulations of
the system that contained counter-ions.

force simulations. Especially if calcium ions are present in solution, the
brute-force approach is futile.

5.3.2 Influence of the peptide chain length on the for-
mation of oligoGLU–calcium ion complexes

The total number of calcium ions that interact simultaneously with one
oligopeptide molecule strongly depends on the chain length of the peptide.
Figure 5.7 shows the histograms of the number of calcium ions in contact
with pentaGLU and decaGLU during the BP-REMD simulations. From the
PMF calculations presented in the previous chapter (cf. figure 4.9), the dis-
tances between calcium ions and the carbon atom of a carboxylate group in
the states of a contact ion pair (CIP) and a solvent-shared ion pair (SIP)
are well known. Therefore, a “contact” between a calcium ion and the side
chains of the oligopeptides is here defined by a maximum distance of 0.66 nm,
such that both CIPs and SIPs are considered. As it was to be expected, the
calcium “uptake” of decaGLU is higher than that of pentaGLU. According
to the positions of the peaks of the histograms, one decaGLU molecule inter-
acts with approximately two more calcium ions than pentaGLU on average.
This difference might be one explanation for the retardation of nucleation
observed during the experiments [2], which is a lot stronger in the presence
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Figure 5.7: Histograms of the number of calcium ions that directly interact
with the oligoglutamate ions during the BP-REMD simulations of pentaGLU
and decaGLU. A “contact” between calcium ions and oligoGLU is defined by
a maximum distance of 0.66 nm between calcium ion and carbon atom of the
carboxylate groups of the side chains of the peptides (Ca-C). According to the
findings of the previous chapter, a Ca-C distance of 0.66 nm includes both
contact ion-pairs (CIP) and solvent-shared ion-pairs (SIP) in simulations
with the optimised GROMOS 54A8 FF (cf. fig. 4.9).

of decaGLU than in the presence of pentaGLU. As a consequence of this ex-
traction of free calcium ions from solution by oligoglutamates, the apparent
concentration of calcium in solution is decreased, thus lowering the supersat-
uration as a driving force for precipitation.

The calcium ions induce salt-bridges between the side chains of oligoGLUs.
These salt-bridges may form between any pair of side chains, leading to ex-
tended structures (figure 5.8a: salt-bridges between neighbouring side chains)
or globular ones (figure 5.8b: salt-bridges between “distant” side chains).

The interactions with calcium ions modify the low-energy conformations
of the oligopeptides which are sampled frequently. As figure 5.9 shows, the
presence of ions leads to more compact structures. For both peptide chain
lengths analysed here, the formation of ion–peptide complexes with small
radii of gyration and end-to-end distances of the peptide is very probable.
Naturally, the complexes that decaGLU forms in the presence of ions are
significantly larger than those of pentaGLU. It can be expected that the
diffusion of these larger complexes is slower than the one of the pentaGLU
complexes. The different mobilities of these structures might contribute to
the differences in the rates of crystal nucleation and growth that were ob-
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(a) (b)

Figure 5.8: The calcium ions induce salt-bridges between the carboxylate
groups of the side chains of oligoglutamates. These salt-bridges may form
between any pair of side chains, leading to extended structures (left: salt-
bridges between neighbouring side chains of pentaGLU) or globular ones
(right: salt-bridges between “distant” side chains).

(a) pentaGLU (b) decaGLU

Figure 5.9: Comparison of the histograms of the radius of gyration of pen-
taGLU (left) and decaGLU (right) during the BP-REMD simulations with
and without counter-ions.
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served in experiments between pentaGLU and decaGLU [2].

Although the conformational sampling during the BP-REMD simulations
is probably not comprehensive for those systems that contain calcium ions,
the results still contain enough information to draw qualitative conclusions
on the probabilities of the different conformations. In order to systemati-
cally analyse, how many different types of ion–peptide complexes exist and
to determine their respective probabilities, some clustering of the sampled
structures needs to be carried out. Here, the sketch-map method was used
for this task.

At this point, it is necessary to introduce some terms and definitions which
will be used throughout the following discussion. It is especially necessary
to characterise the different phrases used to discriminate the various possible
“spatial arrangements” of the peptides and ions in the system. A single point
in the conformational phase space (i.e. a “snapshot” of a trajectory) will
be referred to as a configuration. Configurations, which exhibit only minor
differences in structural properties such as the peptide backbone dihedral
angles, are summarised as one type of conformation. As will be shown later,
some conformations, which are sampled during the simulations with counter-
ions, feature the same specific pattern of salt-bridges (number and position of
salt-bridges within the peptide) in spite of their differences in the backbone
dihedral arrangement. These different conformations are said to belong to
one type of complex structure.

From each of the four BP-REMD simulations, 40,000 configurations were
analysed and clustered based on the similarity of the peptide’s backbone
conformation according to the sketch-map method as described in chapter 2.
Figure 5.10 shows the projections of the configurations on a two-dimensional
space for each of the four systems. The different densely populated regions
in the two-dimensional space are referred to as clusters. Each cluster usually
consists of a very limited number of conformations and they are coloured
according to the absolute probability of data points per area in figure 5.10.

From these projections it is possible to identify some of the most probable
structures of the ion–peptide complexes. As the same landmark points are
used for the projection of the systems with and without ion (landmarks only
differ between pentaGLU and decaGLU), the positions of the clusters in the
two-dimensional projections can be compared between the simulations with
and without ions. From these sketch-map projections it can therefore be
inferred, that the presence of ions confines the conformational phase space
of both types of oligopeptides (pentaGLU and decaGLU) in the sense that
the number of low-energy conformations is reduced. As the phase space
of pentaGLU is less complex than that of decaGLU, we will first focus on
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pentaGLU here in order to illustrate the possible conlusions that can be
drawn from the sketch-map analysis.

The sketch-map projection presented in figure 5.10 shows that some clus-
ters have the same position in the projections of configurations of the pen-
taGLU simulation with and without calcium ions, but they are sampled with
different frequencies. Other clusters exist only in the one case but not in the
other. The reason for these differences is probably the presence of calcium
ions, which attract the carboxylate groups of the side chains into positions,
which are unfavourable in the absence of calcium ions due to electrostatic
repulsion of the negatively charged side chains.

In order to analyse how the different clusters of the sketch-map projec-
tion differ from each other, the two-dimensional data points can be coloured
according to different properties of the respective high-dimensional configura-
tion, as for example the radius of gyration. Figure 5.11 shows the sketch-map
projection of configurations of pentaGLU in the presence of calcium ions with
a colour-code according to the radius of gyration of the peptide.

This colour-code shows that the sketch-map clustering (which is here
based on backbone dihedral angles) is able to organise the ion–peptide con-
figurations into meaningful conformations: configurations with similar radii
of gyration are grouped into a collective cluster. Based on the radius of
gyration and on the probabilities (cf. figure 5.10b) of the different clusters,
12 regions of the two-dimensional space were chosen for further analysis.
Representative snapshots from these regions are shown in figure 5.11.

The most “central” cluster consists of elongated conformations (red and
yellow colouring according to the radius of gyration), while the clusters sur-
rounding this central cluster mostly contain more compact conformations
(blue colouring according to the radius of gyration). It is interesting to see
that there are several different clusters that contain compact conformations
in the 2D space. As skecth-map assigns the respective configurations to dif-
ferent regions in the 2D space, they must differ considerably in their backbone
conformations. However, in view of our main interest to study the interfer-
ence of oligopeptides with nucleation or crystal growth of calcium-containing
minerals, properties such as the number and positions of salt-bridges of the
ion–peptide configurations are probably more important than the backbone
conformations of the peptide alone. Omitting any information on backbone
conformations and focusing solely on properties such as salt-bridge forma-
tion, four different types of complex structures can be identified among the
twelve different regions of the 2D space. The colour of the frames surround-
ing the snapshots in figure 5.11 indicates to which type of complex structure
the respective snapshot belongs. The structures that are indicated by a blue
frame possess two salt-bridges between the neighbouring side chains 1 and 2
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(a) pentaGLU without calcium ions (b) pentaGLU with calcium ions

(c) decaGLU without calcium ions (d) decaGLU with calcium ions

Figure 5.10: Two-dimensional sketch-map projections of 40,000 configura-
tions from each of the four BP-REMD simulations. The clustering is based on
the similarity of the peptide’s backbone conformation and the various regions
of the projection represent different types of structures of the ion–peptide
complexes. The colour scheme reflects the absolute probability of data points
per area.
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Figure 5.11: Two-dimensional sketch-map projections of 40,000 configura-
tions from the BP-REMD simulation of pentaGLU with counter-ions. The
colour scheme of the data points reflects the radius of gyration of pentaGLU
(the scale on the right side shows the values of the radius of gyration in
nanometers). Configurations of 12 different regions are shown. Based on the
number and positions of salt-bridges (grey circles), these 12 configurations
have been categorised into four different structures of ion–peptide complexes,
which are labeled by the colour of their frames.
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and between side chains 3 and 4 (the numbering of side chains starts at the
N-terminus of the peptides). Further calcium ions frequently interact with
one of the carboxylate groups of the other side chains or of the deprotonated
C-terminus. The radius of gyration of this structure varies in the range of
0.52 to 0.57 nm. The green frames indicate elongated structures with a large
radius of gyration (varying between 0.52 and 0.65 nm) with two salt-bridges.
The first salt-bridge is formed between side chains 1 and 2, while the second
salt-bridge connects the 4th side chain with the C-terminus. The third type of
structure, which is highlighted by orange frames, is the most compact struc-
ture observed for pentaGLU. The globular structure can be ascribed to two
salt-bridges which connect the two ends of the peptide. These salt-bridges
are formed between the 1st side chain and the C-terminus and between the
2nd and 5th side chain. A third salt-bridge connects side chains 3 and 4. The
radius of gyration of this complex structure varies between 0.43 and 0.47 nm.
As can be seen from figure 5.10b, the fourth type of structure (violet frame
colour) is the most frequently sampled structure of the respective BP-REMD
simulation. It is very similar to the previously described structure (orange
frames), but features only two salt-bridges between the 2nd and 5th and be-
tween the 3rd and 4th side chains. As the salt-bridge between the 1st side
chain and the C-terminus is missing compared to the previous type of struc-
ture, it is slightly less compact with a radius of gyration of approximately
0.47 nm.

Each of these types of complex structures can be formed by different
peptide backbone conformations. This is nicely illustrated by the sketch-map
projection (fig. 5.11), which assigns configurations of one type of complex
structure to different regions in the two-dimensional space according to their
backbone conformation. Furthermore, this is indicated by the range of values
of the radius of gyration of each type of structure.

The two-dimensional sketch-map projection of configurations (cf. figures
5.10b and 5.11) contains further valuable information on possible transitions
between the various clusters. It is important to consider that the exchanges of
configurations between the replicas during the BP-REMD simulations lead
to discontinuous trajectories within one replica. Therefore, only a limited
number of conformational changes is observed within the replica of inter-
est. It is thus unclear, whether those data points, that lie in between two
clusters in the 2D space, really correspond to configurations that were sam-
pled during a conformational change in the replica of interest. Nevertheless,
it is plausible that these configurations indicate the position of low-energy
pathways between different conformations and that conformational changes
really proceed along these pathways. Therefore, we will refer to them as
transition pathways in the following. It is interesting to see that many of the
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non-central clusters are not connected through direct transition pathways.
Major conformational changes from one non-central cluster to another one
(e.g. from one compact structure to another compact structure) apparently
almost always have to pass through the extended conformation of the central
cluster as a transition state.

The two-dimensional sketch-map projection of ion–peptide configurations
consisting of decaGLU and calcium ions exhibits similar features as the one of
pentaGLU–calcium configurations. As for the pentaGLU system, the sketch-
map method projects the configurations onto the two-dimensional space such
that meaningful, well-distinguishable clusters are created. This can be seen
from figure 5.12, in which the data points are coloured according to the radius
of gyration of the respective configuration. Naturally, the conformational
phase space of decaGLU–calcium ion configurations is a lot more complex
than the one of pentaGLU with calcium ions. Therefore, the number of clus-
ters is larger and their distribution in the two-dimensional projection is a
lot more complex than for pentaGLU. In figure 5.12 representative configu-
rations of the most important clusters, that have been identified during the
BP-REMD simulation, are shown. The clusters of compact conformations are
again arranged around a central cluster of elongated conformations. Many
clusters are connected via well-defined transition pathways. And clusters
with similar features in terms of the number of saltbridges and the radius of
gyration are positioned in different areas of the two-dimensional projection,
which shows that they differ with respect to their peptide backbone confor-
mations. As the conformational sampling during this simulation is probably
not comprehensive, these conformations are most likely only a subset of the
many stable structures that decaGLU forms in the presence of calcium ions.
In contrast to pentaGLU, the conformations identified here can not be easily
grouped into a smaller number of characteristic complex structures, as the
number and positions of saltbridges are too diverse in all of the above con-
formations.

Considering the different types of structures of the ion–peptide complexes
observed for pentaGLU and decaGLU, it is interesting to analyse the dis-
tances between the calcium ions of the complexes. As described above (sec-
tion 5.1), it has been speculated in the literature that molecular modifiers
in solution might collocate the constituents of a forming solid in a way that
determines the amorphous or crystalline polymorph which is formed [97, 2].
Furthermore, recent results on the formation of “dynamically ordered liquid
like oxyanion polymers” (DOLLOP) of calcium carbonate suggest that the
ordering of ions in DOLLOP (a precursor of amorphous calcium carbonate)

114



5.3. RESULTS

Figure 5.12: Two-dimensional sketch-map projections of 40,000 snapshots
from the BP-REMD simulation of decaGLU with counter-ions. The colour
scheme of the data points reflects the radius of gyration of decaGLU (the scale
on the right side shows the values of the radius of gyration in nanometers).
Snapshots of 9 different regions are shown, in which the positions of salt-
bridges are indicated by grey circles.
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Figure 5.13: Radial distribution functions of calcium ions during the BP-
REMD simulations of pentaGLU and decaGLU.

is characteristic for the type of polymorph into which DOLLOP later on
transforms [76]. These findings suggest that polymorphism is modulated by
highly dynamic nanoscale structures in solution and might thus be affected by
ion–peptide complexes [191, 77, 192]. As the exact mechanisms, by which oli-
goglutamates manipulate the nucleation process of calcium oxalate, are still
unknown, it is worth studying whether any characterstic distances between
calcium ions can be identified for the different types of oligoGLU–calcium
complexes. Figure 5.13 shows the radial distribution functions (RDF) of
calcium ions during the BP-REMD simulations of pentaGLU and decaGLU.

The curves possess distinct peaks which can be assigned to the calcium
ions “bound” to the oligopeptides and kept at very characteristic distances
by the peptide conformations. The significant peaks are located at distances
of approximately 0.68 nm, 0.88 nm, and 1.2 nm (pentaGLU) and at 0.63 nm,
0.9 nm, and 1.43 nm (decaGLU). While those peaks at shorter distances have
similar positions for pentaGLU and decaGLU, the respective peaks at larger
distances are very different in their position (1.2 nm vs. 1.43 nm). This
shows that the range of “ordering” of calcium ions is larger for decaGLU
due to the longer chain length, which might have implications for processes
occuring prior to or during nucleation.

Figure 5.14 shows two pentaGLU structures that feature calcium dis-
tances corresponding to the peaks of the respective RDF. The calcium dis-
tance of approximately 0.68 nm is observed for example in representative

116



5.3. RESULTS

Figure 5.14: Two exemplary snapshots of pentaGLU structures from the BP-
REMD simulation that feature calcium distances corresponding to the peaks
of the respective RDF (cf. fig. 5.13).

snapshots of structure type 1 (blue frames in figure 5.11): it is the distance
between one calcium ion in a saltbridge and another ion which is only loosely
bound to one carboxylate group of a neighbouring side chain. This struc-
ture might be too unstable to direct the aggregation of any crystallising
species. The calcium distances of 0.88 nm and 1.2 nm are both observed in
snapshots of ion–peptide complexes of type 3 (orange frames in figure 5.11):
both distances are found between calcium ions of two salt-bridges in a glob-
ular complex structure (fig. 5.14). The information depicted in figure 5.10b
reveals that such structures were sampled frequently during the BP-REMD
simulations, which indicates that these pentaGLU–calcium-ion complexes are
relatively stable.

In order to compare these distances between the calcium ions bound to
pentaGLU to those calcium distances in calcium oxalate crystals, two of the
RDFs are plotted in figure 5.15. The RDF of the COT crystals shows several
peaks of similar magnitude, of which the peak at 0.9 nm (grey dash-dotted
line in fig. 5.15) coincides with the largest peak of the RDF of calcium ions
bound to pentaGLU at a calcium distance of 0.88 nm. In figure 5.15, the po-
sitions of some of the most significant peaks of the RDF of the COD crystal
(fig. 5.17) are indicated by the grey dashed lines. The positions of the peaks
of the RDF of calcium ions in the vicinity of pentaGLU exhibit no similarity
to the positions of peaks in the COD crystal (fig. 5.15).

The characteristic distances between calcium ions which are observed in
the presence of decaGLU (fig. 5.13) can be found in many of the different
structures that have been identified above. The complex structure depicted
in figure 5.16 features three different distances between calcium ions which
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Figure 5.15: Radial distribution functions of calcium ions in calcium ox-
alate trihydrate (COT) crystals and of the BP-REMD simulation containing
pentaGLU. The grey dash-dotted line (r = 0.9 nm) indicates the distance
between calcium ions which can be found both in COT and in the complexes
formed by pentaGLU and calcium ions in solution. The grey dashed lines de-
note the most significant peaks in the RDF of the calcium oxalate dihydrate
(COD) cyrstal.
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Figure 5.16: Exemplary snapshot of a decaGLU structure from the BP-
REMD simulation that features calcium distances corresponding to the peaks
of the respective RDF (cf. fig. 5.13).

correspond to the three largest peaks observed in figure 5.13.

The shortest distance (0.64 nm) is observed between a calcium ion that
forms a salt-bridge and one ion which interacts with only one carboxylate
group. All other distances occur between calcium ions that promote salt-
bridges between carboxylate groups of various side chains. This structure
features numerous salt-bridges and intramolecular hydrogen-bonds, and from
the information of figure 5.10b it is known that this structure is the most fre-
quently sampled structure during the BP-REMD simulation. Therefore, this
structure is probably very stable. The snapshot of a decaGLU–calcium-ion
complex (fig. 5.16) illustrates that even those calcium ions, which promote a
salt-bridge between side chains of the peptide, are well-exposed to the solvent,
which makes further interactions with anions such as oxalate or carbonate
possible.

Comparing the positions of peaks of the RDF of calcium ions in the vicin-
ity of decaGLU with the RDF of calcium ions in COD crystals (figure 5.17),
several similarities become apparent. The pronounced peaks at 0.62, 0.96,
1.41, and 1.48 nm of the crystal RDF have some counterparts in the RDF of
the decaGLU system (grey dashed lines in fig. 5.17), but not in the RDF of
the pentaGLU system (grey dashed lines in fig. 5.15). It is interesting how-
ever, that the most pronounced peak of the RDF of the decaGLU system at
0.9 nm coincides with one of the peaks observed in COT (grey dash-dotted
line in figures 5.15 and 5.17). At this point, it is important to recall the
experimental observations, that COT forms in the presence of pentaGLU,
while both COT and COD form when decaGLU is present in solution [2].
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Figure 5.17: Radial distribution functions of calcium ions in calcium ox-
alate dihydrate (COD) crystals and of the BP-REMD simulation containing
decaGLU. The grey dashed lines indicates the distances between calcium ions
which can be found both in COD and in the complexes formed by decaGLU
and calcium ions in solution. The grey dash-dotted line (r = 0.9 nm) denotes
one of the significant peaks in the RDF of the calcium oxalate trihydrate
(COT) cyrstal.

120



5.4. CONCLUSIONS AND OUTLOOK

The observed similarities of the respective distances between calcium ions in
calcium oxalate crystals and in oligoglutamate–calcium-ion complexes sug-
gest that the accumulation of calcium ions around oligoglutamates might
trigger the formation of ion clusters, which serve as precursors for the for-
mation of COT or COD. The long-range order of calcium ions observed in
the presence of decaGLU might be necessary for the formation of COD. As
it is missing in pentaGLU–calcium-ion clusters due to the smaller size of the
peptide, only precursors to COT might be formed.

For the system of calcium carbonate, it is well known that the forma-
tion of crystals results from several intermediate phases such as prenucle-
ation clusters and amorphous precursors. Therefore, any structural motif
encoding that happens at the stage of ion–peptide clusters would need to
be transferred through the cascade of intermediate stages in order to affect
the polymorphism of the resulting crystalline end product. For calcium car-
bonate, several studies suggest that this might be the case [6, 192]. Even
though the exact mechanisms of the nucleation of calcium oxalate are still
unknown (prenucleation structures such as PNCs or droplets of liquid precur-
sors forming from liquid–liquid phase separation have not yet been detected
for calcium oxalate), our results suggest that a similar structural motif encod-
ing - introduced by oligopeptides - might also affect the formation of calcium
oxalate crystals. This might explain some of the observed differences (COT
vs. COD) in the crystallisation of calcium oxalate in the presence of oligog-
lutamates of various chain lengths [2].

5.4 Conclusions and Outlook

The experiments of Fischer et al. evidenced the preferences of oligogluta-
mates to adsorb to specific faces of calcium oxalate crystals [2]. However,
these experiments were not able to provide detailed explanations for the ob-
served changes in the phases of calcium oxalate crystals (COT vs. COD)
precipitated from peptide solutions. The methods and results presented in
this chapter outline a promising approach to study complexes of ions and
oligopeptides in solution with the goal to identify processes prior to or dur-
ing nucleation of biominerals which might affect the phase of the forming
crystal.

The BP-REMD method was applied successfully in order to overcome the
problems in conformational sampling, and some potentials to further optimise
these simulations have been identified. Apart from those possibilities to fur-
ther optimise the simulation set-up, the BP-REMD method has proven to be
a powerful tool that significantly enhances the conformational sampling even
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in systems with strongly interacting components. An interesting aspect of
the BP-REMD method is the fact that it facilitates the detection of several
different structures (which differ significantly in their backbone conforma-
tion) that exhibit similar properties with respect to the radius of gyration or
the number and positions of salt-bridges. This is probably an advantage of
the BP-REMD method compared to the sampling via metadynamics. The
usage of the radius of gyration or the number of salt-bridges as collective
variables during metadynamics simulations does not guarantee to find all
of these different structures with similar radii of gyration and salt-bridges,
which possess different backbone conformations. However, the BP-REMD
method enforces changes in the backbone conformations such that similar
structures with different backbone conformations can be detected. These
differences in the backbone conformations might be important with respect
to the interference of oligopeptides with processes of crystal nucleation and
growth of calcium-containing minerals.

The presence of calcium ions poses considerable obstacles to the sampling
of oligoglutamate conformations. However, the simulations presented in this
chapter reveal that a completely comprehensive sampling of the conforma-
tional phase space might not always be necessary. Applying the sketch-map
method to analyse the data, numerous significant structures of ion–peptide
complexes that feature characteristic distances between calcium ions were
found. These distances between calcium ions resemble some of those dis-
tances of calcium ions in calcium oxalate crystals. Especially the coincidence
of some calcium distances in complexes of decaGLU and calcium ions with
those in COD and COT crystals (fig. 5.17) might be an indication for a struc-
tural motif encoding, which is induced by the oligopeptides and which directs
the crystallisation process of calcium oxalate towards the simultaneous for-
mation of COT and COD, as it is observed during experiments. According
to this hypothesis, the chain length of peptides plays an important role, as
a certain chain length might be necessary in order to encode some specific
structural patterns found in the different phases of calcium oxalate. This
might explain the observed shift from COT to COD with an increase in the
chain length of the oligoglutamates present during precipitation [2].

In order to gain further insight into the formation processes of pre-
nucleation structures, it might be worth to analyse the two-dimensional re-
sults of the sketch-map method in more detail. The connections between
the basins of the two-dimensional representation probably contain informa-
tion on possible transition states between the various stable conformations
of ion–peptide clusters. An interesting approach to intensify the sampling of
the energy landscape even further, would be to use the position of a config-
uration in the two-dimensional sketch-map projection as collective variables
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in a metadynamics simulation. This would probably significantly enhance
the sampling of all relevant parts of the phase space and thus help to find
further minima of the energy landscape.
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Chapter 6

Conclusions and Outlook

Conclusions The earliest stages of biomineralisation are governed by the
interactions of biomolecular modifiers with solvated ions and pre-nucleation
structures. In order to gain insight into these processes at a molecular scale,
the goal of this thesis was to study the complexation of single solvated
ions (calcium) by oligopeptides (glutamate) in aqueous solution by means
of Molecular Dynamics simulations and to analyse the resulting ion–peptide
complexes.

The analysis of existing models (forcefields) regarding a proper descrip-
tion of the interactions of calcium and glutamate revealed the necessity to
optimise these forcefields. Therefore, we developed a general strategy that is
suitable to optimise established biomolecular FF with respect to the pairing
of complex ions in solution. We found that small modifications in the van-
der-Waals ion–ion interaction parameters are sufficient to obtain a realistic
description of important aspects of ion pairing (even if complex ions such as
charged peptide side chains are involved) based on existing well-established
biomolecular forcefields such as GROMOS or OPLS-AA.

The comprehensive conformational sampling of oligoglutamates dissolved
in an electrolyte solution can be computationally demanding due to the large
number of degrees of freedom and the strong ion–peptide interactions, which
- due to the formation of salt-bridges between peptide sidechains - further
impede the conformational sampling of the peptide. The application of a
biasing dihedral potential, that levels the torsional free energy barriers of
the backbone dihedral angles of the free peptide (without ions), allowed
us to successfully explore the vast phase space of calcium–oligoglutamate
complexes. Another challenge was to analyse the complex conformational
free-energy landscape, to identify suitable order parameters to compare the
conformational sampling of different simulations, and to characterise repre-
sentative structures of the ion–peptide complexes that may play a role during
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nucleation processes. Here, the sketch map analysis helped to identify var-
ious stable conformations and it was found that the ion–peptide complexes
exhibit characteristic distances between the different calcium ions. These dis-
tances depend on the chain length of the peptides and they resemble some
of the distances between calcium ions of the different phases of calcium ox-
alate crystals, which have been formed in the presence of oligoglutamates.
This analogy might be an indication for structural motif encoding and might
thus explain the peptides’ ability to manipulate the structure and phase of
forming calcium oxalate crystals (COT vs. COD) as it was observed in the
experiments of Fischer et al. [2].

Outlook It is important to point out that our findings and the specula-
tions derived from these results do not deliver any information on the exact
mechanisms of nucleation of calcium-containing minerals such as calcium ox-
alate. However, the methods and results presented here disclose a promising
approach to investigate the phenomena occurring prior to and during nu-
cleation. Numerous interesting systems might be studied in the future with
similar methods: Given that reliable models for anions such as oxalate or
carbonate - which fit to the optimised models for oligoglutamate–calcium-
ion interactions of the present work - are identified, solutions of ions and
peptides can be simulated in order to study the aggregation of ion-clusters
in the vicinity of the oligoglutamates. These simulations might help to study
non-classical prenucleation species such as pre-nucleation clusters (PNCs),
and might furthermore clarify if modifiers such as oligopeptides are capa-
ble of inducing structural motifs in precursors of amorphous or crystalline
polymorphs of minerals.

In order to further characterise the influence of oligopeptides on the nucle-
ation process, it is worth including an icosamer of glutamate (GLU20), which
was also considered in the experiments of Fischer et al. [2], in future studies.
Furthermore, the structures of ion–peptide complexes are likely to depend
significantly on the flexibility of the side chains. For example, the complexes
formed by oligoaspartate peptides and calcium ions might exhibit different
patterns of calcium distances (compared to those of oligoglutamates) due to
the different length of the side chains, even though the functional groups
interacting with calcium are identical. Therefore, it would be interesting to
repeat the simulations and analyses presented in chapter 5 of this thesis with
oligoaspartates and to compare these results with those of the simulations
containing oligoglutamates.

In the literature it has been speculated, that supramolecular assemblies
of modifiers rather than single molecules of the modifier might be respon-

126



sible for some of the manipulative effects that these molecules exert on the
processes occurring prior to or during nucleation [6, 191]. Therefore, future
investigations might be complemented by simulations of varying concentra-
tions of oligopeptides.

Since these possibilities to extend the explicit-solvent MD simulations
will be subject to even more severe sampling problems than the systems pre-
sented here, it is also possible to develop a solvent-free model based on the
structures identified in our simulations. This would allow for studies of larger
systems and longer time scales, which is probably necessary in order to fully
understand the processes occurring prior to or during nucleation. The results
presented in this chapter might also help to generate coarse-grained models
of the constituents of the system, which could be used to the study the in-
teraction of oligopeptides with crystal surfaces. A lot of research has already
been devoted to study these interactions [199, 68, 71, 200, 53, 65, 66, 201] and
experiments have shown that peptides of the size of pentaGLU are able to
stabilise certain crystal faces which are not stable in the absence of peptides
[2]. Simulations might help to further analyse, whether chemical recogni-
tion at specific binding sites is the origin of such preferences in the binding
to individual crystal faces. It would be interesting to study, whether any
correlation can be found between the distances of calcium ions exposed at
the different crystal surfaces and the conformations that oligoglutamates can
adopt on top of these surfaces.

This thesis can be viewed as a basis for such future studies, as several im-
portant forcefield and methodological challenges have been solved. This will
help to conduct future simulations which may provide valuable mechanistic
insight into the molecular processes that steer peptide-assisted nucleation
and growth of calcium-based minerals.
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