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#### Abstract

In this paper we analyze Hertz potentials for free massless spin-s fields on the Minkowski spacetime, with data in weighted Sobolev spaces. We prove existence and pointwise estimates for the Hertz potentials using a weighted estimate for the wave equation. This is then applied to give weighted estimates for the solutions of the spin-s field equations, for arbitrary half-integer $s$. In particular, the peeling properties of the free massless spin- $s$ fields are analyzed for initial data in weighted Sobolev spaces with arbitrary, non-integer weights.


## 1. Introduction

The analysis by Christodoulou and Klainerman of the decay of massless fields of spins 1 and 2 on Minkowski space [9] served as an important preliminary for their proof of the non-linear stability of Minkowski space [10]. The method used in [9] was based on energy estimates using the vector fields method, see [18]. This approach was extended to fields of arbitrary spin by Shu [32]. The approach of [10] to the problem of nonlinear stability of Minkowski space was later extended by Klainerman and Nicolò [21] to give the full peeling behavior for the Weyl tensor at null infinity.

The vector fields method makes use of the conformal symmetries of Minkowski space to derive conservation laws for higher order energies, which then via the Klainerman Sobolev inequality [20] give pointwise estimates for the solution of the wave equation. An analogous procedure is used for the higher spin fields in the papers cited above. This procedure gives pointwise decay estimates for the solution of the Cauchy problem of the wave equation and the spin- $s$ equation, for initial data of one particular falloff at spatial infinity. The conditions on the initial data originate in the growth properties of the conformal Killing vector fields on Minkowski space, which are used in the energy estimates.

Let $H_{\delta}^{j}$ be the weighted $L^{2}$ Sobolev spaces on $\mathbb{R}^{3}$, that is to say, the space of functions $\phi$ for which

$$
\sum_{k=0}^{j}\left\|<r>^{-(3 / 2+\delta)+k} D^{k} \phi\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}<\infty, \quad \text { where }<r>=\left(1+r^{2}\right)^{1 / 2}
$$

We use the conventions ${ }^{1}$ of Bartnik [3]. Since we shall use the 2 -spinor formalism, as defined in Sect. 2.1, we work here and throughout the paper on Minkowski space with signature +--- . Consider the Cauchy problem for the wave equation

$$
\begin{gather*}
\square \phi=0  \tag{1.1}\\
\left.\phi\right|_{t=0}=f \in H_{-3 / 2}^{j},\left.\quad \partial_{t} \phi\right|_{t=0}=g \in H_{-5 / 2}^{j-1}
\end{gather*}
$$

Then, for $j \geq 2$, one has the estimate [18]

$$
\begin{equation*}
|\phi(x, t)| \leq C<u>^{-1 / 2}<v>^{-1}\left(\|f\|_{j,-3 / 2}+\|g\|_{j-1,-5 / 2}\right), \tag{1.2}
\end{equation*}
$$

where $<u>=\left(1+u^{2}\right)^{1 / 2}, u=t-r$ and $v=t+r$. On the other hand, if one considers the wave equation (1.1) on the flat $3+1$ dimensional Minkowski spacetime as a special case of the conformally covariant form of the wave equation

$$
\left(\nabla^{a} \nabla_{a}+R / 6\right) \phi=0
$$

the condition on the initial data which is compatible with regular conformal compactification is

$$
\begin{equation*}
\partial^{\ell} f=\mathcal{O}\left(r^{-2-\ell}\right), \quad \partial^{\ell} g=\mathcal{O}\left(r^{-3-\ell}\right) \tag{1.3}
\end{equation*}
$$

Making use of standard energy estimates in the conformal compactification of Minkowski space, one arrives, after undoing the conformal compactification, at

$$
\begin{equation*}
|\phi(x, t)|=\mathcal{O}\left(<u>^{-1}<v>^{-1}\right) \tag{1.4}
\end{equation*}
$$

see the discussion in [16, §6.7]. In particular, there is an extra $r^{-1 / 2}$ falloff in the condition (1.3) on the initial data compared to (1.1) as well as an additional factor $\langle u\rangle^{-1 / 2}$ decay in the retarded time coordinate $u$ in (1.4) compared to (1.2).

Let us now consider the case of higher spin fields. Let $2 s$ be a positive integer and let $\phi_{A \ldots F}$ be a totally symmetric spinor field of valence $2 s$. The Cauchy problem for a massless spin-s field is

$$
\begin{aligned}
\nabla_{A^{\prime}}{ }^{A} \phi_{A \ldots F} & =0, \\
\left.\phi_{A \ldots F}\right|_{t=0} & =\varphi_{A \ldots F}
\end{aligned}
$$

For $s \geq 1$, the Cauchy datum $\varphi_{A \ldots F}$ must satisfy the constraint equation

$$
D^{A B} \varphi_{A B \ldots F}=0
$$

where $D_{A B}$ is the intrinsic space spinor derivative on $\Sigma$, see Sect. 2.1. The spin-1/2 case does not have constraints.

[^0]One of the main differences in the asymptotic behavior between a massless scalar field satisfying a wave equation and a massless higher spin field is the existence of a hierarchy of decay rates for the different null components of the field along the outgoing null directions. This property, known as peeling, was first pointed out by Sachs in 1961 [31].

Let $o_{A}, \iota_{A}$ be a spin dyad aligned with the outgoing and ingoing null directions $\partial_{v}, \partial_{u}$, and let $\phi_{i}$ be the scalars of $\phi_{A \ldots F}$ defined by

$$
\phi_{i}=\phi_{A_{1} \ldots A_{i} B_{i+1} \ldots B_{2 s}} \iota^{A_{1}} \cdots \iota^{A_{i}} o^{B_{i+1}} \cdots o^{B_{2 s}} .
$$

One says that $\phi_{A \ldots F}$ satisfies the peeling property if the components $\phi_{i}$ satisfy

$$
\phi_{i}=\mathcal{O}\left(r^{i-2 s-1}\right),
$$

along the outgoing null geodesics with affine parameter $r$.
In [29], Penrose gave two arguments for peeling of massless fields on Minkowski space. The first, cf. [29, §4], makes use of a representation of the field in terms of a Hertz potential of order $2 s$, i.e., the field is written as a derivative of order $2 s$ of a potential satisfying a wave equation. Penrose assumed that the Hertz potential decays at a specific rate along outgoing null rays. He then inferred the peeling property from this decay assumption.

The second approach presented by Penrose, cf. [29, §13], is based on the just mentioned fact together with the conformal invariance of the spin-s field equation. Solving the Cauchy problem in the conformally compactified picture, as was discussed for the wave equation in [16, §6.7], and taking into account the effect of the conformal rescaling, one recovers the peeling property for the solution of the massless spin-s equation on Minkowski space. Based on this analysis, Penrose conjectured that the peeling of massless fields at null infinity should be a generic property of asymptotically simple space-times.

The estimate proved in [9] for the spin-1 or Maxwell field can be stated in the present notation as

$$
\left|\phi_{i}(t, x)\right| \leq C<u>^{1 / 2-i}<v>^{i-3}\left\|\varphi_{A B}\right\|_{j,-5 / 2}, \quad \text { for } i=1,2, \quad j \geq 2,
$$

while for the component $\phi_{0}$ one has

$$
\left|\phi_{0}(t, x)\right| \leq C r^{-5 / 2}\left\|\varphi_{A B}\right\|_{j,-5 / 2}
$$

along outgoing null rays. Thus, this result does not give the peeling property for all components of $\phi_{A B}$, which is due to the fact that the norm $\left\|\varphi_{A B}\right\|_{j,-5 / 2}$ is not compatible with the conformal compactification of Minkowski space. Similarly for the spin-2 case, the result in [9] gives peeling for $\phi_{i}, \boldsymbol{i}=2,3,4$ for initial data in $H_{-7 / 2}^{j}$, while peeling fails to hold for $\phi_{i}, \boldsymbol{i}=0,1$. On the other hand, the condition on the initial datum which is compatible with a regular conformal compactification, and also gives peeling, is for a spin-s field

$$
\begin{equation*}
\partial^{\ell} \varphi_{A \ldots F}=\mathcal{O}\left(r^{-2 s-2-\ell}\right) \tag{1.5}
\end{equation*}
$$

In this paper we shall follow an approach outlined by Penrose in [29, §6] to give a weighted decay estimate for spin- $s$ fields of arbitrary, half-integer spin. The result proved here admits conditions on the initial data which include the ones considered in [9,32], as well as conditions which are compatible with peeling, but also general weights. The results of this paper clarify the relation between the condition on the initial datum and
the peeling property of the solution of the spin-s field equation. In this paper we shall make use of some estimates for elliptic equations in weighted Sobolev spaces, and for technical reasons these are not compatible with the integer powers or $r$ as in (1.5).

The method we shall use is based on the notion of Hertz potentials. The reader can refer for background to Stewart [35], Fayos et al. [13] Benn et al. [5] and references therein. Since Minkowski space is topologically trivial, there is no obstruction to representing a Maxwell field on Minkowski space in terms of a Hertz potential. However, this general fact does not provide estimates for the potential. In this paper we prove the necessary estimates not only for the Maxwell field but for fields with general half-integer spins.

To introduce the method we here consider the spin- 1 case, i.e., the Maxwell field on 3+1 dimensional Minkowski space. With our choice of signature, the metric on the spatial slices is negative definite.

The Maxwell field, in the absence of sources, is a real differential 2-form $F_{a b}$ which is closed and divergence free. For convenience we consider the complex anti-self-dual form

$$
\mathcal{F}_{a b}=F_{a b}+i * F_{a b}
$$

which corresponds to a symmetric 2 -spinor $\phi_{A B}$ via

$$
\begin{equation*}
\mathcal{F}_{a b}=\phi_{A B} \epsilon_{A^{\prime} B^{\prime}} . \tag{1.6}
\end{equation*}
$$

In terms of $\mathcal{F}_{a b}$, the Maxwell equation is simply

$$
\begin{equation*}
(\mathrm{d} \mathcal{F})_{a b c}=0 \tag{1.7}
\end{equation*}
$$

Let $\xi^{a}=\left(\partial_{t}\right)^{a}$ be the unit normal to the Cauchy surface $\Sigma=\{t=0\}$. Given a complex 1 -form $\mathcal{E}_{a}$ on $\Sigma$, satisfying the Maxwell constraint equation

$$
\begin{equation*}
\mathrm{d}^{*} \mathcal{E}=0 \tag{1.8}
\end{equation*}
$$

there is a unique solution of the Maxwell equation such that

$$
\left.\left(\mathcal{F}_{a b} \xi^{b}\right)\right|_{\Sigma}=\mathcal{E}_{a}
$$

Now, let $\mathcal{H}_{a b}$ be a self-dual 2-form which solves the wave equation

$$
\begin{equation*}
\square \mathcal{H}_{a b}=0, \tag{1.9}
\end{equation*}
$$

where $\square=\mathrm{dd}^{*}+\mathrm{d}^{*} \mathrm{~d}$ is the Hodge wave operator, and $\mathrm{d}^{*}=* \mathrm{~d} *$ is the exterior coderivative in dimension 4 . Defining the form $\mathcal{F}_{a b}$ by

$$
\begin{equation*}
\mathcal{F}_{a b}=\mathrm{dd}^{*} \mathcal{H}_{a b} \tag{1.10}
\end{equation*}
$$

we have using (1.9) that $\mathcal{F}_{a b}$ is anti-self-dual and solves the Maxwell equation. The form $\mathcal{H}_{a b}$ is called a Hertz-potential for $\mathcal{F}_{a b}$. Since we are working on Minkowski space, the wave equation (1.9) is just a collection of scalar wave equations for the components of $\mathcal{H}_{a b}$, and hence the solution to (1.9) for given Cauchy data can be analyzed using results for the scalar wave equation. Thus, if we are able to relate the Cauchy data for the Maxwell field $\mathcal{F}_{a b}$ to the Cauchy data for $\mathcal{H}_{a b}$, we may use the Hertz potential construction to prove estimates for the solution of the Maxwell field equation, starting from estimates for the wave equation.

Let the complex 1-form $\mathcal{K}_{a}$ be the "electric field" corresponding to $\mathcal{H}_{a b}$,

$$
\mathcal{K}_{a}=\mathcal{H}_{a b} \xi^{b} .
$$

A calculation shows that if $\mathcal{F}_{a b}$ is defined in terms of $\mathcal{H}_{a b}$ by (1.10), the Cauchy data for (1.9) is related to the Cauchy data for $\mathcal{F}_{a b}$ by

$$
\begin{equation*}
\mathcal{E}_{a}=-* \mathrm{~d} * \mathrm{~d} \mathcal{K}_{a}-i * \mathrm{~d}_{t} \mathcal{K}_{a}, \tag{1.11}
\end{equation*}
$$

where in the right hand side we restrict $\mathcal{K}_{a}$ and $\partial_{t} \mathcal{K}_{a}$ to $\Sigma$, and d, $*$ act on objects on $\Sigma^{2}$. The constraint equation $\mathrm{d}^{*} \mathcal{E}_{a}=0$ holds automatically for $\mathcal{E}_{a}$ given by (1.11).

Now, in order to prove estimates for the Maxwell equation with data $\varepsilon_{a} \in H_{\delta}^{j}$, satisfying $\mathrm{d}^{*} \mathcal{E}=0$, it is sufficient to show that for any such $\mathcal{E}_{a}$, there exists a 1-form $\mathcal{L}_{a} \in H_{\delta+1}^{j+1}$ such that

$$
\begin{equation*}
\mathcal{E}_{a}=-i * \mathrm{~d} \mathcal{L}_{a} . \tag{1.12}
\end{equation*}
$$

Then taking $\mathcal{H}_{a b}$ to be a solution of (1.9) with Cauchy data

$$
\left.\mathcal{H}_{a b}\right|_{t=0}=0,\left.\quad\left(\partial_{t} \mathcal{H}_{a b} \xi^{b}\right)\right|_{t=0}=\mathcal{L}_{a}
$$

gives a solution to the Maxwell equation via (1.10). Estimates for the wave equation can thus be applied to give estimates for the solution of the Maxwell field equation.

The operator $*$ d acting on 1 -forms, which appears in Eqs. (1.11) and (1.12) is simply the curl operator. The first important thing to notice about Eq. (1.12) is the fact that this is an overdetermined system of partial differential equations; the electric field has to satisfy constraints in order to ensure the existence of a solution. The integrability of these equations is well-known to be described by the elliptic complex

$$
\begin{equation*}
C^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}\right) \xrightarrow{\mathrm{d}} \Lambda^{1} \xrightarrow{* \mathrm{~d}} \Lambda^{1} \xrightarrow{\mathrm{~d}^{*}} C^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}\right) \tag{1.13}
\end{equation*}
$$

This complex, which is derived from the standard de Rham complex, plays a crucial role in the analysis of Hertz potentials. The geometric constraint d* $\mathcal{E}_{a}=0$ guarantees that Eq. (1.12) can be solved, at least formally. This is described in Sect. 3.

In Proposition 4.5 below, we shall prove that for non-integer weights $\delta, * \mathrm{~d}: H_{\delta+1}^{j+1} \rightarrow$ ker d* $\cap H_{\delta}^{j}$ is a surjection, and the estimate

$$
\begin{equation*}
\left\|\mathcal{L}_{a}\right\|_{j+1, \delta+1} \leq C\left\|\mathcal{E}_{a}\right\|_{j, \delta} \tag{1.14}
\end{equation*}
$$

holds, for some constant $C$. It is instructive to consider two special weights in the spin-1 case. First let $\mathcal{E}_{a} \in H_{-5 / 2}^{j}$ be a solution to the Maxwell constraint equation (1.8). This corresponds to the case considered in [9]. We shall now construct a solution $\mathcal{L}_{a} \in H_{-3 / 2}^{j+1}$ to (1.12), which will give us Cauchy data for the Herz potential. Recall that the Laplacian $\Delta=\mathrm{dd}^{*}+\mathrm{d}^{*}$ d is a surjection $H_{-1 / 2}^{j+2} \rightarrow H_{-5 / 2}^{j}$, cf. Proposition 2.7. Hence, we can find $Q_{a} \in H_{-1 / 2}^{j+2}$ such that

$$
\mathcal{E}_{a}=\Delta Q_{a} .
$$

[^1]Making use of the constraint equation (1.8), and the fact that $\Delta$ and $\mathrm{d}^{*}$ commute, we find

$$
0=\mathrm{d}^{*} \mathcal{E}=\mathrm{d}^{*} \Delta \mathrm{Q}=\Delta \mathrm{d}^{*} \mathrm{Q}
$$

Hence, $\mathrm{d}^{*} Q \in \operatorname{ker} \Delta \cap H_{-3 / 2}^{j+1}$. Due to injectivity of $\Delta: H_{-3 / 2}^{j+1} \rightarrow H_{-7 / 2}^{j-1}$, we have $\mathrm{d}^{*} Q=0$, and hence,

$$
\mathcal{E}_{a}=\mathrm{dd}^{*} Q_{a}+\mathrm{d}^{*} \mathrm{~d}_{a}=\mathrm{d}^{*} \mathrm{~d} Q_{a} .
$$

Therefore we can take $\mathcal{L}_{a}=i(* \mathrm{~d})_{a}$. In this situation, full peeling does not hold, and the Cauchy data for the Hertz potential is in $H_{-1 / 2}^{j+2} \times H_{-3 / 2}^{j+1}$. Secondly, we consider the case $\mathcal{E}_{a} \in \operatorname{ker~d}^{*} \cap H_{-7 / 2}^{j}$ where full peeling holds. In this case, the Cauchy data for the Hertz potential is in $H_{-3 / 2}^{j+2} \times H_{-5 / 2}^{j+1}$. The relevant fact about the Laplacian is now that $\Delta: H_{-3 / 2}^{j+2} \rightarrow H_{-7 / 2}^{j}$ is Fredholm with cokernel consisting of constant forms. Since a constant form $\eta_{a}$ is automatically closed, using the integrability of the complex (1.13), cf. Remark 3.5, it is also exact, $\eta_{a}=(\mathrm{d} f)_{a}$ for some $f$. This fact is usually referred to as the Poincaré Lemma and can, as we will see below, be generalized to higher spin. It follows that the cokernel of $\Delta$ is automatically $L^{2}$-orthogonal to ker $\mathrm{d}^{*} \cap H_{-7 / 2}^{j}$. Hence,

$$
\Delta: H_{-3 / 2}^{j+2} \rightarrow \operatorname{ker~d}^{*} \cap H_{-7 / 2}^{j}
$$

is surjective. Using this fact, by the argument above we can find a solution $\mathcal{L}_{a} \in H_{-5 / 2}^{j+1}$ to equation (1.12). For the case of general weights, see Proposition 4.5.

It is important to notice that, for weights $\delta<-4$, none of the elements in the cokernel have a preimage under the Laplacian. However, in Lemma 4.4, we prove that one can add an element $\zeta_{a}$ in the image of $* \mathrm{~d}$, so that $E_{a}-i(* \mathrm{~d} \zeta)_{a}$ is orthogonal to the cokernel of $\Delta$, so that a preimage can be found. This way we can always find a preimage under $* \mathrm{~d}$, even if we can not find a preimage under $\Delta$.

In the spin-s case, the argument follows the same outline. However, this requires an extension of the complex (1.13) to arbitrary spin, and relating the corresponding operators to an elliptic operator, which in this case will be a power of the Laplacian $\Delta^{\lfloor s\rfloor}$. Nonetheless, two important preliminary results have to be proved to this end: an extension of the complex (1.13) to arbitrary spin and a decay result for the solution of the scalar wave equation with initial data in Sobolev spaces of arbitrary non-integer weights and its derivatives.

As far as the authors know, not much work has been performed to extend the Hodgede Rham theory to arbitrary weighted Sobolev spaces on the one hand and to arbitrary spin on the other hand. Cantor [7] proved the first steps of a Hodge decomposition for tensors in weighted Sobolev spaces, and Weck and Witsch [36] gave a Hodge-Helmholtz decomposition for forms in $L_{\delta}^{p}$ spaces. These two results are nonetheless not sufficient for our purposes. As far as the extension to arbitrary spin is concerned, for analytic solutions of the massless field equation of arbitrary spin on the Euclidean 4-sphere, Woodhouse [37, Section 10] describes the procedure to construct the intermediate potentials, up to the penultimate, in the form language. Penrose $[27,28]$ extends this construction for the spin $3 / 2$ in a wider context. Using this formalism, a topological condition on the domain of validity of the representation on the sphere is given.

In order to apply standard elliptic theory, one has to perform a $3+1$ splitting of the equation relating the field and its Hertz potential

$$
\begin{equation*}
\phi_{A \ldots F}=\nabla_{A A^{\prime}} \ldots \nabla_{F F^{\prime}} \chi^{A^{\prime} \ldots F^{\prime}} \tag{1.15}
\end{equation*}
$$

Assuming that the initial data for the potential are

$$
\left.\chi^{A^{\prime} \ldots F^{\prime}}\right|_{t=0}=0 \quad \text { and }\left.\quad \partial_{t} \chi^{A^{\prime} \ldots F^{\prime}}\right|_{t=0}=\sqrt{2} \tau^{A A^{\prime}} \ldots \tau^{F F^{\prime}} \zeta_{A \ldots F}
$$

the $3+1$ splitting (performed in detail in Sect. 7.1) of Eq. (1.15) gives

$$
\begin{equation*}
\varphi_{A \ldots F}=\left(\mathcal{G}_{2 S} \zeta\right)_{A \ldots F} \tag{1.16}
\end{equation*}
$$

where $\mathcal{G}_{2 s}$ is a differential operator of order $2 s-1$ (see Definition 2.11). In the spin-1 case, if one translates the spin formalism into the form language, one recovers Eq. (1.12).

Finding a generalization of the complex (1.13) to arbitrary spin, which encompasses equation (1.16), and especially the operator $\mathcal{G}_{2 s}$, is then a necessary step in the construction of the initial data of the Hertz potential. A generalization of the de Rham complexes have been introduced in the context of the deformation of conformally flat structures by Gasqui-Goldschmidt [15], and later generalized by Beig [4] (see Sect. 3). They obtained differential complexes corresponding to the spin-2 case. We generalize, on $\mathbb{R}^{3}$, their results to arbitrary spin. One introduces the fundamental operators

$$
\begin{aligned}
\left(\mathrm{f}_{2 s} \phi\right)_{A_{1} \ldots A_{2 s-2}} & \equiv D^{A_{2 s-1} A_{2 s}} \phi_{A_{1} \ldots A_{2 s}}, \\
\left(\mathrm{f}_{2 s} \phi\right)_{A_{1} \ldots A_{2 s+2}} & \equiv D_{\left(A_{1} A_{2}\right.} \phi_{\left.A_{3} \ldots A_{2 s+2}\right)} .
\end{aligned}
$$

We prove that, if $\mathcal{S}_{2 s}$ is the space of symmetric space spinor fields on $\mathbb{R}^{3}$, the sequence

$$
\mathcal{S}_{2 s-2} \xrightarrow{\mathrm{f}_{2 s-2}} \mathcal{S}_{2 s} \xrightarrow{\mathcal{S}_{2 s}} \mathcal{S}_{2 s} \xrightarrow{\mathrm{f}_{2 s}} \mathcal{S}_{2 s-2},
$$

is an elliptic complex. For $s=1$, one recovers the complex (1.13). In the situation considered by Gasqui-Goldschmidt and Beig for the spin-2 case, the operator $\mathcal{G}_{4}$ is the linearized Cotton-York tensor. See Sect. 3 for details.

The existence of a solution to (1.12) with the estimate (1.14) is then used together with a weighted estimate for the solution of the wave equation with initial $(f, g) \in H_{\delta}^{j} \times H_{\delta-1}^{j-1}$. As we have not found a sufficiently general result in the literature, in particular one which covers the range of weights $\delta>-1$ which we need for the applications to the Hertz potential in the range where full peeling fails to hold (including the situation considered in [9]), we prove the required result in Sect. 5. This result consists in a direct estimate for the solution of the wave equation, using the representation formula. For $\delta<-1$, we have in the exterior region

$$
|\phi(t, x)| \leq C<v>^{-1}<u>^{1+\delta}\left(\|f\|_{3, \delta}+\|g\|_{2, \delta-1}\right),
$$

see Proposition 5.2.
The main result of the paper, stated in Theorem 7.7, combines the analysis of the Hertz potential Cauchy data in weighted Sobolev spaces with the weighted estimate for the solution of the wave equation to provide a weighted estimate for the solution to the massless spin-s field equation. The peeling properties of the spin- $s$ field with initial data in weighted Sobolev spaces are analyzed in detail.

Here it is important to note that the detailed decay estimates for the components of the massless spin-s field $\phi_{A \ldots F}$ relies on the decay of the Hertz potential $\chi^{A^{\prime} \ldots F^{\prime}}$, for which
all components decay as solutions to the scalar wave equation. The decay properties of the components of $\phi_{A \ldots F}$ are due to their relation to the derivatives of $\chi^{A^{\prime} \ldots F^{\prime}}$ in terms of a null tetrad. In particular, the falloff condition on the initial datum of the massless fields which ensures that the peeling property holds is given explicitly. All the intermediate cases, where peeling fails because the initial datum does not fall off sufficiently, such as the decay result obtained by Christodoulou-Klainerman [9], are clearly explained in terms of a decay result for the scalar wave equation.

Overview of this paper. In Sect. 2 we state our conventions and recall some basic facts about elliptic operators on weighted Sobolev spaces. In particular we introduce the SteinWeiss operators divergence $d$, curl $\mathbb{C}$ and the twistor operator f for higher spin fields, as well as the fundamental higher order operator $\mathcal{G}$ originating in the $3+1$ splitting of the Hertz potential equation. In Sect. 3 we use these to introduce a generalization of the de Rham complex for spinor fields. The problem of constructing initial data for the Hertz potential is solved in Sect. 4. The weighted estimate for the wave equation is given in Sect. 5, and the resulting estimates for spin-s fields generated by potentials is given in Sect. 6. Everything is then tied together in Sect. 7, where the $3+1$ splitting of the potential equation is considered and the potential is constructed. The section is then concluded with the estimates for spin-s fields. Appendix A contains some results on the operator $\mathcal{G}$ used in the analysis of the elliptic complex introduced in Sect. 3, as well as for the construction of the initial data for the Hertz potential in Sect. 4.

## 2. Preliminaries

2.1. Conventions. In this paper, we will only work on Minkowski space time. We will use Cartesian coordinates $\left(t, x^{1}, x^{2}, x^{3}\right)$ as well as the corresponding spherical coordinates $(t, r, \theta, \phi)$. The spinor formalism with the conventions of [30] is extensively used. For important parts of the paper, $3+1$ splittings of spinor expressions are performed. The space spinor formalism as introduced in [34] is used for this purpose. In this case, the conventions of [2] are adopted. We will always consider the space spinors on the $\{t=$ const. $\}$ slices of Minkowski space with normal $\tau_{A A^{\prime}}=\sqrt{2} \nabla_{A A^{\prime}} t$. Observe that a negative definite metric on these slices is used.

The Minkowski space-time $\left(\mathbb{R}^{4}, \eta_{\alpha \beta}\right)$ is endowed with its standard connection $\nabla_{a}=$ $\nabla_{A A^{\prime}}$. The time slice $\{t=0\}$ is endowed with the connection $D_{a}=D_{A B}$ defined by

$$
D_{A B}=\tau_{(A}{ }^{A^{\prime}} \nabla_{B) A^{\prime}}
$$

where $\tau_{A A^{\prime}}$ is the timelike vector field defined above. Its relation to the connection of the ambient space-time is given by

$$
\nabla_{A A^{\prime}}=\frac{1}{\sqrt{2}} \tau_{A A^{\prime}} \partial_{t}-\tau_{A^{\prime}}^{B} D_{A B} .
$$

Let $S_{k}$ denote the vector bundle of symmetric valence $k$ spinors on $\mathbb{R}^{3}$. Furthermore, let $S_{k}$ denote the space of smooth $\left(C^{\infty}\right)$ sections of $S_{k}$.
Definition 2.1. Let $\mathcal{P}<\delta\left(S_{k}\right)$ denote the finite dimensional subspace of $S_{k}$ spanned by constant spinors with polynomial coefficients of degree $<\delta$.

Note that with $\delta \leq 0, \mathcal{P}<\delta\left(S_{k}\right)$ is just the trivial space $\{0\}$.
2.2. Analytic framework. We introduce in this section the analytic framework which is necessary to understand the propagation of the field as well as the geometric constraints. We will use the conventions of Bartnik [3]. Even though Bartnik's paper only gives statements for functions, we can easily extend this to space spinors on Euclidean space.

We recall first the standard norms, coming from the Hermitian space spinor product.

Definition 2.2. The Hermitian space spinor product is given by

$$
\left\langle\zeta_{A \ldots F}, \phi_{A \ldots F}\right\rangle=\zeta_{A \ldots F} \widehat{\phi}^{A \ldots F}
$$

where $\widehat{\phi}^{A \ldots F}=\tau^{A A^{\prime}} \ldots \tau^{F F^{\prime}} \bar{\phi}_{A^{\prime} \ldots F^{\prime}}$ and $\tau_{A A^{\prime}}=\sqrt{2} \nabla_{A A^{\prime}}$. The pointwise norm of a smooth $\phi_{A \ldots F}$ is defined via

$$
\left|\phi_{A \ldots F}\right|^{2}=\phi_{A \ldots F} \widehat{\phi}^{A \ldots F} .
$$

The pointwise norm of the derivatives of the smooth spinor $\phi_{A \ldots F}$ on $\mathbb{R}^{3}$ is given by

$$
\left|D_{a} \phi_{A \ldots F}\right|^{2}=\delta^{a b} D_{a} \phi_{A \ldots F} \widehat{D_{b} \phi^{A \ldots F}},
$$

where $\delta_{a b}$ is the standard Euclidean metric on $\mathbb{R}^{3}$. The norm of higher order derivatives is defined similarly.

Remark 2.3. The identity

$$
D_{A B} \widehat{\phi}_{A \ldots F}=-{\widehat{D_{A B} \phi}}_{A \ldots F}
$$

holds, due to the fact that the operator $D_{A B}$ is real.
Definition 2.4. The $L^{2}$-norm of a smooth spinor field in $\mathbb{R}^{3}$ is defined by

$$
\left\|\phi_{A \ldots F}\right\|_{2}=\left(\int_{\mathbb{R}^{3}}\left|\phi_{A \ldots F}\right|^{2} d \mu_{\mathbb{R}^{3}}\right)^{1 / 2}
$$

where $d \mu_{\mathbb{R}^{3}}$ is the standard volume form on $\mathbb{R}^{3}$. The $L^{2}$-norm is also defined for derivatives in the same way using the pointwise definition above.

If $u$ is a real scalar, its Japanese bracket is defined by

$$
<u>=\left(1+u^{2}\right)^{1 / 2} .
$$

We next define the weighted Sobolev norms, which will be used to describe the asymptotic behavior of initial data at space-like infinity.

Definition 2.5 (Weighted Sobolev spaces). Let $\delta$ be a real number and $j$ a nonnegative integer. The completion of the space of smooth spinor fields in $\mathcal{S}_{2 s}$ with compact support in $\mathbb{R}^{3}$ endowed with the norm

$$
\left\|\phi_{A \ldots F}\right\|_{j, \delta}^{2}=\sum_{n=0}^{j}\left\|<r>^{-\left(\delta+\frac{3}{2}\right)+n} D^{n} \phi_{A \ldots F}\right\|_{2}^{2},
$$

is denoted by $H_{\delta}^{j}\left(S_{2 s}\right)$.

For $\delta=-3 / 2$, the weighted spaces $H_{-3 / 2}^{0}\left(S_{2 s}\right)$ are the standard Sobolev spaces $L^{2}\left(S_{2 s}\right)$.

Many well-known properties can be proved about these spaces - see for instance [3, Theorem 1.2] for more details. The only property, crucial to obtain the pointwise estimates, is the following Sobolev embedding (cf. [3, Theorem 1.2, (iv)], specialized to dimension 3).

Proposition 2.6. Let $\delta$ be a real number and $j \geq 2$ an integer. Then, any spinor field in $H_{\delta}^{j}\left(S_{2 s}\right)$ is in fact continuous and there exists a constant $C$ such that, for any $\phi_{A \ldots F}$ in $H_{\delta}^{j}\left(S_{2 s}\right)$

$$
\left|\phi_{A \ldots F}(x)\right| \leq C<r>^{\delta}\left\|\phi_{A \ldots F}\right\|_{2, \delta},
$$

and, in fact,

$$
\left|\phi_{A \ldots F}(x)\right|=o\left(r^{\delta}\right) \quad \text { as } r \rightarrow \infty
$$

We finally recall the following properties of elliptic operators, restricting ourself to powers of the Laplacian. The result stated is a combination of the standard results, see e.g., $[3,7,17,26]$.

Proposition 2.7. Let $j, l$ be non-negative integers such that $j \geq 2 l$, s be in $\frac{1}{2} \mathbb{N}_{0}$ and $\delta$ be in $\mathbb{R} \backslash \mathbb{Z}$. The formally self-adjoint elliptic operator of order $2 l$

$$
\Delta_{2 s}^{l}: H_{\delta}^{j}\left(S_{2 s}\right) \longrightarrow H_{\delta-2 l}^{j-2 l}\left(S_{2 s}\right)
$$

is Fredholm and satisfies

- its kernel is a subspace of $\mathcal{P}^{<\delta}\left(S_{2 s}\right)$; in particular, $\Delta_{2 s}^{l}$ is injective when $\delta<0$;
- its co-kernel is a subspace of $\mathcal{P}^{<-3-\delta+2 l}\left(S_{2 s}\right)$; in particular, $\Delta_{2 s}^{l}$ is surjective when $\delta>2 l-3$.
Furthermore, there exists a constant $C$ such that, for all spinor fields in $H_{\delta}^{j}\left(S_{2 s}\right)$,

$$
\inf _{\psi_{A \ldots F F} \in \operatorname{ker}\left(\Delta_{2 s}^{l}\right) \cap H_{\delta}^{j}\left(S_{2 s}\right)}\left\|\phi_{A \ldots F}+\psi_{A \ldots F}\right\|_{j, \delta} \leq C\left\|\Delta_{2 s}^{l} \phi_{A \ldots F}\right\|_{j-2 s, \delta-2 s} .
$$

In fact the infimum is attained, and there exists a $\psi_{A \ldots F}$ in $\operatorname{ker}\left(\Delta_{2 s}^{l}\right) \cap H_{\delta}^{j}\left(S_{2 s}\right)$ such that $\theta_{A \ldots F}=\phi_{A \ldots F}+\psi_{A \ldots F}$ satisfies

$$
\left\|\theta_{A \ldots F}\right\|_{j, \delta} \leq C\left\|\Delta_{2 s}^{l} \theta_{A \ldots F}\right\|_{j-2 s, \delta-2 s} .
$$

Remark 2.8. (1) In this paper, the set $\mathbb{N}$ denotes the set of positive integers and $\mathbb{N}_{0}$ the set of non-negative integers.
(2) In the range of weights $-1 \leq \delta \leq 0$, the operator $\Delta$ is bijective.
(3) The inequality comes from the closed range property (see [17, Theorem 5.2]). Since this infimum corresponds to the distance to the kernel $\operatorname{ker}\left(\Delta_{2 s}^{l}\right)$, which is closed, the infimum is in fact attained.
(4) We recall here that the co-kernel of $\Delta_{2 s}^{l}$ in $H_{\delta-2 l}^{j-2 l}\left(S_{2 s}\right)$ is $L^{2}$-orthogonal to the kernel of $\Delta_{2 s}^{l}$ in the dual space $H_{-3-\delta+2 l}^{-j+2 l}\left(S_{2 s}\right)$.
(5) The dimension of the spaces can be computed explicitly - see for instance [24]. However, we will not make explicit use of this.

### 2.3. Fundamental operators.

Definition 2.9. Let $\phi_{A_{1} \ldots A_{k}} \in \mathcal{S}_{k}$, that is $\phi_{A_{1} \ldots A_{k}}=\phi_{\left(A_{1} \ldots A_{k}\right)}$. Let $D_{A B}$ be the intrinsic Levi-Civita connection. Define the operators $d_{k}: S_{k} \rightarrow S_{k-2}, c_{k}: S_{k} \rightarrow S_{k}$ and $f_{k}: \delta_{k} \rightarrow \delta_{k+2}$ via

$$
\begin{aligned}
\left(d_{k} \phi\right)_{A_{1} \ldots A_{k-2}} & \equiv D^{A_{k-1} A_{k}} \phi_{A_{1} \ldots A_{k}} \\
\left(c_{k} \phi\right)_{A_{1} \ldots A_{k}} & \equiv D_{\left(A_{1}\right.}{ }^{B} \phi_{\left.A_{2} \ldots A_{k}\right) B} \\
\left(f_{k} \phi\right)_{A_{1} \ldots A_{k+2}} & \equiv D_{\left(A_{1} A_{2}\right.} \phi_{\left.A_{3} \ldots A_{k+2}\right)}
\end{aligned}
$$

These operators will be called divergence, curl and twistor operator respectively.
We suppress the indices of $\phi$ in the left hand sides. The label $k$ indicates its valence. The importance of these operators comes from the following irreducible decomposition which is valid for any $k \geq 1$,

$$
\begin{aligned}
D_{A_{1} A_{2}} \phi_{A_{3} \ldots A_{k+2}}= & \left(\mathrm{f}_{k} \phi\right)_{A_{1} \ldots A_{k+2}}-\frac{k}{k+2} \epsilon_{A_{1}\left(A_{3}\right.}\left(\mathrm{c}_{k} \phi\right)_{\left.A_{4} \ldots A_{k+2}\right) A_{2}} \\
& -\frac{k}{k+2} \epsilon_{A_{2}\left(A_{3}\right.}\left(\mathrm{c}_{k} \phi\right)_{\left.A_{4} \ldots A_{k+2}\right) A_{1}}+\frac{1-k}{1+k} \epsilon_{A_{1}\left(A_{3}\right.}\left(\mathrm{f}_{k} \phi\right)_{A_{4} \ldots A_{k+1}} \epsilon_{\left.A_{k+2}\right) A_{2}}
\end{aligned}
$$

This irreducible decomposition follows from [30, Proposition 3.3.54]. Contraction with the spin metric $\epsilon^{A B}$ and partial expansion of the symmetries give the coefficients.

We consider now the symbols of these operators

$$
\begin{aligned}
& \sigma\left(\mathfrak{c}_{k}\right): T^{\star} M \rightarrow L\left(S_{k}, S_{k}\right), \quad \sigma\left(\mathrm{f}_{k}\right): T^{\star} M \rightarrow L\left(S_{k}, S_{k-2}\right), \\
& \sigma\left(\mathrm{f}_{k}\right): T^{\star} M \rightarrow L\left(S_{k}, S_{k+2}\right),
\end{aligned}
$$

where $L\left(S_{k}, S_{j}\right)$ is the space of bundle maps from $S_{k}$ into $S_{j}$. When applied to a 1-form $\xi_{A B}$, one denotes the symbols $\sigma_{\xi}$.

Lemma 2.10. When applied to a 1-form $\xi_{A B}$, the symbol $\sigma_{\xi}\left(c_{k}\right): S_{k} \rightarrow S_{k}$ of $c_{k}$ is Hermitian and has only real eigenvalues.

Proof. By definition we have

$$
\left(\sigma_{\xi}\left(\mathfrak{c}_{k}\right) \phi\right)_{A_{1} \ldots A_{k}} \equiv \xi_{\left(A_{1}\right.}^{B} \phi_{\left.A_{2} \ldots A_{k}\right) B},
$$

where $\xi_{A B}$, is real, i.e. $\widehat{\xi}_{A B}=-\xi_{A B}$. For arbitrary $\eta_{A_{1} \ldots A_{k}}$ and $\zeta_{A_{1} \ldots A_{k}}$, we have

$$
\begin{aligned}
\left\langle\left(\sigma_{\xi}\left(c_{k}\right) \eta\right)_{A_{1} \ldots A_{k}}, \zeta_{A_{1} \ldots A_{k}}\right\rangle & =\xi_{A_{1}}^{B} \eta_{A_{2} \ldots A_{k} B} \hat{\zeta}^{A_{1} \ldots A_{k}}=\eta_{A_{2} \ldots A_{k} B} \widehat{\xi}^{C_{1} B} \hat{\zeta}_{C_{1}} A_{2} \ldots A_{k} \\
& =\left\langle\eta_{A_{1} \ldots A_{k}},\left(\sigma_{\xi}\left(c_{k}\right) \zeta\right)_{A_{1} \ldots A_{k}}\right\rangle
\end{aligned}
$$

Hence, the symbol $\sigma_{\xi}\left(\mathrm{C}_{k}\right)$ is for each point Hermitian and, by the spectral theorem, has only real eigenvalues.

The operators $\mathrm{d}_{k}, \mathrm{c}_{k}$ and $\mathrm{f}_{k}$ are special cases of Stein-Weiss operators. We refer to [6] and references therein for general properties of this class of operators.

We will now consider some operators of general order, that will play an important role in this paper. The most important second order operator is clearly the Laplacian $\Delta \equiv D_{A B} D^{A B}$. Note that here we are using a negative definite metric on $\mathbb{R}^{3}$. When the Laplacian acts on a spinor field $\phi_{A \ldots F}$ in $\mathcal{S}_{k}$, we will often use the notation $\left(\Delta_{k} \phi\right)_{A \ldots F}$, where $k$ indicates the valence of $\phi_{A \ldots F}$.

Definition 2.11. Define the order $k-1$ operators $\mathcal{S}_{k}: \mathcal{S}_{k} \rightarrow \mathcal{S}_{k}$ as

$$
\left(\mathcal{G}_{k} \phi\right)_{A_{1} \ldots A_{k}} \equiv \sum_{n=0}^{\left\lfloor\frac{k-1}{2}\right\rfloor}\binom{k}{2 n+1}(-2)^{-n} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{k-2 n-1}}^{B_{k-2 n-1}}}_{k-2 n-1}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n-1}} .
$$

The first operators are

$$
\begin{aligned}
\left(\mathcal{G}_{1} \phi\right)_{A} & \equiv \phi_{A}, \\
\left(\mathcal{G}_{2} \phi\right)_{A B} & \equiv 2 D_{(A}^{C} \phi_{B) C}=2\left(\mathfrak{c}_{2} \phi\right)_{A B}, \\
\left(\mathcal{G}_{3} \phi\right)_{A B C} & \equiv 3 D_{(A}{ }^{D} D_{B}{ }^{F} \phi_{C) D F}-\frac{1}{2}\left(\Delta_{3} \phi\right)_{A B C} \\
& =\frac{1}{3}\left(\mathfrak{f}_{1} d_{3} \phi\right)_{A B C D}+4\left(\mathfrak{c}_{3} c_{3} \phi\right)_{A B C}, \\
\left(\mathcal{G}_{4} \phi\right)_{A B C D} & \equiv 4 D_{(A}{ }^{F} D_{B}{ }^{H} D_{C}{ }^{L} \phi_{D) F H L}-2 D_{(A}{ }^{F}\left(\Delta_{4} \phi\right)_{B C D) F} \\
& =2\left(\mathrm{f}_{2} \mathrm{~d}_{4} \mathrm{C}_{4} \phi\right)_{A B C D}+8\left(\mathrm{c}_{4} \mathrm{C}_{4} \mathrm{C}_{4} \phi\right)_{A B C D} .
\end{aligned}
$$

These operators appear naturally in Proposition 7.1 below. The most important properties of these operators are

$$
\begin{equation*}
\mathrm{d}_{k} \mathcal{G}_{k}=0, \quad \text { and } \quad \mathcal{G}_{k} \mathrm{f}_{k-2}=0 \tag{2.1}
\end{equation*}
$$

which is valid for any $k \geq 2$. The main idea to prove this is to use that $\mathrm{d}_{k} \mathcal{G}_{k}$ and $\mathcal{G}_{k} \mathrm{f}_{k-2}$ contains derivatives of the kind $D_{A}^{C} D_{B C}=\frac{1}{2} \epsilon_{A B} \Delta$. For a complete proof see Proposition A.3. The operators $\mathcal{G}_{k}$ also commute with $\mathrm{c}_{k}$; this is proven in Proposition A.1. To connect with the standard elliptic theory, we express appropriate powers of the Laplacian in terms of the operators $\mathcal{G}_{k}$ as

$$
\begin{align*}
\left(\Delta_{2 k}^{k} \phi\right)_{A_{1} \ldots A_{2 k}} & =\left(\mathrm{f}_{2 k-2} \mathcal{F}_{2 k-2} \mathrm{~d}_{2 k} \phi\right)_{A_{1} \ldots A_{2 k}}-(-2)^{1-k}\left(\mathcal{G}_{2 k} \mathrm{C}_{2 k} \phi\right)_{A_{1} \ldots A_{2 k}},  \tag{2.2a}\\
\left(\Delta_{2 k+1}^{k} \phi\right)_{A_{1} \ldots A_{2 k+1}} & =\left(\mathrm{f}_{2 k-1} \mathcal{F}_{2 k-1} d_{2 k+1} \phi\right)_{A_{1} \ldots A_{2 k+1}}+(-2)^{-k}\left(\mathcal{G}_{2 k+1} \phi\right)_{A_{1} \ldots A_{2 k+1}}, \tag{2.2b}
\end{align*}
$$

where the operators $\mathcal{F}_{2 s}$ for $s \in \frac{1}{2} \mathbb{N}_{0}$ are defined via

$$
\begin{aligned}
\left(\mathcal{F}_{2 s} \phi\right)_{A_{1} \ldots A_{2 s}}= & 2^{-2 s} \sum_{n=0}^{\lfloor s\rfloor} \sum_{m=0}^{\lfloor s\rfloor-n}\binom{2 s+2}{2 n+2 m+2}(-2)^{n} \\
& \times \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{2 n}}^{B_{2 n}}}_{2 n}\left(\Delta_{2 s}^{\lfloor s\rfloor-n} \phi\right)_{\left.A_{2 n+1} \ldots A_{2 s}\right) B_{1} \ldots B_{2 n}} .
\end{aligned}
$$

The first operators are

$$
\begin{aligned}
\left(\mathcal{F}_{0} \phi\right) & =\phi, \\
\left(\mathcal{F}_{1} \phi\right)_{A} & \equiv \frac{3}{2} \phi_{A}, \\
\left(\mathcal{F}_{2} \phi\right)_{A B} & =\frac{7}{4}\left(\Delta_{2} \phi\right)_{A B}-\frac{1}{2} D_{(A}^{C} D_{B)}{ }^{D} \phi_{C D} .
\end{aligned}
$$

See Lemma A. 4 in the "Appendix" for the proof of (2.2a) and (2.2b).
The operator $c_{2}$ is the spinor equivalent to the operator $*$ d acting on 1 -forms. The tensor equivalent of the operator $\mathcal{G}_{4}$ is the linearized Cotton-York tensor acting on symmetric trace-free 2-tensors. In the following section, a more detailed description of these relations is given.

## 3. Integrability Properties of Spinor Fields

A crucial part of this work relies on integrability properties for spinors, that is to say, proving that a spinor belongs to the image of a certain differential operator. In the case of spin-1, the operator under consideration is the curl operator; its integrability properties are well known since it is described by the de Rham complex. For spin-2, one has to resort to a generalization of the de Rham theory to trace free 2-tensors, which happened to have been studied in the context of conformal deformations of the flat metric by Gasqui and Goldschmidt [15], whose results were extended by Beig [4]. On $\mathbb{R}^{3}$, we consider a generalization of these elliptic complexes for arbitrary spin.

We present here the general picture of this integrability result for smooth spinors. It is well known that for 1-forms the integrability conditions are given by the following elliptic complex

$$
C^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}\right) \xrightarrow{\mathrm{d}} \Lambda^{1} \xrightarrow{* \mathrm{~d}} \Lambda^{1} \xrightarrow{\mathrm{~d}^{*}} C^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}\right),
$$

whose spinorial equivalent is

$$
\begin{equation*}
\mathcal{S}_{0} \xrightarrow{\mathrm{f}_{0}} \mathcal{S}_{2} \xrightarrow{\mathrm{C}_{2}} \mathcal{S}_{2} \xrightarrow{\mathrm{~d}_{2}} \mathcal{S}_{0} . \tag{3.1}
\end{equation*}
$$

Gasqui and Goldschmidt were interested in the conformal deformation of a metric on a 3-manifold $M$. A deformation $g_{t}$ of a metric $g_{0}$ is said to be conformally rigid if there exist a family of diffeomorphisms $\phi_{t}^{\star}$ and of functions $u_{t}$ such that

$$
\phi_{t}^{\star} g_{0}=e^{u_{t}} g_{t}
$$

The infinitesimal equation corresponding to this deformation is given by the conformal Killing equation

$$
\begin{equation*}
\mathcal{L}_{X} g_{0}-\frac{1}{3} \operatorname{Tr}_{g_{0}}\left(\mathcal{L}_{X} g_{0}\right) g_{0}=h \tag{3.2}
\end{equation*}
$$

where $X$ is a vector field on $M$ and $h$ is a trace free 2-tensor. The spinor equivalent of this equation is given by

$$
2 D_{(A B} X_{C D)}=h_{A B C D}
$$

Solving (3.2) requires that the 2 -tensor $h$ satisfies the constraint equation. This is stated in [15, Theorem 6.1, (2.24)] and in [4].

Theorem 3.1 (Gasqui-Goldschmidt). If $(M, g)$ is a conformally flat 3-dimensional manifold, then the following is an elliptic complex

$$
\Lambda^{1}(M) \xrightarrow{L} S_{0}^{2}(M, g) \xrightarrow{\mathcal{R}} S_{0}^{2}(M, g) \xrightarrow{\text { div }} \Lambda^{1}(M),
$$

where $\Lambda^{1}(M)$ is the space of 1-forms over $M, S_{0}^{2}(M, g)$ is the space of symmetric trace free 2-tensors and

$$
\begin{aligned}
(L W)_{a b} & =D_{(a} W_{b)}-\frac{1}{3} g_{a b} D^{c} W_{c} \\
(\operatorname{div} t)_{a} & =2 g^{b c} D_{c} t_{a b}
\end{aligned}
$$

and

$$
\begin{gathered}
\mathcal{R}(\psi)_{a b}=\epsilon^{c d}{ }_{a} D_{[c} \sigma_{d] b} \text { where } \\
\sigma_{a b}=D_{(a} D^{c} \psi_{b) c}-\frac{1}{2} \Delta \psi_{a b}-\frac{1}{4} g_{a b} D^{c} D^{d} \psi_{c d} .
\end{gathered}
$$

Remark 3.2. (1) A consequence of Theorem 3.1 is that Eq. (3.2) is integrable provided that

$$
\mathcal{R}(h)_{a b}=0 .
$$

(2) In terms of spinors, the operator $\mathcal{R}_{a b}$ reads

$$
\mathcal{R}_{a b}=\mathcal{R}_{A B C D}=-\frac{i}{2 \sqrt{2}}\left(\mathcal{G}_{4}\right)_{A B C D}
$$

The spinorial equivalent of this sequence is the following elliptic complex

$$
\begin{equation*}
\mathcal{S}_{2} \xrightarrow{\mathrm{f}_{2}} \mathcal{S}_{4} \xrightarrow{\mathcal{S}_{4}} \mathcal{S}_{4} \xrightarrow{\mathrm{~d}_{4}} \mathcal{S}_{2} . \tag{3.3}
\end{equation*}
$$

We now state, using the fundamental operators $\mathrm{f}_{2 s-2}, \mathcal{G}_{2 s}$ and $\mathrm{d}_{2 s}$, a generalization of the elliptic complexes (3.1) and (3.3) for arbitrary spin.
Lemma 3.3. The sequence

$$
\mathcal{S}_{2 s-2} \xrightarrow{t_{2 s-2}} \mathcal{S}_{2 s} \xrightarrow{\mathcal{G}_{2 s}} \mathcal{S}_{2 s} \xrightarrow{d_{2 s}} \mathcal{S}_{2 s-2},
$$

is an elliptic complex.
Proof. In view of (2.1), the sequence is a differential complex. It is therefore enough to check that the symbol sequence is exact, i.e. for a non-zero $\xi$ in $T^{\star} M$

$$
S_{2 s-2} \xrightarrow{\sigma_{\xi}\left(\mathrm{f}_{2 s-2}\right)} S_{2 s} \xrightarrow{\sigma_{\xi}\left(\mathcal{G}_{2 s}\right)} S_{2 s} \xrightarrow{\sigma_{\xi}\left(\mathrm{d}_{2 s}\right)} S_{2 s-2} .
$$

This follows from the vanishing properties (2.1) and the expression of powers of the Laplacian in terms of these operators, i.e. (2.2a) and (2.2b).

Let $\xi$ be a fixed non-zero element of $T^{\star} M$. We first notice that (2.1) implies

$$
\operatorname{im}\left(\sigma_{\xi}\left(\mathcal{G}_{2 s}\right)\right) \subset \operatorname{ker}\left(\sigma_{\xi}\left(\mathrm{d}_{2 s}\right)\right) \quad \text { and } \quad \operatorname{im}\left(\sigma_{\xi}\left(\mathrm{f}_{2 s-2}\right)\right) \subset \operatorname{ker}\left(\sigma_{\xi}\left(\mathcal{G}_{2 s}\right)\right)
$$

We then notice that the symbol of the Laplacian $\Delta_{2 s}^{k}$ is an invertible symbol which is in the center of the algebra of symbols since its expression is

$$
\sigma_{\xi}\left(\Delta_{2 s}^{k}\right)=\left|\xi_{A B}\right|^{2 k} I .
$$

Furthermore, using the relations stated in Lemma A.4, we have

$$
\begin{gather*}
\left(\Delta_{2 s}^{s} \phi\right)_{A_{1} \ldots A_{2 s}}=\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \phi\right)_{A_{1} \ldots A_{2 s}}-(-2)^{1-s}\left(\mathcal{G}_{2 s} \mathrm{c}_{2 s} \phi\right)_{A_{1} \ldots A_{2 s}} \text { for } s \in \mathbb{N}_{0},  \tag{3.4}\\
\left(\Delta_{2 s}^{s-1 / 2} \phi\right)_{A_{1} \ldots A_{2 s+1}}=\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \phi\right)_{A_{1} \ldots A_{2 s}}+(-2)^{-1 / 2-s}\left(\mathcal{G}_{2 s} \phi\right)_{A_{1} \ldots A_{2 s}} \text { for } s \in \frac{1}{2}+\mathbb{N}_{0} .
\end{gather*}
$$

Assume now that the spin is an integer. The proof in the case when the spin is a half integer is left to the reader (the proof is almost identical). Let $Y$ be an element of $\operatorname{ker}\left(\sigma_{\xi}\left(\mathrm{d}_{2 s}\right)\right)$. Using formula (3.4), we get

$$
\begin{aligned}
Y & =\sigma_{\xi}\left(\Delta_{2 s}^{s}\right)^{-1} \sigma_{\xi}\left(\Delta_{2 s}^{s}\right) Y \\
& =\sigma_{\xi}\left(\Delta_{2 s}^{s}\right)^{-1}\left(\sigma_{\xi}\left(\mathfrak{f}_{2 s-2}\right) \sigma_{\xi}\left(\mathcal{F}_{2 s-2}\right) \sigma_{\xi}\left(\mathfrak{d}_{2 s}\right)-(-2)^{1-s} \sigma_{\xi}\left(\mathcal{G}_{2 s}\right) \sigma\left(\mathfrak{c}_{2 s}\right)\right) Y \\
& =-(-2)^{1-s} \sigma_{\xi}\left(\Delta_{2 s}^{s}\right)^{-1} \sigma_{\xi}\left(\mathcal{G}_{2 s}\right) \sigma_{\xi}\left(\mathfrak{c}_{2 s}\right) Y .
\end{aligned}
$$

Since the symbol of the Laplacian commutes with all other symbols, we consequently get

$$
Y=-(-2)^{1-s} \sigma_{\xi}\left(\mathcal{G}_{2 s}\right) \sigma_{\xi}\left(\Delta_{2 s}^{s}\right)^{-1} \sigma_{\xi}\left(c_{2 s}\right) Y
$$

that is to say that $Y$ belongs to the image of $\sigma_{\xi}\left(\mathcal{G}_{2 s}\right)$. If we now assume that $Y$ is in $\operatorname{ker}\left(\sigma_{\xi}\left(\mathcal{G}_{2 s}\right)\right)$. Using formula (3.4), we get

$$
\begin{aligned}
Y & =\sigma_{\xi}\left(\Delta_{2 s}^{s}\right)^{-1} \sigma_{\xi}\left(\Delta_{2 s}^{s}\right) Y \\
& =\sigma_{\xi}\left(\Delta_{2 s}^{s}\right)^{-1}\left(\sigma_{\xi}\left(\mathrm{f}_{2 s-2}\right) \sigma_{\xi}\left(\mathcal{F}_{2 s-2}\right) \sigma_{\xi}\left(\mathrm{d}_{2 s}\right)-(-2)^{1-s} \sigma_{\xi}\left(\mathcal{G}_{2 s}\right) \sigma_{\xi}\left(\mathcal{C}_{2 s}\right)\right) Y
\end{aligned}
$$

Since $\mathcal{G}_{2 s}$ and $c_{2 s}$ commute (Lemma A.1) and since the symbol of the Laplacian commutes with all other symbols, we get

$$
Y=\sigma_{\xi}\left(\mathrm{f}_{2 s-2}\right) \sigma_{\xi}\left(\Delta_{2 s}^{s}\right)^{-1} \sigma_{\xi}\left(\mathcal{F}_{2 s-2}\right) \sigma_{\xi}\left(\mathrm{d}_{2 s}\right),
$$

that is to say that $Y$ belongs to the image of $\sigma_{\xi}\left(\mathrm{f}_{2 s-2}\right)$.
Using the ellipticity of the sequence, it is finally possible to prove the existence of solutions of equations involving $\mathcal{G}_{2 s}$ and $\mathrm{f}_{2 s}$. This theorem is a direct consequence of [33, Theorem 1.4].

Proposition 3.4. For $x$ in $\mathbb{R}^{3}$, there exists an open neighborhood $U$ of $x$ such that the sequence

$$
\mathfrak{A}\left(U, S_{2 s-2}\right) \xrightarrow{t_{2 s-2}} \mathfrak{A}\left(U, S_{2 s}\right) \xrightarrow{\mathcal{G}_{2 s}} \mathfrak{A}\left(U, S_{2 s}\right) \xrightarrow{d_{2 s}} \mathfrak{A}\left(U, S_{2 s-2}\right),
$$

is exact, where $\mathfrak{A}(U, E)$ denotes the space of real analytic sections of $E$.
Remark 3.5. We in fact only need this result in the context of polynomials. The problem will be to solve, for any real number $\delta$, the equations

$$
\mathrm{f}_{2 s-2} \phi=\psi, \quad \text { when } \psi \in \mathcal{P}^{<\delta}\left(S_{2 s}\right)
$$

and

$$
\mathcal{G}_{2 s} \xi=\zeta, \quad \text { when } \zeta \in \mathcal{P}^{<\delta}\left(S_{2 s}\right)
$$

Proposition 3.4 ensures the local existence of solutions to these equations provided that

$$
\mathcal{G}_{2 s} \psi=0 \quad \text { and } \quad d_{2 s} \zeta=0
$$

By integration, these solutions are necessarily polynomials.
Proof. The proof of Proposition 3.4 is a direct consequence of the fact that the fundamental operators $\mathrm{f}_{2 s-2}, \mathcal{G}_{2 s}$ and $\mathrm{d}_{2 s}$ are operators with constant coefficients, which consist only of higher order homogeneous terms. As a consequence, these operators are all sufficiently regular in the terminology of [33] (since they have constant coefficients, cf. [33, Remark 1.16]) and formally integrable (since they have only homogeneous terms of the highest possible order, cf. [33, Remark 1.21]). Proposition 3.4 is then a direct consequence of [33, Theorem 1.4].

## 4. Construction of Initial Data for the Potential

As seen in the introduction, one of the key points when constructing the initial data for the potential for the massless free field is the ability to solve, at the level of the initial data, the equation

$$
\varphi_{A \ldots F}=\left(\mathcal{G}_{2 s} \zeta\right)_{A \ldots F}
$$

This requires a partial generalization of Proposition 3.4 to weighted Sobolev spaces. The main difficulty in the construction of $\zeta_{A \ldots F}$ is to obtain the estimate

$$
\left\|\zeta_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1} \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta}
$$

This inequality is similar to those in standard elliptic theory. The main idea of this section is to construct a solution using the relations between the operator $\mathcal{G}_{2 s}$ and powers of the Laplacian $\Delta$ as stated in Eqs. (2.2a) and (2.2b). The strategy of the proof is as follows:
(1) using the elliptic properties of the Laplacian and its powers, a preimage $\theta_{A \ldots F}$ of $\varphi_{A \ldots F}$ is constructed;
(2) using Eqs. (2.2a) and (2.2b), the constraint equation satisfied by the initial datum, and the differential complex stated in Lemma (3.3), we prove that the only nonvanishing term of Eqs. (2.2a) and (2.2b) is the one containing $\mathcal{G}_{2 s}$.

However, this schematic procedure works only for a certain range of weights. Outside this range, a more thorough discussion has to be performed. One of the key facts which is used is that the polynomial nature of the elements of the kernel of the Laplacian (and its powers) makes it possible to use Proposition 3.4 (and Remark 3.5).

This section deals strictly with the initial data both for the field and the potential. The corresponding Cauchy problems for higher spin fields and for the potential are described in Sect. 7. More precisely, the details regarding the relation between the Hertz potential and the field are given in Sect. 7.1, which is devoted to the $3+1$ splitting of the potential equation. Furthermore, the representation Theorem 7.6 for a massless field in terms of a Hertz potential, based on the uniqueness of solutions of the Cauchy problem, is given in Sect. 7.2.

For $s=1 / 2$, we immediately get the desired solution by setting $\zeta_{A}=\varphi_{A}$. For higher spin, a more careful analysis is required. To simplify the presentation, the spin-1 case is discussed first in detail, followed by the general spin case.

The following lemma is a technical result describing the orthogonality properties of the range of f and the kernel of d .

Lemma 4.1. Assume that $\varphi_{A \ldots F} \in H_{\delta}^{1}\left(S_{2 s}\right)$ satisfies the constraint $\left(d_{2 s} \varphi\right)_{C \ldots F}=0$, and $\eta_{C \ldots F} \in H_{-2-\delta}^{1}\left(S_{2 s-2}\right)$. Then $\varphi_{A \ldots F}$ is $L^{2}$ orthogonal to $\left(f_{2 s-2} \eta\right)_{A \ldots F}$.

Proof. Let $\left\{\varphi_{A \ldots F}^{i}\right\}_{i=0}^{\infty} \subset C_{0}^{\infty}\left(S_{2 s}\right)$ such that $\left\|\varphi_{A \ldots F}^{i}-\varphi_{A \ldots F}\right\|_{1, \delta} \rightarrow 0$ as $i \rightarrow \infty$. An integration by parts and Remark 2.3 give

$$
\int_{\mathbb{R}^{3}} \varphi_{A \ldots F}^{i} D^{\left(\widehat{A B} \eta^{C} \ldots F\right)} \mathrm{d} \mu_{\mathbb{R}^{3}}=\int_{\mathbb{R}^{3}} D^{A B} \varphi_{A \ldots F}^{i} \widehat{\eta}^{C \ldots F} \mathrm{~d} \mu_{\mathbb{R}^{3}},
$$

that is

$$
\left\langle\varphi_{A \ldots F}^{i},\left(\mathrm{f}_{2 s-2} \eta\right)_{A \ldots F}\right\rangle_{L^{2}}=\left\langle\left(\oint_{2 s} \varphi^{i}\right)_{C \ldots F}, \eta_{C \ldots F}\right\rangle_{L^{2}} .
$$

Taking the limit as $i \rightarrow \infty$ on both sides gives $\left\langle\varphi_{A \ldots F},\left(\mathrm{f}_{2 s-2} \eta\right)_{A \ldots F}\right\rangle_{L^{2}}=0$.

Definition 4.2. Let $\delta$ be in $\mathbb{R} \backslash \mathbb{Z}$ and $s \in \frac{1}{2} \mathbb{N}$. Furthermore, let

$$
\mathbb{F}_{s, \delta} \equiv \operatorname{ker} \Delta_{2 s}^{\lfloor s\rfloor} \cap L_{-3-\delta}^{2}\left(S_{2 s}\right)
$$

Define the space $\mathbb{E}_{s, \delta}$ to be the $L_{-3-\delta}^{2}$-orthogonal complement of $\mathbb{F}_{s, \delta} \cap \operatorname{ker} \mathcal{G}_{2 s}$ in $\mathbb{F}_{s, \delta}$.
Remark 4.3. If $\delta \geq-2 s-2$, the space $\mathbb{E}_{s, \delta}$ is trivial. This follows from the fact that $\mathbb{F}_{s, \delta} \subset$ $\mathcal{P}^{<-3-\delta}\left(S_{2 s}\right)$ and that $\mathcal{G}_{2 s}$ is a homogeneous order $2 s-1$ operator. With $-3-\delta \leq 2 s-1$ or equivalently $\delta \geq-2 s-2$ we have $\mathbb{F}_{s, \delta} \subset \mathcal{P}^{<-3-\delta}\left(S_{2 s}\right) \subset$ ker $\mathcal{G}_{2 s}$ and consequently $\mathbb{E}_{s, \delta}=\{0\}$.

Before we prove existence of preimages under $\mathcal{G}_{2 s}$, we prove a technical lemma that allows us to reduce the problem of finding a preimage of $\operatorname{ker} d_{2 s} \cap H_{\delta}^{j}\left(S_{2 s}\right)$ under $\mathcal{G}_{2 s}$ to that of finding a preimage of $\operatorname{ker} d_{2 s} \cap H_{\delta}^{j}\left(S_{2 s}\right)$ orthogonal to $\mathbb{E}_{s, \delta}$.

Lemma 4.4. Let $\delta$ be in $\mathbb{R} \backslash \mathbb{Z}, j>0$ integer, $\varphi_{A \ldots F}$ in $H_{\delta}^{j}\left(S_{2 s}\right)$. If $\delta<-2 s-2$ we can find $a \tilde{\zeta}_{A \ldots F} \in H_{\delta+2 s-1}^{j+2 s-1}\left(S_{2 s}\right)$ and a constant $C$ depending only on $s, j$ and $\delta$ such that $\varphi_{A \ldots F}+\left(\mathcal{G}_{2 s} \tilde{\zeta}\right)_{A \ldots F}$ is orthogonal to $\mathbb{E}_{S, \delta}$ and

$$
\left\|\tilde{\zeta}_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1} \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta} .
$$

Proof. Let $\left\{\mu_{A \ldots F}^{i}\right\}_{i}$ be an $L_{-\delta-2 s-2}^{2}\left(S_{2 s}\right)$ orthonormal basis for the finite dimensional space $\mathcal{G}_{2 s}\left(\mathbb{E}_{s, \delta}\right) \subset H_{-\delta-2 s-2}^{j+2 s-2}\left(S_{2 s}\right)$. Due to the splitting $\mathbb{F}_{s, \delta}=\mathbb{E}_{s, \delta} \oplus\left(\mathbb{F}_{s, \delta} \cap \operatorname{ker} \mathcal{G}_{2 s}\right)$, we have for each $\mu_{A \ldots F}^{i}$ a unique $\xi_{A \ldots F}^{i} \in \mathbb{E}_{s, \delta}$ such that $\left(\mathcal{G}_{2 s} \xi^{i}\right)_{A \ldots F}=\mu_{A \ldots F}^{i}$, and $\left\{\xi_{A \ldots F}^{i}\right\}_{i}$ span $\mathbb{E}_{s, \delta}$. Let $\eta_{A \ldots F}^{i} \equiv\langle r\rangle^{2 \delta+4 s+1} \mu_{A \ldots F}^{i}$. By [7, Lemma 5.2] we have that $\eta_{A \ldots F}^{i} \in H_{\delta+2 s-1}^{j+2 s-1}\left(S_{2 s}\right)$. We can now approximate $\xi_{A \ldots F}^{i} \in H_{-\delta-3}^{j+4 s-3}$ by choosing a sequence $\left\{\xi_{A \ldots F}^{i, k}\right\}_{k \in \mathbb{N}} \subset C_{0}^{\infty}\left(S_{2 s}\right)$ such that $\left\|\xi_{A \ldots F}^{i}-\xi_{A \ldots F}^{i, k}\right\|_{j+4 s-3,-\delta-3} \rightarrow 0$ for $k \rightarrow$ $\infty$. Repeated integration by parts gives

$$
<\left(\mathcal{G}_{2 s} \eta^{i}\right)_{A \ldots F}, \xi_{A \ldots F}^{j, k}>_{L^{2}}=-<\eta_{A \ldots F}^{i},\left(\mathcal{G}_{2 s} \xi^{j, k}\right)_{A \ldots F}>_{L^{2}}
$$

where the boundary terms vanish due to the compact support of $\xi_{A \ldots \ldots F}^{i, k}$. In the limit $k \rightarrow \infty$, this gives, making use of the definition of the weighted spaces,

$$
\begin{aligned}
<\left(\mathcal{G}_{2 s} \eta^{i}\right)_{A \ldots F}, \xi_{A \ldots F}^{j}>_{L^{2}} & =-<\eta_{A \ldots F}^{i},\left(\mathcal{G}_{2 s} \xi^{j}\right)_{A \ldots F}>_{L^{2}} \\
& =-<\mu_{A \ldots F}^{i}, \mu_{A \ldots F}^{j}>_{L_{-\delta-2 s-2}^{2}}=-\delta^{i j}
\end{aligned}
$$

Now, let

$$
\tilde{\zeta}_{A \ldots F} \equiv \sum_{i}<\varphi_{A \ldots F}, \xi_{A \ldots F}^{i}>_{L^{2}} \eta_{A \ldots F}^{i}
$$

This gives that $<\varphi_{A \ldots F}+\left(\mathcal{G}_{2 s} \tilde{\zeta}\right)_{A \ldots F}, \xi_{A \ldots F}^{i}>_{L^{2}}=0$ for all $i$. Hence, $\varphi_{A \ldots F}+\left(\mathcal{G}_{2 s} \tilde{\zeta}\right)_{A \ldots F}$ is orthogonal to $\mathbb{E}_{s, \delta}$.

We also get the estimates

$$
\begin{align*}
\left\|\tilde{\zeta}_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1} & \leq \sum_{i}\left|<\varphi_{A \ldots F}, \xi_{A \ldots F}^{i}>_{L^{2}}\right|\left\|\eta_{A \ldots F}^{i}\right\|_{j+2 s-1, \delta+2 s-1} \\
& \leq \sum_{i}\left\|\varphi_{A \ldots F}\right\|_{L_{\delta}^{2}}\left\|\xi_{A \ldots F}^{i}\right\|_{L_{-3-\delta}^{2}}\left\|\eta_{A \ldots F}^{i}\right\|_{j+2 s-1, \delta+2 s-1} \\
& \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta}, \tag{4.1}
\end{align*}
$$

where $C$ only depends on $s, j$ and $\delta$.
4.1. The spin-1 case. To show how to solve the equation $\varphi_{A \ldots F}=\left(\mathcal{G}_{2 s} \zeta\right)_{A \ldots F}$, we begin with the spin- 1 case to illustrate the idea. We then use the same ideas for general spin in Proposition 4.6.

Proposition 4.5. Let $\delta$ be in $\mathbb{R} \backslash \mathbb{Z}$, j a positive integer, $\varphi_{A B}$ in $H_{\delta}^{j}\left(S_{2}\right)$ such that $D^{A B} \varphi_{A B}=$ 0 . Then there exist a spinor field $\zeta_{A B} \in H_{\delta+1}^{j+1}\left(S_{2}\right)$ and a constant $C$ depending only on $\delta$ and $j$ such that

$$
\begin{aligned}
\varphi_{A B} & =\left(\mathcal{G}_{2} \zeta\right)_{A B}, \\
\left\|\zeta_{A B}\right\|_{j+1, \delta+1} & \leq C\left\|\varphi_{A B}\right\|_{j, \delta} .
\end{aligned}
$$

Proof. By Remark 4.3 we see that $\varphi_{A B}$ is automatically orthogonal to $\mathbb{E}_{1, \delta}$ if $\delta \geq-4$. If $\delta<-4$, we can use Lemma 4.4 to construct $\tilde{\zeta}_{A B} \in H_{\delta+1}^{j+1}\left(S_{2}\right)$ such that $\varphi_{A B}+\left(\mathcal{G}_{2} \tilde{\zeta}\right)_{A B} \in$ ker $d_{2} \cap H_{\delta}^{j}\left(S_{2}\right)$ is orthogonal to $\mathbb{E}_{1, \delta}$. The estimates in Lemma 4.4 are of the right type, so if we can prove the proposition for $\varphi_{A B}+\left(\mathcal{G}_{2} \tilde{\zeta}\right)_{A B}$ instead of $\varphi_{A B}$, we are done. We can therefore in the rest of the proof without loss of generality assume that $\varphi_{A B}$ is orthogonal to $\mathbb{E}_{1, \delta}$. From now on, to make the link with the language of forms clear, we replace the operator $\mathcal{G}_{2}=2 \mathrm{c}_{2}$ with the curl operator $\mathrm{c}_{2}$.

Let $\theta_{A B}$ be in $\mathbb{F}_{1, \delta} \cap \operatorname{ker} \mathrm{c}_{2}$. The field $\theta_{A B}$ is then in $\mathcal{P}^{<-3-\delta}\left(S_{2}\right)$ and therefore real analytic. Furthermore it is curl-free (i.e., in ker $\mathrm{C}_{2}$ ). Using Proposition 3.4, the sequence

$$
\mathcal{P}^{<-4-\delta}\left(S_{0}\right) \xrightarrow{\mathrm{f}_{0}} \mathcal{P}^{<-3-\delta}\left(S_{2}\right) \xrightarrow{\mathrm{c}_{2}} \mathcal{P}^{<-2-\delta}\left(S_{2}\right),
$$

is exact and, therefore, $\theta_{A B}$ can be written as a gradient $D_{A B} \eta=\left(\mathrm{f}_{0} \eta\right)_{A B}=\theta_{A B}$, where $\eta \in \mathcal{P}^{<-2-\delta}\left(S_{2}\right) \subset H_{-2-\delta}^{1}\left(S_{2}\right)$. Then, by Lemma 4.1, $\varphi_{A B}$ is $L_{2}$-orthogonal to $\theta_{A B}$. As $\theta_{A B}$ was arbitrary in $\mathbb{F}_{1, \delta} \cap \operatorname{ker} \mathfrak{c}_{2}$ and $\varphi_{A B}$ was by assumption orthogonal to $\mathbb{E}_{1, \delta}$, we have that $\varphi_{A B}$ is orthogonal to all of $\mathbb{F}_{1, \delta}$.

The Laplacian $\Delta_{2}: H_{\delta+2}^{j+2}\left(S_{2}\right) \rightarrow H_{\delta}^{j}\left(S_{2}\right)$ is formally self-adjoint and has closed range and finite dimensional kernel - see [7,23,26] for details. By Fredholm's alternative, there exists a $\theta_{A B} \in H_{\delta+2}^{j+2}\left(S_{2}\right)$ such that $\varphi_{A B}=\left(\Delta_{2} \theta\right)_{A B}$. Using Proposition 2.7, we can modify $\theta_{A B}$ within the class ker $\Delta_{2} \cap H_{\delta+2}^{j+2}$ to obtain the estimate

$$
\left\|\theta_{A B}\right\|_{j+2, \delta+2} \leq C\left\|\varphi_{A B}\right\|_{j, \delta},
$$

where $C$ only depends on $j$ and $\delta$.
Now, we can re-express the Laplacian $\Delta_{2}$ as

$$
\varphi_{A B}=\left(\Delta_{2} \theta\right)_{A B}=-2\left(c_{2} c_{2} \theta\right)_{A B}+\left(\mathrm{f}_{0} \mathrm{~d}_{2} \theta\right)_{A B} .
$$

We now want to show that $\left(\mathrm{f}_{0} \mathrm{f}_{2} \theta\right)_{A B}$ vanishes (for $\delta<0$ ) or is in the image of $\mathrm{c}_{2}$ (for $\delta>0$ ).

By the constraint equation and commutations of the divergence and the Laplace operator, we have

$$
0=\left(d_{2} \varphi\right)=D^{A B} \varphi_{A B}=D^{A B}\left(\Delta \theta_{A B}\right)=\Delta\left(D^{A B} \varphi_{A B}\right)=\left(\Delta_{0} \mathrm{~d}_{2} \theta\right)
$$

Hence, $\left(d_{2} \theta\right) \in \operatorname{ker} \Delta_{0} \cap L_{\delta+1}^{2}\left(S_{0}\right)$.
If $\delta<0$, we know that ker $\Delta_{0} \cap L_{\delta+1}^{2}\left(S_{0}\right)$ only contains polynomials with degree $<1$, i.e. constants, which means that they are in the kernel of the gradient operator $\mathfrak{f}_{0}$. Hence,

$$
\varphi_{A B}=-2\left(\mathrm{c}_{2} \mathrm{c}_{2} \theta\right)_{A B}=-\left(\mathcal{G}_{2} \mathrm{c}_{2} \theta\right)_{A B}
$$

and we can therefore choose $\zeta_{A B}=-\left(c_{2} \theta\right)_{A B}$, and we get

$$
\left\|\zeta_{A B}\right\|_{j+1, \delta+1} \leq\left\|\theta_{A B}\right\|_{j+2, \delta+2} \leq C\left\|\varphi_{A B}\right\|_{j, \delta}
$$

If $\delta>0$, we need to be more careful. Let $\Omega \equiv \operatorname{ker} \Delta_{0} \cap L_{\delta+1}^{2}\left(S_{0}\right)$, i.e. the set of harmonic polynomials with degree strictly smaller than $\delta+1$. Then $\mathrm{f}_{0}(\Omega) \subset L_{\delta}^{2}\left(S_{2}\right)$ is also a finite dimensional space of smooth fields. Since $\mathrm{d}_{2} \mathrm{f}_{0}=\Delta_{0}$, we have the following diagram

Using the integrability condition stated in Proposition 3.4, and Remark 3.5, and more specifically by

$$
\mathcal{P}^{<\delta+1}\left(S_{2}\right) \xrightarrow{\boldsymbol{c}_{2}} \mathcal{P}^{<\delta}\left(S_{2}\right) \xrightarrow{d_{2}} \mathcal{P}^{<\delta-1}\left(S_{0}\right),
$$

we can define an a priori non unique linear mapping $\mathcal{T}: f_{0}(\Omega) \rightarrow \mathcal{S}_{2}$, such that $\mathcal{C}_{2} \mathcal{T}$ acts as the identity on $\mathrm{f}_{0}(\Omega)$. As a linear operator from the finite dimensional space $\mathrm{f}_{0}(\Omega) \subset H_{\delta}^{j}\left(S_{2}\right)$ into $H_{\delta+2}^{j+2}\left(S_{2}\right)$ (endowed with their respective induced Sobolev norms), $\mathcal{T}$ is bounded and, therefore, there exists a constant $C$, depending on the choice of the mapping $\mathcal{T}$, such that

$$
\begin{aligned}
\left\|\left(\mathcal{T f}_{0} \mathrm{~d}_{2} \theta\right)_{A B}\right\|_{j+1, \delta+1} & \leq C\left\|\left(\mathrm{f}_{0} \mathrm{~d}_{2} \theta\right)_{A B}\right\|_{j, \delta}, \\
\left(\mathrm{c}_{2} \mathcal{T f}_{0} \mathrm{~d}_{2} \theta\right)_{A B} & =\left(\mathrm{f}_{0} \mathrm{~d}_{2} \theta\right)_{A B} .
\end{aligned}
$$

Now, let

$$
\zeta_{A B}=-\left(\mathrm{c}_{2} \theta\right)_{A B}+\left(\mathcal{T}_{0} \mathrm{~d}_{2} \theta\right)_{A B}
$$

This gives the desired relations

$$
\begin{aligned}
& \left(\mathcal{G}_{2} \zeta\right)_{A B}=2\left(\mathrm{c}_{2} \zeta\right)_{A B}=-2\left(\mathrm{c}_{2} \mathrm{c}_{2} \theta\right)_{A B}+2\left(\mathrm{f}_{0} \mathrm{~d}_{4} \theta\right)_{A B}=\varphi_{A B}, \\
& \left\|\zeta_{A B}\right\|_{j+1, \delta+1} \leq\left\|\theta_{A B}\right\|_{j+2, \delta+2}+C\left\|\left(\mathrm{f}_{0} \mathrm{~d}_{2} \theta\right)_{A B}\right\|_{j, \delta} \leq C\left\|\varphi_{A B}\right\|_{j, \delta}
\end{aligned}
$$

### 4.2. The spin-s case.

Proposition 4.6. Let $\delta$ be in $\mathbb{R} \backslash \mathbb{Z}, j>0$ integer, $\varphi_{A \ldots F}$ in $\operatorname{ker} d_{2 s} \cap H_{\delta}^{j}\left(S_{2 s}\right)$. Let $m=$ $\lfloor s\rfloor$, i.e. the largest integer such that $m \leq s$. Then there exist a spinor field $\zeta_{A \ldots F} \in$ $H_{\delta+2 s-1}^{j+2 s-1}\left(S_{2 s}\right)$ and a constant $C$ depending only on $\delta$ and $j$ such that

$$
\begin{aligned}
\varphi_{A \ldots F} & =\left(\mathcal{G}_{2 s} \zeta\right)_{A \ldots F}, \\
\left\|\zeta_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1} & \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta} .
\end{aligned}
$$

Proof. By Remark 4.3 we see that $\varphi_{A \ldots F}$ is automatically orthogonal to $\mathbb{E}_{s, \delta}$ if $\delta \geq$ $-2 s-2$. If $\delta<-2 s-2$, we can use Lemma 4.4 to construct $\tilde{\zeta}_{A \ldots F} \in H_{\delta+2 s-1}^{j+2 s-1}\left(S_{2 s}\right)$ such that $\varphi_{A \ldots F}+\left(\mathcal{G}_{2 s} \tilde{\zeta}\right)_{A \ldots F} \in \operatorname{ker~} d_{2 s} \cap H_{\delta}^{j}\left(S_{2 s}\right)$ is orthogonal to $\mathbb{E}_{s, \delta}$. The estimates in Lemma 4.4 are of the right type, so if we can prove the proposition for $\varphi_{A \ldots F}+\left(\mathcal{G}_{2 s} \tilde{\zeta}\right)_{A \ldots F}$ instead of $\varphi_{A \ldots F}$, we are done. Without loss of generality, we can therefore for the rest of the proof assume that $\varphi_{A \ldots F}$ is orthogonal to $\mathbb{E}_{s, \delta}$.

Now, we will establish that $\varphi_{A \ldots F}$ is orthogonal to $\mathbb{F}_{s, \delta}$ by using the constraint equation and the orthogonality to $\mathbb{E}_{s, \delta}$. The spinors in $\mathbb{F}_{s, \delta} \subset \mathcal{P}^{<-3-\delta}\left(S_{2 s}\right)$ are polynomial, so we can use Proposition 3.4 to conclude that $\mathbb{F}_{s, \delta} \cap \operatorname{ker} \mathcal{G}_{2 s}=\mathbb{F}_{s, \delta} \cap \mathfrak{f}_{2 s-2}\left(\mathcal{P}<-2-\delta\left(S_{2 s-2}\right)\right)$. But $\mathcal{P}<-2-\delta\left(S_{2 s-2}\right) \subset H_{-2-\delta}^{1}\left(S_{2 s-2}\right)$, so Lemma 4.1 gives that $\left\langle\varphi_{A \ldots F}, \zeta_{A \ldots F}\right\rangle_{L^{2}}=0$ for all $\zeta_{A \ldots F} \in \mathbb{F}_{s, \delta} \cap \mathrm{f}_{2 s-2}\left(\mathcal{P}^{<-2-\delta}\left(S_{2 s-2}\right)\right)=\mathbb{F}_{s, \delta} \cap \operatorname{ker} \mathcal{G}_{2 s}$. By assumption $\varphi_{A \ldots F}$ is orthogonal to $\mathbb{E}_{s, \delta}$ and therefore orthogonal to all of $\mathbb{F}_{s, \delta}$.

The operator $\Delta_{2 s}^{m}: H_{\delta+2 m}^{j+2 m}\left(S_{2 s}\right) \rightarrow H_{\delta}^{j}\left(S_{2 s}\right)$ is formally self-adjoint and has closed range and finite dimensional kernel - see $[7,23,26]$ for details. By the Fredholm alternative, and the orthogonality, there exists a $\theta_{A \ldots F} \in H_{\delta+2 m}^{j+2 m}\left(S_{2 s}\right)$ such that $\varphi_{A \ldots F}=$ $\left(\Delta_{2 s}^{m} \theta\right)_{A \ldots F}$. Using Proposition 2.7 we can modify $\theta_{A \ldots F}$ within the class ker $\Delta_{2 s}^{m} \cap$ $H_{\delta+2 m}^{j+2 m}\left(S_{2 s}\right)$ to obtain the estimate

$$
\left\|\theta_{A \ldots F}\right\|_{j+2 m, \delta+2 m} \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta},
$$

where $C$ only depends on $j$ and $\delta$.
For integer spin we can express the $\Delta_{2 s}^{m}$ operator as

$$
\left(\Delta_{2 s}^{m} \theta\right)_{A \ldots F}=\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F}-(-2)^{1-m}\left(\mathcal{G}_{2 s} \mathcal{C}_{2 s} \theta\right)_{A \ldots F} .
$$

For half integer spin we can express the $\Delta_{2 s}^{m}$ operator as $2 s=2 m+1$

$$
\left(\Delta_{2 s}^{m} \theta\right)_{A \ldots F}=\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F}+(-2)^{-m}\left(\mathcal{G}_{2 s} \theta\right)_{A \ldots F} .
$$

We now want to show that $\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F}$ vanishes (for $\delta<0$ ) or is in the image of $\mathcal{G}_{2 s}$ (for $\delta>0$ ).

By the constraint equation and the fact that the divergence and the Laplace operator commute, we have

$$
\begin{aligned}
0 & =\left(d_{2 s} \varphi\right)_{C \ldots F}=D^{A B} \varphi_{A \ldots F}=D^{A B}\left(\Delta_{2 s}^{m} \theta_{A \ldots F}\right)=\Delta_{2 s-2}^{m}\left(D^{A B} \varphi_{A \ldots F}\right) \\
& =\left(\Delta_{2 s-2}^{m} d_{2 s} \theta\right)_{C \ldots F} .
\end{aligned}
$$

Hence, $\left(\mathrm{d}_{2 s} \theta\right)_{C \ldots F}$ is in ker $\Delta_{2 s-2}^{m} \cap L_{\delta+2 m-1}^{2}\left(S_{2 s-2}\right)$.
If $\delta<0$, we know that fields in ker $\Delta_{2 s-2}^{m} \cap L_{\delta+2 m-1}^{2}\left(S_{2 s-2}\right)$ are in $\mathcal{P}<2 m-1\left(S_{2 s-2}\right)$, i.e. they are spanned by constant spinors times polynomials with maximal degree $2 m-$
2. They therefore belong to the kernel of the homogeneous order $2 m-1$ operator $\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2}$. Hence, $\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathfrak{d}_{2 s} \theta\right)_{A \ldots F}=0$ and we get

$$
\varphi_{A \ldots F}=-(-2)^{1-m}\left(\mathcal{G}_{2 s} c_{2 s} \theta\right)_{A \ldots F},
$$

for integer spin, and

$$
\varphi_{A \ldots F}=(-2)^{-m}\left(\mathcal{G}_{2 s} \theta\right)_{A \ldots F},
$$

for half integer spin. For integer spin we can therefore choose $\zeta_{A \ldots F}=-(-2)^{1-m}$ $\left(C_{2 s} \theta\right)_{A \ldots F}$, and we get

$$
\left\|\zeta_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1} \leq C\left\|\theta_{A \ldots F}\right\|_{j+2 m, \delta+2 m} \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta} .
$$

For half integer spin we can choose $\zeta_{A \ldots F}=(-2)^{-m} \theta_{A \ldots F}$, and we get

$$
\left\|\zeta_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1}=(-2)^{-m}\left\|\theta_{A \ldots F}\right\|_{j+2 m, \delta+2 m} \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta} .
$$

If $\delta>0$, we need to be more careful. Let $\Omega \equiv \operatorname{ker}\left(\Delta_{2 s-2}^{m}\right) \cap \operatorname{im}\left(d_{2 s}\right) \cap L_{\delta+2 m-1}^{2}\left(S_{2 s-2}\right)$. We know that it is a finite dimensional space of polynomial fields. $\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2}(\Omega) \subset$ $L_{\delta}^{2}\left(S_{2 s}\right)$ is therefore also a finite dimensional space in $\mathcal{P}<\delta\left(S_{2 s}\right)$.

Using the relations (2.1), (2.2a) and (2.2b), we get

$$
\Delta_{2 s-2}^{m} \mathrm{~d}_{2 s}=\mathrm{d}_{2 s} \Delta_{2 s}^{m}=\mathrm{d}_{2 s} \mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s}
$$

Consequently, on $\Omega \subset \operatorname{im}\left(d_{2 s}\right)$, the relation

$$
\left.\mathrm{d}_{2 s} \mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2}\right|_{\Omega}=\left.\Delta_{2 s}^{m}\right|_{\Omega}=0
$$

holds. The relations between the considered operators can be summarized by

$$
\begin{gathered}
\Omega \subset \operatorname{ker}\left(\Delta_{2 s-2}^{m}\right) \subset \mathcal{S}_{2 s-2} \xrightarrow{\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2}} \mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2}(\Omega) \subset \mathcal{S}_{2 s} \xrightarrow{\mathcal{S}_{2 s} \mid}\{0\} \subset \mathcal{S}_{2 s-2} . \\
\left(\mathcal{G}_{2 s}\right)^{-1}\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2}(\Omega)\right) \subset \mathcal{S}_{2 s}
\end{gathered}
$$

Using the integrability condition stated by the exact sequence in Proposition 3.4 applied to polynomials (cf. Remark 3.5), and more specifically

$$
\mathcal{P}<\delta+2 s-1\left(S_{2 s}\right) \xrightarrow{\mathcal{G}_{2 s}} \mathcal{P}<\delta\left(S_{2 s}\right) \xrightarrow{\boldsymbol{d}_{2 s}} \mathcal{P}^{<\delta-1}\left(S_{2 s-2}\right),
$$

we can define an a priori non unique linear mapping $\mathcal{T}: \mathfrak{f}_{2 s-2} \mathcal{F}_{2 s-2}(\Omega) \rightarrow \mathcal{S}_{2 s}$ such that $\mathcal{G}_{2 s} \mathcal{T}$ is the identity operator on $\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2}(\Omega)$. As a linear operator on the finite dimensional space $\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2}(\Omega) \subset H_{\delta}^{j}\left(S_{2 s}\right)$ into $H_{\delta+2 s-1}^{j+2 s-1}\left(S_{2 s}\right)$ (endowed with their respective induced Sobolev norms), $\mathcal{T}$ is bounded and, therefore, there exists a constant $C$, depending on the choice of the operator $\mathfrak{T}$, such that

$$
\begin{aligned}
\left\|\left(\mathcal{T}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1} & \leq C\left\|\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F}\right\|_{j, \delta}, \\
\left(\mathcal{G}_{2 s} \mathfrak{T f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F} & =\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F} .
\end{aligned}
$$

Now, for integer spin we can therefore choose

$$
\zeta_{A \ldots F}=\left(\mathcal{T}_{2 s-2} \mathcal{F}_{2 s-2} d_{2 s} \theta\right)_{A \ldots F}-(-2)^{1-m}\left(\mathcal{C}_{2 s} \theta\right)_{A \ldots F} .
$$

This gives the desired relations

$$
\begin{aligned}
\left(\mathcal{G}_{2 s} \zeta\right)_{A \ldots F} & =\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F}-(-2)^{1-m}\left(\mathcal{G}_{2 s} \mathrm{C}_{2 s} \theta\right)_{A \ldots F} \\
& =\left(\Delta_{2 s}^{m} \theta\right)_{A \ldots F}=\varphi_{A \ldots F}, \\
\left\|\zeta_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1} & \leq C\left(\left\|\theta_{A \ldots F}\right\|_{j+2 m, \delta+2 m}+\left\|\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F}\right\|_{j, \delta}\right) \\
& \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta} .
\end{aligned}
$$

For half integer spin, we can choose

$$
\zeta_{A \ldots F}=\left(\mathcal{T}_{2 s-2} \mathcal{F}_{2 s-2} d_{2 s} \theta\right)_{A \ldots F}+(-2)^{-m} \theta_{A \ldots F} .
$$

This gives the desired relations

$$
\begin{aligned}
\left(\mathcal{G}_{2 s} \zeta\right)_{A \ldots F} & =\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F}+(-2)^{-m}\left(\mathcal{G}_{2 s} \theta\right)_{A \ldots F} \\
& =\left(\Delta_{2 s}^{m} \theta\right)_{A \ldots F}=\varphi_{A \ldots F}, \\
\left\|\zeta_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1} & \leq C\left(\left\|\theta_{A \ldots F}\right\|_{j+2 m, \delta+2 m}+\left\|\left(\mathrm{f}_{2 s-2} \mathcal{F}_{2 s-2} \mathrm{~d}_{2 s} \theta\right)_{A \ldots F}\right\|_{j, \delta}\right) \\
& \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta} .
\end{aligned}
$$

## 5. Estimates for Solutions of the Scalar Wave Equation with Initial Data with Arbitrary Weight

This section contains complementary results for the study of the decay of the solution of the wave equation for the Cauchy problem, such as the one stated in [18, 19] (using the vector field method), in [1] (using the integral representation), and [11] (using Strichartz estimates). The purpose is to relate the asymptotic behavior of the initial data at $i^{0}$ to the asymptotic behavior in the future region $t \geq 0$.

It is important to remark that these decay results for the wave equation require differing regularity assumptions on the initial data $(f, g)$. In all the above mentioned results, the limiting factor is the use of the Sobolev embedding from $H^{2}$ into $L^{\infty}$, and more precisely the way it is used. If the Sobolev embedding is used at the level of both $f$ and $g$, we need $(f, g) \in H_{\delta}^{j} \times H_{\delta-1}^{j-1}$ for $j \geq 3$. This phenomenon occurs for instance in the work of Asakura [1], who relies on the integral representation of solutions. Energy methods can be used to give a result with weaker regularity assumtions. The KlainermanSobolev inequality [20, Theorem 1] yields a decay estimate with weight $\delta=-3 / 2$ for $j=2$. Further, using the conformal compactification of Minkowski space to a subset of the Einstein cylinder, and the conformal transformation properties of the wave equation, gives using standard estimates for the wave equation in the Einstein cylinder the decay result for $\delta=-2$ and $j=2$, cf. [16, Section 6.7]. It appears to be an open problem to prove the corresponding decay result with $j=2$ for general weight $\delta$.

In this section we shall prove estimates for general weights $\delta$. Although, for $\delta>0$, these are not actually decay estimates, it will be convenient to refer to them using this term. It goes without saying that the most important applications are those with $\delta<0$. In the following, we shall consider the Cauchy problem

$$
\left\{\begin{array}{l}
\square \phi=0,  \tag{5.1}\\
\left.\phi\right|_{t=0}=f \in H_{\delta}^{j}\left(\mathbb{R}^{3}, \mathbb{C}\right) \\
\left.\partial_{t} \phi\right|_{t=0}=g \in H_{\delta-1}^{j-1}\left(\mathbb{R}^{3}, \mathbb{C}\right) .
\end{array}\right.
$$

The following representation formula then holds ([12] on flat space-time or [14, Theorem 5.3.3] for arbitrary curved background).

Lemma 5.1. The solution of the Cauchy problem (5.1) is given by the representation formula

$$
\phi(t, x)=\frac{1}{4 \pi}\left(\int_{\mathbb{S}^{2}} t\left(g(x+t \omega)+\partial_{\omega} f(x+t \omega)\right)+f(x+t \omega) d \mu_{\mathbb{S}^{2}}\right)
$$

where $\mathbb{S}^{2}$ is the unit 2-sphere and $\partial_{\omega}$ is the derivative in the unit outer normal direction $\omega$ to $\mathbb{S}^{2}$.

Making use of the representation formula stated in Lemma 5.1, and of Proposition 2.6, gives the following result.

Proposition 5.2. Let $j \geq 3$ and $\delta$ in $\mathbb{R}$, and let $\phi$ be a solution to the Cauchy problem (5.1). The following inequality holds in the region $t>0$.

$$
|\phi(t, x)| \leq C\left(\|f\|_{3, \delta}+\|g\|_{2, \delta-1}\right) \begin{cases}\left\langle v>^{-1}<u\right\rangle^{1+\delta} & \text { if } \delta<-1 \\ \frac{\log <v>-\log <u>}{\langle v>-<u>} & \text { if } \delta=-1 \\ <v>^{\delta} & \text { if } \delta>-1\end{cases}
$$

If, furthermore, $(k, l, m)$ is a triple of non-negative integers, $j \geq 3+k+l+m$, the following pointwise inequality holds, for all $t>0$ and $r>1$,

$$
\left|\partial_{v}^{k} \partial_{u}^{l} \nabla^{m} \phi\right| \leq C\left(\|f\|_{3+k+l+m, \delta}+\|g\|_{2+k+l+m, \delta-1}\right) \begin{cases}<u>^{1+\delta-l}<v>^{-1-k-m} & \text { if } \delta<l-1 \\ \frac{\log \langle v>-\log <u>}{<v>^{l+m}(<v>-<u>)} & \text { if } \delta=l-1 \\ <v>^{\delta-l-m-k} & \text { if } \delta>l-1,\end{cases}
$$

where $\partial_{v}=\frac{1}{2}\left(\partial_{t}+\partial_{r}\right)$ and $\partial_{u}=\frac{1}{2}\left(\partial_{t}-\partial_{r}\right)$ are respectively the outgoing and ingoing null directions.

Remark 5.3. (1) For $\delta=-1$, it is important to notice that the following inequalities hold

$$
\frac{\log \langle v\rangle-\log \langle u\rangle}{\langle v\rangle-\langle u\rangle} \leq \frac{1}{\langle u\rangle} \quad \text { and } \quad \frac{\log \langle v\rangle-\log \langle u\rangle}{\langle v\rangle-\langle u\rangle} \leq C \frac{\log \langle v\rangle}{\langle v\rangle}
$$

As a consequence, in the interior region $t>3 r$, the decay result for $\phi$ is

$$
|\phi(t, x)| \leq \frac{\widetilde{C}}{<v>}
$$

and, in the exterior region $3 r>t>\frac{r}{3}$,

$$
|\phi(t, x)| \leq \widetilde{C} \frac{\log \langle v\rangle}{\langle v>}
$$

The constant $\widetilde{C}$ depends on the norms of $f$ and $g$ as above.
(2) It is important to note that, in the interior region, $\langle u\rangle$ and $\langle v\rangle$ are equivalent, and, as a consequence, the general estimate holds, for all weight $\delta$ :

$$
\left|\partial_{v}^{k} \partial_{u}^{l} \nabla^{m} \phi\right| \leq \widetilde{C}<v>^{\delta-l-m-k} .
$$

For the proof we will need some integral estimates.
Lemma 5.4. For any $\delta$ in $\mathbb{R}$, we have the following integral estimates, for all $t>0$ and $x$ in $\mathbb{R}^{3}$,

$$
\int_{\mathbb{S}^{2}}<|x+t \omega|>^{\delta} d \mu_{\mathbb{S}^{2}} \leq 8 \pi \max \left(1, \frac{1}{|2+\delta|}\right) \frac{\max \left(\langle u\rangle^{\delta+2},\langle v\rangle^{\delta+2}\right)}{\langle v\rangle(\langle u\rangle+\langle v\rangle)} \text { for } \delta \neq-2
$$

and

$$
\int_{\mathbb{S}^{2}}<|x+t \omega|>^{\delta} d \mu_{\mathbb{S}^{2}}=8 \pi \frac{\log \left(\frac{<u>}{\langle v>}\right)}{\left(\left\langle u>^{2}-<v>^{2}\right)\right.} \quad \text { for } \delta=-2
$$

Remark 5.5. (1) For $\delta \neq-2$, the upper bounds become lower bounds if one replaces $\max \left(1, \frac{1}{|2+\delta|}\right)$ by $\min \left(1, \frac{1}{|2+\delta|}\right)$.
(2) It is important to notice that, for $\delta \in(-2,-1]$, the estimate

$$
\int_{\mathbb{S}^{2}}<|x+t \omega|>^{\delta} \mathrm{d} \mu_{\mathbb{S}^{2}} \leq C<v>^{\delta}
$$

is stronger than

$$
\int_{\mathbb{S}^{2}}<|x+t \omega|>^{\delta} \mathrm{d} \mu_{\mathbb{S}^{2}} \leq C \frac{<u>^{1+\delta}}{<v>}
$$

since

$$
\left.\left.\langle v\rangle^{\delta}=\langle u\rangle^{1+\delta}\langle v\rangle^{-1}\langle v\rangle^{\delta+1}<u\right\rangle^{-(1+\delta)} \leq\langle u\rangle^{1+\delta}<v\right\rangle^{-1}
$$

(since $\delta+1<0$ ). It should also be noted that this result agrees with the estimate stated by Asakura in [1]. His assumptions on the initial data

$$
f=\mathcal{O}\left(<r>^{\delta}\right), g=\mathcal{O}\left(<r>^{\delta}\right)
$$

as well as their derivatives, implies that the integral $\int_{\mathbb{S}^{2}}<|x+t \omega|>^{\delta} \mathrm{d} \mu_{\mathbb{S}^{2}}$ gives the asymptotic behavior of the solutions of the linear wave equation.

Proof. Let $(t, x)$ be fixed and consider the sphere $S(x, t)$ with center $x$ and radius $t$. Let $q$ be a point on the sphere $S(x, t)$. The coordinates of $q$ are then given by $(\theta, \phi)$ defined by:

- in the 2-plane containing the origin $o$, the point $x$ and $q, \theta$ is the oriented angle

$$
\theta=(\overrightarrow{x o}, \overrightarrow{x q}) \in(0, \pi) ;
$$

- in the plane orthogonal to $\overrightarrow{o x}$ and passing through $x$, one chooses a direction of origin. The direction of the orthogonal projection of $\overrightarrow{x q}$ on this plane is labeled by an angle $\phi$ belonging to $(0,2 \pi)$.
The integral can now be rewritten as

$$
\begin{aligned}
\int_{\mathbb{S}^{2}}<|x+t \omega|>^{\delta} \mathrm{d} \mu_{\mathbb{S}^{2}} & =\int_{0}^{2 \pi} \int_{0}^{\pi}\left(1+r^{2}+t^{2}-2 t r \cos \theta\right)^{\delta / 2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi \\
& = \begin{cases}8 \pi \frac{<u>^{2+\delta}-<v>^{2+\delta}}{(2+\delta)\left(<u>^{2}-<v>^{2}\right)} & \text { if } \delta \neq-2 \text { and }<u>\neq<v> \\
8 \pi \frac{\log \left(\frac{\langle u>}{<v>}\right)}{\left(<u>^{2}-<v>^{2}\right)} & \text { if } \delta=-2 \text { and }<u>\neq<v> \\
4 \pi<v>^{\delta} & \text { if }<u>=<v>\end{cases}
\end{aligned}
$$

We note that $\langle u\rangle$ and $\langle v\rangle$ always satisfy

- $\langle u\rangle \geq 1$ and $\langle v\rangle \geq 1$;
- for $t \geq 0,\langle u\rangle \leq\langle v\rangle$.

Let $F_{\kappa}$ denote the function defined, for $\kappa \geq 0$ and $z$ in $(0,1]$,

$$
F_{\kappa}(z)= \begin{cases}\frac{1-z^{\kappa}}{\kappa(1-z)} & \text { if } \kappa>0 \text { and } z \neq 1 \\ \frac{-\log z}{1-z} & \text { if } \kappa=0 \text { and } z \neq 1 \\ 1 & \text { if } z=1\end{cases}
$$

For $\kappa>0, F_{\kappa}$ is a continuous monotonic non-negative function on ( 0,1$]$. It is bounded from above by $C_{\kappa}=\max \left(1, \kappa^{-1}\right)$ and from below by $c_{\kappa}=\min \left(1, \kappa^{-1}\right)$ on $(0,1]$. For all $\delta$, the following identities hold,

$$
\frac{\left\langle u>^{2+\delta}-<v>^{2+\delta}\right.}{(2+\delta)\left(<u>^{2}-<v>^{2}\right)}= \begin{cases}\frac{\left\langle u>^{\delta+2}\right.}{\langle v>(<v>+\langle u>)} F_{-\delta-2}\left(\frac{<u>}{<v>}\right) & \text { if } \delta+2<0 \\ \frac{\left\langle v>^{\delta+1}\right.}{\langle v>+\langle u>} F_{\delta+2}\left(\frac{<u>}{\langle v>}\right) & \text { if } \delta+2 \geq 0\end{cases}
$$

Using the bounds on $F_{\kappa}$, one gets

$$
\frac{<u>^{2+\delta}-<v>^{2+\delta}}{(2+\delta)\left(<u>^{2}-<v>^{2}\right)} \leq \begin{cases}C_{-\delta-2} \frac{<u>^{\delta+2}}{\langle v>(<v>+<u>)} & \text { if } \delta<-2 \\ C_{\delta+2} \frac{<v>^{\delta+1}}{<v>+<u>} & \text { if } \delta>-2\end{cases}
$$

and

$$
\frac{\left\langle u>^{2+\delta}-<v>^{2+\delta}\right.}{(2+\delta)\left(<u>^{2}-<v>^{2}\right)} \geq \begin{cases}c_{-\delta-2} \frac{\left\langle u>^{\delta+2}\right.}{\langle v>(\langle v>+\langle u>)} & \text { if } \delta<-2 \\ c_{\delta+2} \frac{\left\langle v>^{\delta+1}\right.}{\langle v>+<u>} & \text { if } \delta>-2\end{cases}
$$

Remark 5.6. These inequalities actually provide us with global estimates for the solution of the wave equation, that is to say inequalities valid both on the exterior and the interior regions.

Proof of Proposition 5.2. Using Proposition 2.6, one knows that if $f \in H_{\delta}^{j}, g \in H_{\delta-1}^{j-1}$, $j \geq 2+n$ and $j \geq 3+m$, there is constant $C$ such that

$$
\begin{aligned}
\left|D^{n} f(y)\right| & \leq C<y>^{\delta-n}\|f\|_{2+n, \delta} \\
\left|D^{m} g(y)\right| & \leq C<y>^{\delta-1-m}\|g\|_{2+m, \delta-1} .
\end{aligned}
$$

Using the representation formula stated in Lemma 5.1, one gets immediately

$$
\left.|\phi(t, x)| \leq C\left(\|f\|_{3, \delta}+\|g\|_{2, \delta-1}\right) \int_{\mathbb{S}^{2}}\left(\langle | x+t \omega| \rangle^{\delta}+t<|x+t \omega|\right\rangle^{\delta-1}\right) \mathrm{d} \mu_{\mathbb{S}^{2}}
$$

We can use the estimate $t \leq\left(\langle u\rangle^{2}+\langle v\rangle^{2}\right)^{1 / 2}$ and Lemma 5.4 to obtain global estimates for solutions of the wave equation. We compare the contributions from $f$ in $H_{\delta}^{j}$ and $g$ in $H_{\delta-1}^{j-1}$ in the following table. Its first column is the range of weights $\delta$ considered. The second column contains the asymptotic behavior of

$$
\int_{\mathbb{S}^{2}}<|x+t \omega|>^{\delta} \mathrm{d} \mu_{\mathbb{S}^{2}}
$$

coming from $f$ in $H_{\delta}^{j}$. The third column gives the behaviour of

$$
\int_{\mathbb{S}^{2}} t<|x+t \omega|>^{\delta-1} \mathrm{~d} \mu_{\mathbb{S}^{2}}
$$

coming from $\partial f$ and $g$ in $H_{\delta-1}^{j-1}$. The estimates stated in these columns are written in such a way that the first factor gives the estimate which is multiplied by bounded quantities, except when considering logarithmic terms. Finally, the last column gives the estimate for the full solution of the wave equation obtained by summing the previous integrals. We use the function $F_{0}$ defined by

$$
F_{0}(z)=\frac{-\log (z)}{1-z} \quad \text { which satisfies } F_{0}(z) \leq z^{-1} \text { for all } 0 \leq z \leq 1
$$

|  |  | $f$ |  | $\left.\omega_{\omega} f+g\right)$ | $f+t \partial_{\omega} f+t g$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta<-2$ | $<u\rangle^{\delta+1}$ | <u> | $<u\rangle^{\delta+1}$ | $t$ | $<u\rangle^{\delta+1}$ |
|  | $<v>$ | $(<v>+<u>)$ | $<v>$ | $\langle v\rangle+\langle u\rangle$ | $<v>$ |
| $\delta=-2$ | 1 | $\underline{-} \cdot \underline{F_{0}\left(\frac{\langle u\rangle}{\langle v>}\right)}$ | 1 | $t$ | $\underline{<u>^{\delta+1}}$ |
|  | $<u>+<v$ | $v>\quad<v>$ | $\langle u\rangle\langle v\rangle$ | $(<v>+<u>)$ | $<v>$ |
| $\delta=-1$ | $<v\rangle^{\delta}$. | $<v>$ | $F_{0}\left(\frac{<u\rangle}{\langle v\rangle}\right)$ | $\frac{t}{\langle u>+<v>}$ | $F_{0}\left(\frac{\langle u\rangle}{\langle v\rangle}\right)$ |
|  |  | $<v>+<u>$ | $<v>$ | $<u>+<v>$ | $<v>$ |
| $-2<\delta<-1$ | $<v>^{\delta}$ | $<v>$ | $\underline{<u>^{\delta+1}}$ | $t$ | $\underline{<u>^{\delta+1}}$ |
|  |  | $\langle v\rangle+\langle u\rangle$ | $<v>$ | $(<v>+<u>)$ | $<v>$ |
| $\delta>-1$ | $<v>^{\delta}$. | $\frac{\langle v\rangle}{\langle v\rangle+\langle u\rangle}$ | $<v>^{\delta} .$ | $\frac{t}{\langle v\rangle+\langle u\rangle}$ | $<v\rangle^{\delta}$ |

As a consequence, the following pointwise estimate holds for $\phi$ : for all $t \geq 0$ and $x$ in $\mathbb{R}^{3}$,

$$
|\phi(t, x)| \leq C\left(\|f\|_{3, \delta}+\|g\|_{2, \delta-1}\right) \begin{cases}\left\langle v>^{-1}<u>^{1+\delta}\right. & \text { for } \delta<-1  \tag{5.2}\\ \frac{\log \langle v>-\log <u>}{\langle v>-<u>} & \text { for } \delta=-1 \\ <v>^{\delta} & \text { for } \delta>-1\end{cases}
$$

The same process can be applied to the derivatives of $\phi$ in the direction of $u$ and $v$. The integral representations of the derivatives are then

$$
\begin{aligned}
\partial_{v} \phi(t, x)= & \frac{1}{8 \pi} \int_{\mathbb{S}^{2}}\left(t\left(\partial_{r} g(x+t \omega)+\partial_{\omega} g(x+t \omega)\right)+g(x+t \omega)\right. \\
& \left.+t\left(\partial_{r} \partial_{\omega} f(x+t \omega)+\partial_{\omega}^{2} f(x+t \omega)\right)+\partial_{r} f(x+t \omega)+2 \partial_{\omega} f(x+t \omega)\right) \mathrm{d} \mu_{\mathbb{S}^{2}}, \\
\partial_{u} \phi(t, x)= & \frac{1}{8 \pi} \int_{\mathbb{S}^{2}}\left(t\left(-\partial_{r} g(x+t \omega)+\partial_{\omega} g(x+t \omega)\right)+g(x+t \omega)\right. \\
& \left.+t\left(-\partial_{r} \partial_{\omega} f(x+t \omega)+\partial_{\omega}^{2} f(x+t \omega)\right)-\partial_{r} f(x+t \omega)+2 \partial_{\omega} f(x+t \omega)\right) \mathrm{d} \mu_{\mathbb{S}^{2}} .
\end{aligned}
$$

Using Sobolev embeddings, one gets immediately

$$
\begin{aligned}
& \left.\left|\partial_{v} \phi(t, x)\right| \leq C\left(\|f\|_{4, \delta}+\|g\|_{3, \delta-1}\right) \int_{\mathbb{S}^{2}}\left(<|x+t \omega|>^{\delta-1}+t<|x+t \omega|\right\rangle^{\delta-2}\right) \mathrm{d} \mu_{\mathbb{S}^{2}}, \\
& \left.\left|\partial_{u} \phi(t, x)\right| \leq C\left(\|f\|_{4, \delta}+\|g\|_{3, \delta-1}\right) \int_{\mathbb{S}^{2}}\left(<|x+t \omega|>^{\delta-1}+t<|x+t \omega|\right\rangle^{\delta-2}\right) \mathrm{d} \mu_{\mathbb{S}^{2}} .
\end{aligned}
$$

Again using Lemma 5.4 and the same comparison procedure as in the previous table, one gets that, for all $t>0$ and $x$ in $\mathbb{R}^{3}$,

$$
\max \left(\left|\partial_{v} \phi(t, x)\right|,\left|\partial_{u} \phi(t, x)\right|\right) \leq C\left(\|f\|_{4, \delta}+\|g\|_{3, \delta-1}\right)\left\{\begin{array}{ll}
<v>^{-1}<u>^{\delta} & \text { for } \delta<0  \tag{5.3}\\
\frac{\log \langle v>-\log <u>}{\langle v>-<u>} & \text { for } \delta=0 . \\
\left\langle v>^{\delta-1}\right. & \text { for } \delta>0
\end{array} .\right.
$$

Using these results, one can now refine the estimates for the derivatives of the function $\phi$, using the commutators properties of the wave equation with the vector fields generating the symmetries of the metric. Introducing

$$
S=u \partial_{u}+v \partial_{v} \text { which satisfies }[S, \square]=-2 \square
$$

the function $S \phi$ satisfies the Cauchy problem for the linear wave equation

$$
\left\{\begin{array}{l}
\square(S \phi)=0 \\
\left.S \phi\right|_{t=0} \in H_{\delta}^{j-1}\left(\mathbb{R}^{3}\right) \\
\left.\partial_{t} S \phi\right|_{t=0} \in H_{\delta-1}^{j-2}\left(\mathbb{R}^{3}\right)
\end{array}\right.
$$

As a consequence, one can apply the decay results (5.2) and(5.3) to $S \phi$. This gives
$|S \phi(t, x)| \leq C\left(\|f\|_{4, \delta}+\|g\|_{3, \delta-1}\right)\left\{\begin{array}{ll}\left\langle v>^{-1}<u>^{1+\delta}\right. & \text { for } \delta<-1 \\ (<v>-<u>)^{-1}(\log <v>-\log <u>) & \text { for } \delta=-1 . \\ \left\langle v>^{\delta}\right. & \text { for } \delta>-1\end{array}\right.$.

To get the full decay result, we need to compare carefully the decay for $S \phi$, and the decay for $\partial_{u} \phi$ to get the full decay result for $\partial_{v} \phi$. We follow the same procedure as above to compare the decay of these terms in a table using

$$
|u| \leq<u>, \quad v \leq<v>, \quad \text { and, for all } r>1, \quad\left|\frac{u}{v}\right| \leq C \frac{<u>}{\langle v>} \leq C .
$$

|  | $\frac{S \phi}{v}$ | $\frac{u}{v} \partial_{u} \phi$ | $\partial_{v} \phi$ |
| :---: | :---: | :---: | :---: |
| $\delta<-1$ | $\frac{\langle u\rangle^{\delta+1}}{\langle v>} \cdot \frac{1}{v}$ | $\frac{\langle u\rangle^{\delta}}{\langle v\rangle} \cdot \frac{u}{v}$ | $\frac{\langle u\rangle^{\delta+1}}{\left\langle v>^{2}\right.}$ |
| $\delta=-1$ | $\frac{1}{v} \frac{F_{0}\left(\frac{\langle u\rangle}{\langle v>}\right)}{\langle v>}$ | $\frac{1}{\langle u><v\rangle} \cdot \frac{u}{v}$ | $\frac{F_{0}\left(\frac{<u>}{\langle v>}\right)}{\left\langle v>^{2}\right.}$ |
| $-1<\delta<0$ | $\frac{\left\langle v>^{\delta}\right.}{v}$ | $\frac{\langle u\rangle^{\delta}}{\langle v\rangle} \cdot \frac{u}{v}$ | $<v>^{\delta-1}$ |
| $\delta=0$ | $\frac{<v>^{\delta}}{v}$ | $\frac{u}{v} \cdot \frac{F_{0}\left(\frac{\langle u\rangle}{\langle v\rangle}\right)}{\langle v>}$ | $<v>^{\delta-1}$ |
| $\delta>0$ | $\frac{<v>^{\delta}}{v}$ | $\frac{u<v>^{\delta-1}}{v}$ | $<v>^{\delta-1}$ |

This consequently gives the following

$$
\left|\partial_{v} \phi(t, x)\right| \leq C\left(\|f\|_{4, \delta}+\|g\|_{3, \delta-1}\right) \begin{cases}\left\langle v>^{-2}<u\right\rangle^{\delta+1} & \text { if } \delta<-1 \\ \frac{1}{<v>} \frac{\log <v>-\log <u>}{\langle v>-<u>} & \text { if } \delta=-1 \\ <v>^{\delta-1} & \text { if } \delta>-1\end{cases}
$$

Finally, the fact that $\square$ commutes with the generators of $S O(3)$,

$$
x^{i} \partial_{j}-x^{j} \partial_{i},
$$

can be used to obtain, for $t>0$ and $r>1$,

$$
|\nmid \phi| \leq C\left(\|f\|_{4, \delta}+\|g\|_{3, \delta-1}\right) \begin{cases}<v>^{-2}<u>^{\delta+1} & \text { if } \delta<-1 \\ \frac{1}{<v>} \frac{\log \langle v>-\log <u>}{\langle v>-<u>} & \text { if } \delta=-1 \\ <v>^{\delta-1} & \text { if } \delta>-1\end{cases}
$$

The proof is completed by a recursion over the number of derivatives, which is not written here in detail.

Remark 5.7. (1) The derivatives $\partial_{u}$ and $\partial_{v}, \not \subset$ play different roles when considering the full scale of weights. This difference is at the origin of the failure of the peeling property for higher spin fields when the rate of decay at $i^{0}$ of the initial data is too low.
(2) This difference between derivatives can be explained by considering the derivatives of the fundamental solution of the wave equation.

## 6. Estimates for Spinor Fields Represented by Potentials

Penrose, in his original paper on zero-rest mass fields [29], proved the following two results:

- the existence for analytic massless fields of arbitrary spin of representation of the form

$$
\phi_{A \ldots F}=\xi_{1}^{A^{\prime}} \ldots \xi_{2 s}^{F^{\prime}} \nabla_{A A^{\prime}} \ldots \nabla_{F F^{\prime}} \chi
$$

where the $\xi^{A^{\prime}}$ are constant spinors and $\chi$ is a complex function satisfying the wave equation

$$
\square \chi=0 .
$$

- from a decay ansatz for $\chi$ along outgoing null light rays, he deduced the full peeling result for the considered field.

The purpose of this section is to give a similar result for massless field admitting a potential of the form considered by Penrose. The decay result for the solution of the wave equation which is used in this section is given by Proposition 5.2.
6.1. Geometric background and preliminary lemmata. The geometric framework and notations are introduced in this section. The geometric background is the Minkowski space-time. We consider on this space time the normalized null tetrad defined by

$$
\begin{aligned}
l^{a} & =\sqrt{2} \partial_{v} & =\frac{1}{\sqrt{2}}\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial r}\right), & m^{a}
\end{aligned}=\frac{1}{r \sqrt{2}}\left(\frac{\partial}{\partial \theta}+\frac{i}{\sin \theta} \frac{\partial}{\partial \varphi}\right), ~ 子 \bar{m}^{a}=\frac{1}{r \sqrt{2}}\left(\frac{\partial}{\partial \theta}-\frac{i}{\sin \theta} \frac{\partial}{\partial \varphi}\right), ~ l
$$

so that $l_{a} n^{a}=1$ and $m_{a} \bar{m}^{a}=-1$, and the plane spanned by $l^{a}, n^{a}$ is orthogonal to that spanned by $m^{a}, \bar{m}^{a}$. The derivatives in the directions $l^{a}, n^{a}, m^{a}, \bar{m}^{a}$ are denoted by $D, D^{\prime}, \delta, \delta^{\prime}$ respectively. Consider finally a spin basis $\left(o^{A}, \iota^{A}\right)$ arising from this tetrad, i.e.,

$$
\begin{array}{ll}
l^{a}=o^{A} \bar{o}^{A^{\prime}} & m^{a}=o^{A} \bar{\iota}^{A^{\prime}}, \\
n^{a}=\iota^{A} \bar{\iota}^{A^{\prime}}, & \bar{m}^{a}=\iota^{A} \bar{o}^{A^{\prime}}
\end{array}
$$

This basis satisfies

$$
\begin{align*}
D o^{A} & =0, & D \iota^{A} & =0,  \tag{6.1a}\\
D^{\prime} o^{A} & =0, & D^{\prime} \iota^{A} & =0, \\
\delta o^{A} & =\frac{\cot \theta}{2 r \sqrt{2}} o^{A}, & \iota^{A} & =-\frac{\cot \theta}{2 r \sqrt{2}} \iota^{A}-\frac{1}{r \sqrt{2}} o^{A},  \tag{6.1b}\\
\delta^{\prime} o^{A} & =-\frac{\cot \theta}{2 r \sqrt{2}} o^{A}+\frac{\iota^{A}}{r \sqrt{2}}, & \delta^{\prime} \iota^{A} & =\frac{\cot \theta}{2 r \sqrt{2}} \iota^{A} .
\end{align*}
$$

Lemma 6.1 (Commutators). The following commutator relations hold:

- D and $D^{\prime}$ commute.
- consider the gradient $\varnothing$ on the sphere of radius $r$,

$$
\not \subset=-\bar{m} \delta-m \delta^{\prime},
$$

then, for any positive integer $k$,

$$
\begin{aligned}
\not \nabla^{k} D & =D \not \nabla^{k}+\frac{k}{r \sqrt{2}} \nabla^{k} \\
\nabla^{k} D^{\prime} & =D^{\prime} \nabla^{k}-\frac{k}{r \sqrt{2}} \nabla^{k}
\end{aligned}
$$

where $\nabla^{k}$ is the $k$-th power of the operator $\phi$.
Remark 6.2. One can directly infer from this lemma that the operator $r \not \square$ commutes with $D$ and $D^{\prime}$.

Proof. The proof follows directly from the commutator relations

$$
\delta D=D \delta+\frac{1}{r \sqrt{2}} \delta, \quad \delta D^{\prime}=D \delta-\frac{1}{r \sqrt{2}} \delta,
$$

and their complex conjugates, and on

$$
D m^{a}=D^{\prime} m^{a}=0,
$$

and their complex conjugates.
Lemma 6.3 (Asymptotic behavior of the decomposition of a constant spinor). Let $\xi^{A}$ be a constant spinor over $\mathbb{M}$ and consider its decomposition over the basis $\left(o^{A}, \iota^{A}\right)$ :

$$
\xi^{A}=\alpha o^{A}+\beta \iota^{A}
$$

Then, for any integer $n, \nabla^{n} \alpha$ and $\nabla^{n} \beta$ are smooth bounded functions on $\mathbb{M} \backslash\{\mathbb{R} \times$ $B(0,1)$ \}. Furthermore, considering the derivatives in the null directions, the following estimates hold for $\theta \in[c, \pi-c](c>0)$ :

$$
\begin{array}{rlrl}
D \alpha & =D^{\prime} \alpha=0, & D \beta=D^{\prime} \beta=0 \\
\left|\delta^{n} \alpha\right| & \leq \frac{C}{r^{n}}, & \left|\delta^{n} \beta\right| \leq \frac{C}{r^{n}} \\
\left|\delta^{\prime n} \alpha\right| & \leq \frac{C}{r^{n}}, & & \left|\delta^{\prime n} \beta\right| \leq \frac{C}{r^{n}}
\end{array}
$$

Proof. To prove that $\alpha$ and $\beta$ are bounded functions, it suffices to consider the decomposition of the real vector field $\xi^{A} \bar{\xi}^{A^{\prime}}$ in Cartesian coordinates. The time component of the vector field is $\left|\alpha^{2}\right|+|\beta|^{2}$ and it is constant. As a consequence, $\alpha$ and $\beta$ are smooth bounded functions.

The second step consists in calculating the derivatives of the components in $\xi^{A}$. Since $o^{A}$ and $\iota^{A}$ are constant along outgoing and ingoing null rays, the following identities hold:

$$
D \alpha=D^{\prime} \beta=D \alpha=D^{\prime} \beta=0
$$

For the angular derivatives, we have:

$$
\begin{aligned}
& \left(\delta \alpha+\alpha \frac{\cot \theta}{2 r \sqrt{2}}-\frac{\beta}{r \sqrt{2}}\right) o^{A}+\left(\delta \beta-\beta \frac{\cot \theta}{2 r \sqrt{2}}\right) \iota^{A}=0, \\
& \left(\delta^{\prime} \alpha-\alpha \frac{\cot \theta}{2 r \sqrt{2}}\right) o^{A}+\left(\delta^{\prime} \beta+\beta \frac{\cot \theta}{2 r \sqrt{2}}+\frac{\alpha}{r \sqrt{2}}\right) \iota^{A}=0 .
\end{aligned}
$$

An induction using these recursive relations gives the desired results.
6.2. Proof of the decay result. We consider in this section a spin-s field represented as

$$
\begin{equation*}
\phi_{A \ldots F}=\xi_{1}^{A^{\prime}} \ldots \xi_{2 s}^{F^{\prime}} \nabla_{A A^{\prime}} \ldots \nabla_{F F^{\prime}} \chi \tag{6.2}
\end{equation*}
$$

where $\chi$ is a complex scalar Hertz potential satisfying the wave equation

$$
\square \chi=0
$$

and $\xi_{1}^{A^{\prime}}, \ldots, \xi_{2 s}^{F^{\prime}}$ are constants spinors.
The purpose of this section is to give a result which is similar to the one obtained for the wave (or spin-0) equation in order to retrieve similar decay estimates as in the pioneering work of Christodoulou-Klainerman [9].

Proposition 6.4 (Decay estimates for arbitrary spin). Let $(k, l, m)$ be a triple of nonnegative integers and denote by $n$ their sum. We assume that the Hertz potential is a solution of the Cauchy problem, for $j>2+2 s+n$ and $\delta \notin \mathbb{Z}$

$$
\left\{\begin{array}{l}
\square \chi=0, \\
\left.\chi\right|_{t=0} \in H_{\delta}^{j}\left(\mathbb{R}^{3}, \mathbb{C}\right), \\
\left.\partial_{t} \chi\right|_{t=0} \in H_{\delta-1}^{j-1}\left(\mathbb{R}^{3}, \mathbb{C}\right) .
\end{array}\right.
$$

The norm of the initial data is denoted by $I_{j, \delta}$,

$$
I_{j, \delta}=\left\|\left.\chi\right|_{t=0}\right\|_{j, \delta}+\left\|\left.\partial_{t} \chi\right|_{t=0}\right\|_{j-1, \delta-1}
$$

Then, the following inequalities hold, for all in in $\{0, \ldots, 2 s\}$ :
(1) for any $t \geq 0, x \in \mathbb{R}^{3}$, such that $t>3 r$, that is to say in the interior region,

$$
\left|\nabla^{n} \phi_{A \ldots F}\right| \leq c<t>^{\delta-2 s-n} I_{n+2 s+3, \delta}
$$

(2) for $\boldsymbol{i}$ such that $1+\delta-l-\boldsymbol{i}<0$, for any $t \geq 0, x \in \mathbb{R}^{3}$, such that $3 r>t>\frac{r}{3}$, that is to say in the exterior region,

$$
\left|D^{k} D^{\prime l} \nabla^{m} \phi_{i}\right| \leq \frac{c<u>^{1+\delta-i-l}}{<v>^{1+2 s-i+k+m}} I_{n+2 s+3, \delta}
$$

(3) for $\boldsymbol{i}$ such that $1+\delta-l-\boldsymbol{i}>0$, for any $t \geq 0, x \in \mathbb{R}^{3}$, such that $3 r>t>\frac{r}{3}$, that is to say in the exterior region,

$$
\left|D^{k} D^{\prime l} \nabla^{m} \phi_{i}\right| \leq c<v>^{\delta-2 s-l-k-m} I_{n+2 s+3, \delta}
$$

Remark 6.5. (1) For the spin-1 case with $\delta=-1 / 2$, that is to say for initial data for the Maxwell fields lying in $H_{-5 / 2}$, which is the case considered in [9], one recovers the decay result stated in that paper. For the spin- 2 case with $\delta=1 / 2$, that is to say for initial data in $H_{-7 / 2}$, which is the case considered by Christodoulou-Klainerman, their results are recovered. We need slightly higher regularity though, due to our estimates for the wave equation.
(2) It should be noted that in the case when the potential does not decay enough (for $\delta>-2 s-2$ ), the decay rates of some components of the field cannot distinguished, and hence the peeling property fails to hold.
(3) The estimates stated in Proposition 5.2 hold for all weights $\delta$ in $\mathbb{R}$. This would in principle allow us to deal with all weights for the initial data of the Hertz potential. However, our result concerning the representation of massless free fields, cf. Proposition 4.6, does not cover integer weights. An extension of that result to general weights would require working in terms of weighted Sobolev spaces with logarithmic weight functions throughout the paper, and for this reason we chose to omit integer $\delta$ from consideration.
(4) The peeling result obtained by Penrose [29] depends on the assumption that the Hertz potential decays as $\chi \sim 1 / r$ where $r$ is a parameter along the outgoing null rays. For such a decay result to hold, the initial data for the potential have to lie in $H_{\delta}$ with $\delta<-1$. The peeling result by Mason-Nicolas [25], which holds for the spins $1 / 2$ and 1 on the Schwarzschild space-time, is for initial data lying in a Sobolev space whose weights are not equally distributed on the components.

Proof. The proof is made by induction on the spin. The result for the spin- 0 case is exactly the one obtained for the wave equation and is the base step of the induction.

We now make the following induction hypothesis for spin-s, with $s \in \frac{1}{2} \mathbb{N}_{0}$ : for any triple $(k, l, m)$, and for any spin-s field represented by

$$
\psi_{2 s \text { indices }}^{A \ldots F F}=\xi_{1}^{A^{\prime}} \ldots \xi_{2 s}^{F^{\prime}} \nabla_{A A^{\prime}} \ldots \nabla_{F F^{\prime}} \chi,
$$

where $\chi$ is a potential whose initial data lie in $H_{\delta}^{j}\left(\mathbb{R}^{3}, \mathbb{C}\right) \times H_{\delta-1}^{j-1}\left(\mathbb{R}^{3}, \mathbb{C}\right)$, for $j>$ $2+2 s+n$ with $n=k+l+m$, the estimates stated in the theorem hold.

Let now $(k, l, m)$ be a triple of non-negative integers and consider a spin- $(s+1 / 2)$ field written

$$
\phi_{2 s+1 \text { indices }}^{A \ldots F G}=\xi_{1}^{A^{\prime}} \ldots \xi_{2 s+1}^{G^{\prime}} \nabla_{A A^{\prime}} \ldots \nabla_{G G^{\prime}} \chi,
$$

where $\chi$ is a potential whose initial data are in $H_{\delta}^{j}\left(\mathbb{R}^{3}, \mathbb{C}\right) \times H_{\delta-1}^{j-1}\left(\mathbb{R}^{3}, \mathbb{C}\right)(j>3+2 s+n)$. Consequently, the induction hypothesis is satisfied for the spin-s field

$$
\psi_{2 s \text { indices }}^{B \ldots G}=\xi_{2}^{B^{\prime}} \ldots \xi_{2 s+1}^{G^{\prime}} \nabla_{B B^{\prime}} \ldots \nabla_{G G^{\prime}} \chi,
$$

with the same $\chi$ whose initial data also lies in $H_{\delta}^{p}\left(\mathbb{R}^{3}\right) \times H_{\delta-1}^{p-1}\left(\mathbb{R}^{3}\right)$ ( $p=j-1>2+2 s+n$ ). It remains then to prove that

$$
\phi_{A \ldots G}=\xi^{A^{\prime}} \nabla_{A A^{\prime}} \psi_{B \ldots G}
$$

satisfies the appropriate decay result.

We first consider the interior decay. The result trivially follows from the interior decay result for the wave equation stated in Proposition 5.2 and Remark 5.3. As a consequence, the following relation holds:

$$
\left|\nabla^{n} \phi_{A \ldots G}\right|=\left|\xi^{A^{\prime}} \nabla_{A A^{\prime}}\left(\nabla^{n} \psi_{B \ldots G}\right)\right|,
$$

which is a derivative of order $n+1$ of a spinor field of valence $2 s$ which satisfies the induction hypothesis. As a consequence, the following decay result is immediate, in the interior region $3 t \leq r$ :

$$
\left|\nabla^{n} \phi_{A \ldots F}\right| \leq C \frac{I_{n+2 s+3, \delta}}{<t>^{-\delta+2 s+n+1}}
$$

where $C$ is a constant depending on $n$ and $s$. This closes the induction for the part concerning the interior decay.

Now we consider the problem of the exterior decay, that is to say the decay in the neighborhood of an outgoing light cone:

$$
\begin{equation*}
\frac{r}{3} \leq t \leq 3 r \Leftrightarrow|t-r| \leq \frac{1}{2}|t+r| \tag{6.3}
\end{equation*}
$$

Recall that the components of the spinor $\psi_{B \ldots F}$ are defined by

$$
\psi_{\boldsymbol{i}}=\underbrace{\iota^{B} \ldots c^{C}}_{\boldsymbol{i}} \underbrace{o^{D} \ldots o^{G}}_{2 s-\boldsymbol{i}} \psi_{B \ldots G .} .
$$

The proof in this region is done by induction as in the first part of the proof. Let $(k, l, m)$ be a given triple of non negative integers and denote by $n$ their sum. The induction hypothesis is written as follows for spin-s:

For any spinor field of valence $2 s \psi_{B \ldots G}$ satisfying:

$$
\psi_{B \ldots G}=\xi_{2}^{B^{\prime}} \ldots \xi_{2 s+1}^{G^{\prime}} \nabla_{B B^{\prime}} \ldots \nabla_{G G^{\prime}} \chi
$$

where $\chi$ is a complex scalar solution of the massless wave equation whose initial data lies in $H_{\delta}^{j}\left(\mathbb{R}^{3}, \mathbb{C}\right) \times H_{\delta-1}^{j-1}\left(\mathbb{R}^{3}, \mathbb{C}\right)(j>3+2 s+n)$, the following decay results holds, in the exterior region $\frac{t}{3} \leq r \leq 3 t$, for all integer $k, l, m$ :

- for $\boldsymbol{i}$ such that $1+\delta-l-\boldsymbol{i}<0$ :

$$
\left|D^{k} D^{\prime l} \nabla^{m} \psi_{i}\right| \leq \frac{c<u>^{\delta+1-i-l}}{<v>^{1+2 s-i+k+m}} I_{n+2 s+3, \delta}
$$

- for $\boldsymbol{i}$ such that $1+\delta-l-\boldsymbol{i}>0$ :

$$
\left|D^{k} D^{\prime} \nabla^{m} \psi_{\boldsymbol{i}}\right| \leq C<v>^{\delta-2 s-l-k-m} I_{n+2 s+3, \delta}
$$

where the constant $C$ depends on the bounds of the exterior domain and the integers $k, l, m$.

There is no need to prove the initial step since it is exactly the result for the standard wave equation. Assume that the induction hypothesis holds for spin-s in $\frac{1}{2} \mathbb{N}_{0}$ and consider the field $\phi_{A \ldots G}$ of spin- $(s+1 / 2)$ written as:

$$
\phi_{A \ldots G}=\xi_{1}^{A^{\prime}} \ldots \xi_{2 s+1}^{G^{\prime}} \nabla_{A A^{\prime}} \ldots \nabla_{G G^{\prime}} \chi
$$

where $\chi$ is a complex scalar solution of the massless wave equation whose initial data lies in $H_{\delta}^{j}\left(\mathbb{R}^{3}, \mathbb{C}\right) \times H_{\delta+1}^{j-1}\left(\mathbb{R}^{3}, \mathbb{C}\right)(j>2+2 s+n)$. As a consequence, the spinor:

$$
\psi_{B \ldots G}=\xi_{2}^{B^{\prime}} \ldots \xi_{2 s+1}^{G^{\prime}} \nabla_{B B^{\prime}} \ldots \nabla_{G G^{\prime}} \chi
$$

is a spinor field of valence $s$ satisfying the requirements of the induction assumption.
To insure the proof of the induction assumption, a relation between the components of $\phi_{A \ldots F}$ and the components of the field $\psi_{B \ldots G}$ have to established. The components of these fields are related by the following Lemma.
Lemma 6.6. Let $s \in \frac{1}{2} \mathbb{N}_{0}$. The components of $\phi_{A \ldots G}$ of spin- $(s+1 / 2)$ and $\psi_{B \ldots G}$ of spin-s, related by

$$
\phi_{A \ldots G}=\xi^{A^{\prime}} \nabla_{A A^{\prime}} \psi_{B \ldots G} \quad \text { where } \xi^{A^{\prime}}=\alpha o^{A^{\prime}}+\beta i^{A^{\prime}}
$$

are given by the following relations:

$$
\begin{align*}
\phi_{0} & =\alpha D \psi_{0}+\beta \delta \psi_{0}-s \beta \frac{\cot \theta}{r \sqrt{2}} \psi_{0}  \tag{6.4}\\
\phi_{\boldsymbol{i}} & =\alpha \delta^{\prime} \psi_{\boldsymbol{i}-1}+\beta D^{\prime} \psi_{\boldsymbol{i}-1}+\frac{\alpha}{r \sqrt{2}}\left((s+1-\boldsymbol{i}) \cot \theta \psi_{\boldsymbol{i}-1}-(2 s+1-\boldsymbol{i}) \psi_{\boldsymbol{i}}\right), \tag{6.5}
\end{align*}
$$

for $\boldsymbol{i}>0$.
Proof. The proof is carried out by using relations (6.1) and is a basic calculation. We have

$$
\begin{aligned}
\phi_{0} & =o^{A} \ldots o^{G} \phi_{A \ldots G}, \\
& =o^{A} \ldots o^{G} \xi^{A^{\prime}} \nabla_{A A^{\prime}} \psi_{B \ldots G}, \\
& =\alpha o^{B} \ldots o^{G} D \psi_{B \ldots G}+\beta o^{B} \ldots o^{G} \delta \psi_{B \ldots G} .
\end{aligned}
$$

Since $D o^{A}=0$ and $\delta o^{A}=\frac{\cot \theta}{2 r \sqrt{2}} o^{A}$, we have

$$
o^{B} \ldots o^{G} \delta \psi_{B \ldots G}=\delta \psi_{0}-2 s \frac{\cot \theta}{2 r \sqrt{2}} \psi_{0}
$$

and hence

$$
\phi_{0}=\alpha D \psi_{0}+\beta \delta \psi_{0}-s \beta \frac{\cot \theta}{r \sqrt{2}} \psi_{0}
$$

Consider now $\boldsymbol{i}>0$ fixed; we have

$$
\begin{aligned}
\phi_{i} & =\underbrace{\iota^{A} \ldots \iota^{C}}_{i \text { times }} \underbrace{o^{D} \ldots o^{G}}_{2 s+1-\boldsymbol{i}} \phi_{A \ldots G} \\
& =\alpha \underbrace{\iota^{B} \ldots i^{C}}_{i-1} \underbrace{o^{D} \ldots o^{G}}_{2 s+1-\boldsymbol{i}} \delta^{\prime} \psi_{B \ldots G}+\beta \underbrace{\iota^{B} \ldots i^{C}}_{i-1} \underbrace{\sigma^{D} \ldots o^{G}}_{2 s+1-\boldsymbol{i}} D^{\prime} \psi_{B \ldots G} .
\end{aligned}
$$

Since $\delta^{\prime} o^{A}=-\frac{\cot \theta}{2 r \sqrt{2}} o^{A}+\frac{\iota^{A}}{r \sqrt{2}}$ and $\delta^{\prime} \iota^{A}=\frac{\cot \theta}{2 r \sqrt{2}} \iota^{A}$ we have

$$
\begin{aligned}
& \underbrace{\iota^{B} \ldots \iota^{C}}_{\boldsymbol{i}-1} \underbrace{\sigma^{D} \ldots o^{G}}_{2 s+1-\boldsymbol{i}} \delta^{\prime} \psi_{B \ldots G}=\delta^{\prime} \psi_{\boldsymbol{i}-1}-(\boldsymbol{i}-1)(\frac{\cot \theta}{2 r \sqrt{2}} \underbrace{\iota^{B} \ldots \iota^{C}}_{\boldsymbol{i}-1} \underbrace{\delta^{D} \ldots o^{G}}_{2 s+1-\boldsymbol{i}} \psi_{B \ldots G}) \\
& -(2 s+1-\boldsymbol{i})(-\frac{\cot \theta}{2 r \sqrt{2}} \underbrace{\iota^{B} \ldots \iota^{C}}_{i-1} \underbrace{o^{D} \ldots o^{G}}_{2 s+1-\boldsymbol{i}} \psi_{B \ldots G} \\
& +\frac{1}{r \sqrt{2}} \underbrace{\iota^{B} \ldots \iota^{C}}_{i} \underbrace{o^{D} \ldots o^{G}}_{2 s-i} \psi_{B \ldots G}) \text {. }
\end{aligned}
$$

Consequently, by the relations $D^{\prime} \iota^{A}=D^{\prime} o^{A}=0$, we get (6.5).
Using Lemma 6.6, the proof of Proposition 6.4 can be continued. The two cases ( $\boldsymbol{i}=0$ and $\boldsymbol{i}>0$ ) are treated separately although the method is the same. Here we present the case $\boldsymbol{i}=0$, the other case follows similarly.

The expression of the derivative $D^{k} D^{\prime} \nabla^{m} \phi_{0}$ is calculated explicitly, one derivative at a time, using the Leibniz rule:

$$
\begin{aligned}
\nabla^{m} \phi_{0}= & \sum_{a=0}^{m}\binom{a}{m} \not \nabla^{a} \alpha \not \nabla^{m-a} D \psi_{0}+\sum_{a=0}^{m}\binom{a}{m} \not \nabla^{a} \beta \not \nabla^{m-a} \delta \psi_{0} \\
& -2 s \sum_{a+b+c=m} \frac{m!}{a!b!c!}\left(\frac{\partial_{\theta}^{b}(\cot \theta)}{2 \sqrt{2} r^{b+1}}\right) \not \nabla^{a} \beta \partial_{\theta}^{b} \nabla^{c} \psi_{0}
\end{aligned}
$$

since

$$
\not \nabla^{b} \cot \theta=\frac{1}{r^{b}} \frac{\partial^{b} \cot \theta}{\partial \theta^{b}} \partial_{\theta}^{b},
$$

the power on the vector field have to be understood as a symmetric tensor product.
We then apply simultaneously the derivatives $D$ and $D^{\prime}$, using the Leibniz rule again. Notice first that $\nabla^{a} \alpha$ and $\nabla^{a} \beta$ depend on $r$ but $r^{a} \nabla^{a} \alpha$ and $r^{a} \nabla^{a} \beta$ do not, since both $\alpha$ and $\beta$ are independent both of time and radius, and $r \not \subset$ commutes with $D$ and $D^{\prime}$ (cf. Remark 6.2). We have

$$
\begin{aligned}
& D^{k} D^{\prime} \nabla^{m} \phi_{0} \\
& =\sum_{d=0}^{k} \sum_{e=0}^{l} \sum_{a=0}^{m}\left[\binom{d}{k}\binom{e}{l}\binom{a}{m}\left(r^{a} \nabla^{a} \alpha\right)\left((-1)^{d} A_{a+d+e}^{d+e}\right)\right]\left\{\frac{D^{k-d} D^{\prime l-e} \nabla^{m-a} D \psi_{0}}{r^{a+d+e}}\right\} \\
& +\sum_{d=0}^{k} \sum_{e=0}^{l} \sum_{a=0}^{m}\left[\binom{d}{k}\binom{e}{l}\binom{a}{m}\left(r^{a} \nabla^{a} \beta\right)\left((-1)^{d} A_{a+d+e}^{d+e}\right)\right]\left\{\frac{D^{k-d} D^{\prime l-e} \nabla^{m-a} \delta \psi_{0}}{r^{a+d+e}}\right\} \\
& +2 s \sum_{d=0}^{k} \sum_{e=0}^{l} \sum_{a+b+c=m}\left[\binom{d}{k}\binom{e}{l} \frac{m!\partial_{\theta}^{b}(\cot \theta)}{2 \sqrt{2} a!b!c!}\left(r^{a} \nabla^{a} \beta\right)\left((-1)^{d} A_{1+a+d+e}^{d+e}\right)\right] \\
& \\
& \times\left\{\frac{D^{k-d} D^{\prime l-e} \not \nabla^{c} \psi_{0}}{r^{1+a+b+d+e}}\right\},
\end{aligned}
$$

where

$$
A_{m}^{n}=\frac{n!}{(m-1)!} .
$$

The factors in the square brackets are clearly bounded provided that $\theta$ lies in $[c, \pi-c]$ for a given (arbitrarily small) positive constant $c$. The singularity of the tetrad at the axis $\theta= \pm \pi$ prevents from covering the entire interval $[0, \pi]$. The problem can be easily solved by considering another tetrad associated to another spherical coordinate system. There exists consequently a constant $C$ depending on the spin, the $L^{\infty}$-bounds on the coefficients of the spinor field $\xi^{A^{\prime}}$ and their derivatives, such that

$$
\begin{align*}
\left|D^{k} D^{\prime l} \nabla^{m} \phi_{0}\right| \leq & C\left(\sum_{d=0}^{k} \sum_{e=0}^{l} \sum_{a=0}^{m}\left|\frac{D^{k-d} D^{\prime l-e} \nabla^{m-a} D \psi_{0}}{r^{a+d+e}}\right|\right. \\
& +\sum_{d=0}^{k} \sum_{e=0}^{l} \sum_{a=0}^{m}\left|\frac{D^{k-d} D^{\prime l-e} \nabla^{m-a} \delta \psi_{0}}{r^{a+d+e}}\right| \\
& \left.+\sum_{d=0}^{k} \sum_{e=0}^{l} \sum_{a+b+c=m}\left|\frac{D^{k-d} D^{\prime l-e} \nabla^{c} \psi_{0}}{r^{1+a+b+d+e}}\right|\right) . \tag{6.6}
\end{align*}
$$

Each of these terms is treated separately.
The first term can be transformed to fit the induction hypothesis using Lemma 6.1:

$$
\begin{aligned}
& D^{k-d} D^{\prime l-e} \not \nabla^{m-a} D \psi_{0}=D^{k-d+1} D^{\prime l-e} \not \nabla^{m-a} \psi_{0}+D^{k-d} D^{\prime l-e}\left(\frac{m-a}{r \sqrt{2}} \not \nabla^{m-a} \psi_{0}\right) \\
&=D^{k-d+1} D^{\prime l-e} \not \nabla^{m-a} \psi_{0} \\
&+\sum_{f=0}^{k-d} \sum_{g=0}^{l-e}\binom{f}{k-d}\binom{g}{l-e} \frac{(-1)^{f}(m-a)(k-d+l-e)!}{r^{1+f+g} \sqrt{2}} D^{k-d-f} D^{\prime l-e-g} \not \nabla^{m-a} \psi_{0} .
\end{aligned}
$$

In order to use the decay result stated in the induction hypothesis, the number of derivatives in the ingoing direction has to be taken into account:
a) if $1+\delta-l<0$, then

$$
\left|D^{k} D^{\prime l} \nabla^{m} \psi_{0}\right| \leq C<u>^{1+\delta-l}<v>^{-1-2 s-k-m} I_{n+2 s+3, \delta} ;
$$

b) if $1+\delta-l>0$, then

$$
\left|D^{k} D^{\prime l} \nabla^{m} \psi_{0}\right| \leq C<v>^{\delta-2 s-k-l-m} I_{n+2 s+3, \delta}
$$

In order to simplify the presentation of the proof, we deal specifically with the sum

$$
A=\sum_{d=0}^{k} \sum_{e=0}^{l} \sum_{a=0}^{m}\left|\frac{D^{k-d+1} D^{\prime-e} \not \nabla^{m-a} \psi_{0}}{r^{a+d+e}}\right|
$$

Assume first that $1+\delta-l<0$.
For this case the sum a priori contains terms of both type $a$ and type $b$. We therefore split up the sum over $e$ into two parts corresponding to the different types. Let $e^{\prime}$ be the largest integer such that $e^{\prime} \leq l$ and $\delta-l+e^{\prime}<0$. This means that, if $0 \leq e \leq e^{\prime}-1$,
we have $1+\delta-(l-e)<0$ and if $e^{\prime} \leq e \leq l$ we have $1+\delta-(l-e)>0$. Using the induction hypothesis, the sum $A$ can then be bounded as follows: there exists a constant $C$ such that

$$
\begin{aligned}
A \leq & C \sum_{d=0}^{k} \sum_{a=0}^{m} \frac{I_{n+2 s+4, \delta}}{r^{a+d}} \cdot\left(\sum_{e=0}^{e^{\prime}-1} \frac{\left\langle u>^{1+\delta-(l-e)}\right.}{\left\langle v>^{2+2 s+k-d+m-a} r^{e}\right.}+\sum_{e=e^{\prime}}^{l} \frac{\left\langle v>^{\delta-2 s-k+d-1-l+e-m+a}\right.}{r^{e}}\right) \\
\leq & C \frac{<u>^{1+\delta-l} I_{n+2 s+4, \delta}}{<v>^{2 s+2+k+m}}\left(\sum_{d=0}^{k} \sum_{a=0}^{m}\left(\frac{<v>}{r}\right)^{a+d}\right) \\
& \times\left(\sum_{e=0}^{e^{\prime}-1}\left(\frac{<u>}{<v>}\right)^{e}\left(\frac{<v>}{r}\right)^{e}+\sum_{e=e^{\prime}}^{l}\left(\frac{<u>}{<v>}\right)^{-(1+\delta-l)}\left(\frac{<v>}{r}\right)^{e}\right) .
\end{aligned}
$$

Since we are considering the exterior region, that is to say the region defined by

$$
\frac{t}{3} \leq r \leq 3 t
$$

the following inequalities hold (assuming also $r>1$, which is not restrictive, when studying the asymptotic behavior),

$$
\frac{<v>}{r} \leq \sqrt{17} \quad \text { and } \quad \frac{<u>}{<v>} \leq 1
$$

As a consequence, there exists a constant $C$ depending only on the considered region and of the number of derivatives such that

$$
A \leq C<u>^{1+\delta-l}<v>^{-1-2 s-1-k-m} I_{n+2 s+4, \delta}
$$

In the case when $1+\delta-l>0$, all the indices $1+\delta-l+e$ are a fortiori positive and, as a consequence, the induction hypothesis gives immediately: there exists a constant $C$ depending on the number of derivatives and on the bounds of the derivatives of $\alpha$ and $\beta$ such that

$$
A \leq C<v>^{\delta-2 s-1-k-l-m} I_{n+2 s+4, \delta} \sum_{d=0}^{k} \sum_{e=0}^{l} \sum_{a=0}^{m}\left(\frac{<v>}{r}\right)^{a+e+d}
$$

There exists consequently, as previously, a constant $C$ depending on the number of derivatives such that

$$
A \leq C<v>^{\delta-2 s-1-k-l-m} I_{n+2 s+4, \delta}
$$

The other terms in (6.6) can be studied in a similar way and details are left to the reader. Collecting all the inequalities obtained for these derivatives, one gets that there exists a constant $C$, depending only on the Sobolev embeddings and the number of derivatives such that

$$
\left|D^{k} D^{\prime l} \nabla^{m} \phi_{0}\right| \leq C I_{n+2 s+4, \delta} \begin{cases}\left\langle u>^{1+\delta-l}<v\right\rangle^{-1-2 s-1-k-m} & \text { if } 1+\delta-l<0 \\ <v>^{-2 s-1-k-l-m} & \text { if } 1+\delta-l>0\end{cases}
$$

The other components $\psi_{i}$ of the field can be studied in a similar way. The discussion will this time occur on the sign of $1+\delta-l-\boldsymbol{i}$. These complementary computations are left to the reader.

We have now proved that the induction hypothesis holds also for $s+1 / 2$. We can therefore conclude that it holds for all $s \in \frac{1}{2} \mathbb{N}_{0}$.

## 7. Asymptotic Behavior of Higher Spin Fields Using Hertz Potential

This section contains the main result of the paper, which consists, for arbitrary spin, in a decay result for solutions of the Cauchy problem with initial data in weighted Sobolev spaces. This extends the result contained in [9] for the fixed weight $\delta=-s-3 / 2$ (for spin-s fields with $s=1,2$ ) and clarifies the fact that peeling fails for the rapidly decaying components of the field. Furthermore, through Theorem 7.6, we establish a full correspondence between the decay result of the wave equation and the peeling result for the higher spin fields.

Consider a free massless spin-s field $\phi_{A \ldots F}$, i.e. a symmetric valence $2 s$ spinor field on Minkowski space, which solves

$$
\left\{\begin{array}{l}
\nabla^{A A^{\prime}} \phi_{A \ldots F}=0,  \tag{7.1}\\
\left.\phi_{A \ldots F}\right|_{t=0}=\varphi_{A \ldots F} \in H_{\delta}^{j}\left(S_{2 s}\right) .
\end{array}\right.
$$

For $s \geq 1$, this Cauchy problem is consistent only when the geometric constraint

$$
\begin{equation*}
D^{A B} \varphi_{A B C \ldots F}=\left(d_{2 s} \varphi\right)_{C \ldots F}=0 \tag{7.2}
\end{equation*}
$$

is satisfied.
In this section, we first investigate which spin- $s$ fields can be represented by a potential of the form

$$
\begin{equation*}
\phi_{A \ldots F}=\nabla_{A A^{\prime}} \cdots \nabla_{F F^{\prime}} \widetilde{\chi}^{A^{\prime} \ldots F^{\prime}} \tag{7.3}
\end{equation*}
$$

where the Hertz potential satisfies a Cauchy problem

$$
\left\{\begin{array}{l}
\square \chi_{A \ldots F}=0,  \tag{7.4}\\
\left.\chi_{A \ldots F}\right|_{t=0}=\xi_{A \ldots F} \in H_{\delta+2 s}^{j+2 s}\left(S_{2 s}\right), \\
\left.\partial_{t} \chi_{A \ldots F}\right|_{t=0}=\sqrt{2} \zeta_{A \ldots F} \in H_{\delta+2 s-1}^{j+2 s-1}\left(S_{2 s}\right),
\end{array}\right.
$$

with

$$
\chi_{A \ldots F} \equiv \tau_{A A^{\prime}} \cdots \tau_{F F^{\prime}} \widetilde{\chi}^{A^{\prime} \ldots F^{\prime}}
$$

To achieve this, a $3+1$ splitting of Eq. (7.3) with respect to the Cauchy surfaces $\{t=$ const.\} is performed in Sect. 7.1 so that the initial data for the field $\varphi_{A \ldots F}$ and for the potential $\left(\xi_{A \ldots F}, \zeta_{A \ldots F}\right)$ are related through the operator $\mathcal{G}_{2 s}$. Theorem 4.6 is then used to construct initial data for the Hertz potential and control their Sobolev norms. In Sect. 7.2, the uniqueness of the Cauchy problem for higher spin fields ensures that this field is represented by a Hertz potential satisfying the Cauchy problem (7.4) with the constructed data. Finally, in Sect. 7.3, the asymptotic behavior of the field is derived from the decay result for the scalar wave equation stated in Proposition 5.2 through the technical Proposition 6.4.
7.1. Space spinor splitting. A $3+1$ splitting of the potential equation (7.3) is now performed. Let $\tau_{A A^{\prime}}=\sqrt{2} \nabla_{A A^{\prime}} t$, which is covariantly constant. The operator $D_{A B}=$ $\tau_{\left(A^{A^{\prime}}\right.} \nabla_{B) A^{\prime}}$ is valid everywhere and it coincides with the intrinsic derivative on the slices $\{t=$ const. $\}$. We therefore can consider it as an operator acting both on spacetime spinors and on spatial spinors on a time slice. All other operators defined for fields on $\mathbb{R}^{3}$ also extend in this way to operators on fields on Minkowski space. With this view, we have the decomposition $\tau_{B} A^{\prime} \nabla_{A A^{\prime}}=D_{A B}+\frac{1}{\sqrt{2}} \epsilon_{A B} \partial_{t}$.

The evolution equations of the Cauchy problems (7.1) and (7.4) can be re-expressed as

$$
\begin{align*}
\partial_{t} \phi_{A \cdots F} & =\sqrt{2}\left(c_{2 s} \phi\right)_{A \cdots F},  \tag{7.5}\\
\partial_{t} \partial_{t} \chi_{A \cdots F} & =-\Delta_{2 s} \chi_{A \cdots F} \tag{7.6}
\end{align*}
$$

For the spin- $1 / 2$ case, we immediately get

$$
\phi_{A}=\left(c_{1} \chi\right)_{A}+\frac{1}{\sqrt{2}} \partial_{t} \chi_{A}=\left(\mathcal{G}_{1} c_{1} \chi\right)_{A}+\frac{1}{\sqrt{2}}\left(\mathcal{G}_{1} \partial_{t} \chi\right)_{A} .
$$

This simple pattern in fact generalizes to arbitrary spin:
Proposition 7.1. The equation (7.3) together with (7.6) implies

$$
\phi_{A_{1} \ldots A_{2 s}}=\left(\mathcal{G}_{2 s} c_{2 s} \chi\right)_{A_{1} \ldots A_{2 s}}+\frac{1}{\sqrt{2}}\left(\mathcal{G}_{2 s} \partial_{t} \chi\right)_{A_{1} \ldots A_{2 s}} .
$$

Remark 7.2. The property $\mathrm{d}_{2 s} \mathcal{G}_{2 s}=0$ of the operators directly gives that the constraint $\left(d_{2 s} \phi\right)_{C \cdots F}=0$ is automatically satisfied for $s \geq 1$.
Proof. See Proposition A. 2 in the "Appendix" for a proof.
7.2. Representation by a Hertz potential. We will investigate under which conditions on the initial datum $\varphi_{A \ldots F}$ we can construct initial data for the potential. We immediately see from Proposition 7.1 that if a potential exists, then $\varphi_{A \ldots F}$ has to be in the image of $\mathcal{G}_{2 s}$. Therefore, we can without loss of generality choose $\xi_{A \ldots F}=0$. This means that we have to solve the equation $\varphi_{A \ldots F}=\left(\mathcal{G}_{2 s} \zeta\right)_{A \ldots F}$. Since the integrability condition (7.2) is satisfied, Proposition 4.6 can be used to construct $\zeta_{A \ldots F}$.

A key point which will be used later to prove that the field can be represented by a potential is the uniqueness of the Cauchy problem for first order hyperbolic systems. For such a result, the reader can refer either to [22] or [8, Appendix 4]. That the massless spin$s$ field equation has a first order symmetric hyperbolic formulation follows immediately from Eq. (7.5) and Lemma 2.10.
Lemma 7.3. Consider a spinor field $\varphi_{A \ldots F}$ in $L_{l o c}^{2}\left(S_{2 s}\right)$. Then the Cauchy problem (7.1) admits at most one solution in $C^{0}\left(\mathbb{R}, L_{\text {loc }}^{2}\left(S_{2 s}\right)\right)$.
Proof. This lemma is a direct consequence of the energy estimate.
Remark 7.4. This lemma does not state existence of solutions to the Cauchy problem for the massless free fields with initial datum in weighted Sobolev spaces. However, one can use Theorem 7.6 to obtain existence of solutions of this Cauchy problem from standard existence theorems for solutions of the wave equation with initial data in weighted Sobolev spaces.

We can now use Lemma 7.3 and Proposition 7.1 to reduce the problem of constructing a Hertz potential to the level of initial data.
Lemma 7.5. Let $j \geq 2$ be an integer and $\varphi_{A \ldots F}$ be a spinor field in $H_{\delta}^{j}\left(S_{2 s}\right)$ satisfying the constraint equation $\left(d_{2 s} \varphi\right)_{C \ldots F}=0$. Assume that there exist spinor fields $\xi_{A \ldots F} \in$ $H_{\delta+2 s}^{j+2 s}\left(S_{2 s}\right)$ and $\zeta_{A \ldots F} \in H_{\delta+2 s-1}^{j+2 s-1}\left(S_{2 s}\right)$ satisfying

$$
\varphi_{A \ldots F}=\left(\mathcal{G}_{2 s} c_{2 s} \xi\right)_{A \ldots F}+\left(\mathcal{G}_{2 s} \zeta\right)_{A \ldots F} .
$$

Then the only solution to the Cauchy problem (7.1) for massless free fields is given by

$$
\phi_{A \ldots F}=\nabla_{A A^{\prime}} \cdots \nabla_{F F^{\prime}} \widetilde{\chi}^{A^{\prime} \ldots F^{\prime}}
$$

where $\widetilde{\chi}^{A^{\prime} \ldots F^{\prime}}$ is obtained through the Cauchy problem (7.4) for $\chi_{A \ldots F}$ with the initial data $\left(\xi_{A \ldots F}, \sqrt{2} \zeta_{A \ldots F}\right)$.

Proof. Let

$$
\widetilde{\phi}_{A \ldots F}=\nabla_{A A^{\prime}} \cdots \nabla_{F F^{\prime}} \widetilde{\chi}^{A^{\prime} \ldots F^{\prime}}
$$

It is a simple calculation to check that $\widetilde{\phi}_{A \ldots F}$ satisfies the massless field equation of spin-s (see [29], for instance). Furthermore, the restriction of $\phi_{A \ldots F}$ and $\widetilde{\phi}_{A \ldots F}$ agree on $\{t=0\}$ and are equal to $\varphi_{A \ldots F}$ which lies in $H_{\delta}^{j}\left(S_{2 s}\right)$ and consequently in $L_{\delta}^{2}\left(S_{2 s}\right)$. Using the uniqueness stated in Lemma 7.3, we can conclude that both agree.

Theorem 7.6. Let s be in $\frac{1}{2} \mathbb{N}, \delta$ be in $\mathbb{R} \backslash \mathbb{Z}$ and $j \geq 2$ an integer. We consider $\varphi_{A \ldots F}$ in $H_{\delta}^{j}\left(S_{2 s}\right)$ satisfying the constraint equation $D^{A B} \varphi_{A \ldots F}=0$. Then there exists a spinor field $\zeta_{A \ldots F}$, solving the equation

$$
\varphi_{A \ldots F}=\left(\mathcal{G}_{2 s} \zeta\right)_{A \ldots F}
$$

and satisfying the estimates

$$
\left\|\zeta_{A \ldots F}\right\|_{j+2 s-1, \delta+2 s-1} \leq C\left\|\varphi_{A \ldots F}\right\|_{j, \delta}
$$

Furthermore, the unique solution of the Cauchy problem for massless fields (7.1) with the initial datum $\varphi_{A \ldots F}$ is given by

$$
\phi_{A \ldots F}=\nabla_{A A^{\prime}} \ldots \nabla_{F F^{\prime}} \widetilde{\chi}^{A^{\prime} \ldots F^{\prime}}
$$

where the spinor field $\chi_{A \ldots F}$, defined by

$$
\chi_{A \ldots F}=\tau_{A A^{\prime}} \cdots \tau_{F F^{\prime}} \widetilde{\chi}^{A^{\prime} \ldots F^{\prime}}
$$

satisfies the Cauchy problem (7.4) for the wave equation with initial data $\left(0, \sqrt{2} \zeta_{A \ldots F}\right)$.
Proof. This result is a direct consequence of Lemma 7.5, and of propositions 4.5 and 4.6.
7.3. Decay result for higher spin fields. The notations adopted in the formulation of the main theorem is consistent with the ones which are adopted in Sect. 6.1.

The following decay result for higher spin fields recovers the decay result obtained by Christodoulou and Klainerman in [9] for the spins 1 (corresponding to the weight $\delta=-5 / 2$ ) and 2 (corresponding to the weight $\delta=-7 / 2$ ). The main difference is the regularity of the initial data: Christodoulou and Klainerman rely on weighted Sobolev embedding to obtain their decay result, so that only two derivatives of the initial data are required. The result which is presented here is based on the decay result of solutions of the wave equation stated in Sect. 5 and consequently requires at least three derivatives of the initial data. This restriction can be removed as soon as a decay result for the wave equation for initial data with arbitrary decay at spatial infinity, and regularity $H^{2} \times H^{1}$, is established. The following theorem will then also hold with one derivative less in the norms.

Theorem 7.7. Let $s$ be in $\frac{1}{2} \mathbb{N}, \delta$ in $\mathbb{R} \backslash \mathbb{Z}, j>2$ an integer and consider the Cauchy problem for the massless free spin-s fields

$$
\left\{\begin{array}{l}
\nabla^{A A^{\prime}} \phi_{A \ldots F}=0 \\
\left.\phi_{A \ldots F}\right|_{t=0}=\varphi_{A \ldots F} \in H_{\delta}^{j}\left(S_{2 s}\right) \\
D^{A B} \varphi_{A \ldots F}=0
\end{array}\right.
$$

We finally consider three nonnegative integers $k, l, m$ whose sum is denoted by $n \leq$ $j-3$. The following inequalities hold, for all $\boldsymbol{i}$ in $\{0, \ldots, 2 s\}$ : there exists a constant $\bar{C}$ depending only on a choice of a constant dyad and of $k, l, m$ such that:
(1) for any $t \geq 0, x \in \mathbb{R}^{3}$ such that $t>3 r$, that is to say, in the interior region,

$$
\left|\nabla^{n} \phi_{A \ldots F}\right| \leq C<t>^{\delta-n}\left\|\varphi_{A \ldots F}\right\|_{3+n, \delta}
$$

(2) for $\boldsymbol{i}$ such that $1+2 s+\delta-l-\boldsymbol{i}<0$, for any $t \geq 0, x \in \mathbb{R}^{3}$, such that $3 r>t>\frac{r}{3}$, that is to say in the exterior region,

$$
\left|D^{k} D^{\prime} \not \nabla^{m} \phi_{i}\right| \leq \frac{C<u\rangle^{1+\delta+2 s-l-i}}{\left\langle v>^{1+2 s-i+k+m}\right.}\left\|\varphi_{A \ldots F}\right\|_{3+n, \delta}
$$

(3) for $\boldsymbol{i}$ such that $1+2 s+\delta-l-\boldsymbol{i}>0$, for any $t \geq 0, x \in \mathbb{R}^{3}$, such that $3 r>t>\frac{r}{3}$, that is to say in the exterior region,

$$
\left|D^{k} D^{\prime l} \nabla^{m} \phi_{i}\right| \leq C<v>^{\delta-n}\left\|\varphi_{A \ldots F}\right\|_{3+n, \delta}
$$

Proof. Let $s$ and $\delta$ be such as in the theorem and consider $\varphi_{A \ldots F}$ a initial datum in $H_{\delta}^{j}\left(S_{2 s}\right)$ satisfying the constraints equation

$$
D^{A B} \varphi_{A \ldots F}=0
$$

The initial datum $\varphi_{A \ldots F}$ satisfies the assumptions stated in Theorem 7.6 , so that there exists a potential $\tilde{\chi}^{A^{\prime} \ldots F^{\prime}}$ of order $2 s$ such that the solution of the Cauchy problem with initial datum $\varphi_{A \ldots F}$ is given by:

$$
\phi_{A \ldots F}=\nabla_{A A^{\prime}} \ldots \nabla_{F F^{\prime}} \tilde{\chi}^{A^{\prime} \ldots F^{\prime}}
$$

and $\chi_{A \ldots F}=\tau_{A A^{\prime}} \ldots \tau_{F F^{\prime}} \tilde{\chi}^{A^{\prime} \ldots F^{\prime}}$ satisfies the Cauchy problem

$$
\left\{\begin{array}{l}
\square \chi_{A \ldots F}=0 \\
\left.\chi_{A \ldots F}\right|_{t=0} \in H_{\delta+2 s}^{j+2 s}\left(S_{2 s}\right) \\
\left.\partial_{t} \chi_{A \ldots F}\right|_{t=0} \in H_{\delta+2 s-1}^{j+2 s-1}\left(S_{2 s}\right)
\end{array}\right.
$$

Furthermore, the norm of the potential is controlled by the norm of the initial data

$$
\left\|\chi_{A \ldots F}\right\|_{3+n+2 s, \delta+2 s} \leq C\left\|\varphi_{A \ldots F}\right\|_{3+n, \delta} .
$$

A constant dyad $\left(e_{0}^{A}, e_{1}^{A}\right)$ on the Minkowski space is chosen. The components of the field $\chi_{A \ldots F}$ are then of the form $\chi \xi_{A}^{1} \ldots \xi_{F}^{2 s}$, where the constant spinor $\xi_{A}^{i}$ (for $i \in\{1, \ldots, 2 s\}$ ) belongs to $\left\{e_{A}^{0}, e_{A}^{1}\right\}$ and $\chi$ is a complex function satisfying a Cauchy problem of the form

$$
\left\{\begin{array}{l}
\square \chi=0 \\
\left.\chi\right|_{t=0} \in H_{\delta+2 s}^{j+2 s}\left(\mathbb{R}^{3}, \mathbb{C}\right), \\
\left.\partial_{t} \chi\right|_{t=0} \in H_{\delta+2 s-1}^{j+2 s-1}\left(\mathbb{R}^{3}, \mathbb{C}\right) .
\end{array}\right.
$$

Proposition 6.4 can then be used, on each of the components of the field. All these components decay exactly in the same way and, consequently, the field $\phi_{A \ldots F}$ decays exactly as the field under consideration in Proposition 6.4.
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## Appendix A. Algebraic Properties of the Fundamental Operators

To prove Proposition 7.1, we need the following relation
Lemma A.1. The operators $\mathcal{G}_{k}$ and $c_{k}$ commute and we have
$\left(\mathcal{G}_{k} c_{k} \phi\right)_{A_{1} \ldots A_{k}}=\left(c_{k} \mathcal{G}_{k} \phi\right)_{A_{1} \ldots A_{k}}$

$$
=\sum_{n=0}^{\left\lfloor\frac{k}{2}\right\rfloor}\binom{k}{2 n}(-2)^{-n} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{k-2 n}}{ }^{B_{k-2 n}}}_{k-2 n}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n}} .
$$

Proof. We begin by proving that $\left(\mathcal{G}_{k} c_{k} \phi\right)_{A_{1} \ldots A_{k}}$ has the desired form. By partially expanding the symmetrization in the defintion of the operator $\mathrm{c}_{k}$, we get

$$
\begin{aligned}
& \underbrace{D_{\left(A_{1}\right.}{ }^{B_{1}} \cdots D_{A_{k-2 n-1}}{ }^{B_{k-2 n-1}}}_{k-2 n-1}\left(\Delta_{k}^{n} C_{k} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n-1}} \\
& \quad=\frac{2 n+1}{k} \underbrace{D_{\left(A_{1}\right.}{ }^{B_{1}} \cdots D_{A_{k-2 n}}{ }^{B_{k-2 n}}}_{k-2 n}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n}} \\
& \quad+\frac{k-2 n-1}{k} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{k-2 n-1}}{ }^{B_{k-2 n-1}}}_{k-2 n-1} D_{\left|B_{k-2 n-1}\right|^{B_{k-2 n}}} \\
& \left(\begin{array}{l}
\left.\Delta_{k}^{n} \phi\right)_{\left.A_{k-2} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n-2} B_{k-2 n}} \\
= \\
\quad \frac{2 n+1}{k} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{k-2 n}} B_{k-2 n}}_{k-2 n}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n}} \\
\quad-\frac{k-2 n-1}{2 k} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{k-2 n-2}}^{B_{k-2 n-2}}}_{k-2 n-2}\left(\Delta_{k}^{n+1} \phi\right)_{\left.A_{k-2 n-1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n-2} .} .
\end{array}\right.
\end{aligned}
$$

Where we used $D_{A}^{C} D_{B C}=-\frac{1}{2} \epsilon_{A B} \Delta$ in the last step. We therefore get $\left(\mathcal{G}_{k} \mathrm{c}_{k} \phi\right)_{A_{1} \ldots A_{k}}$

$$
\begin{align*}
= & \sum_{n=0}^{\left\lfloor\frac{k-1}{2}\right\rfloor}\binom{k-1}{2 n}(-2)^{-n} \underbrace{D_{\left(A_{1} B_{1}\right.}^{B_{1}} \cdots D_{A_{k-2 n}}{ }^{B_{k-2 n}}}_{k-2 n}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n}} \\
& +\sum_{n=0}^{\left\lfloor\frac{k-1}{2}\right\rfloor}\binom{k-1}{2 n+1}(-2)^{1-n} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{k-2 n-2}} B_{k-2 n-2}}_{k-2 n-2}\left(\Delta_{k}^{n+1} \phi\right)_{\left.A_{k-2 n-1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n-2}} \\
= & \sum_{n=0}^{\left\lfloor\frac{k-1}{2}\right\rfloor}\binom{k-1}{2 n}(-2)^{-n} \underbrace{D_{\left(A_{1}{ }^{B_{1}} \cdots D_{A_{k-2 n}}{ }^{B}{ }_{k-2 n}\right.}}_{k-2 n}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n}} \\
& +\sum_{n=1}^{\left.\frac{k+1}{2}\right\rfloor}\binom{k-1}{2 n-1}(-2)^{-n} \underbrace{D_{\left(A_{1} B_{1}\right.}^{B_{1}} \cdots D_{A_{k-2 n}} B_{k-2 n}}_{k-2 n}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n}} . \tag{A.1}
\end{align*}
$$

Where we just changed $n \rightarrow n-1$ in the last sum. The Pascal triangle gives the algebraic identity

$$
\sum_{n=0}^{\left\lfloor\frac{k-1}{2}\right\rfloor}\binom{k-1}{2 n} A^{k-n} B^{n}+\sum_{n=1}^{\left\lfloor\frac{k+1}{2}\right\rfloor}\binom{k-1}{2 n-1} A^{k-n} B^{n}=\sum_{n=0}^{\left\lfloor\frac{k}{2}\right\rfloor}\binom{k}{2 n} A^{k-n} B^{n}
$$

which in turn gives the desired form for $\left(\mathcal{G}_{k} \mathrm{c}_{k} \phi \phi\right)_{A_{1} \ldots A_{k}}$. To handle $\left(c_{k} \mathcal{S}_{k} \phi\right)_{A_{1} \ldots A_{k}}$ we partially expand the symmetry in the following expression

$$
\begin{aligned}
D_{A_{1}}{ }^{C} & \underbrace{D_{\left(A_{2}\right.}^{B_{2}} \cdots D_{A_{k-2 n}}{ }^{B_{k-2 n}}}_{k-2 n-1}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k} C\right) B_{2} \ldots B_{k-2 n}} \\
= & \frac{k-2 n-1}{k} D_{A_{1}}^{C} D_{C}{ }^{B_{2}} \underbrace{D_{\left(A_{2}\right.}{ }^{B_{3}} \cdots D_{A_{k-2 n-1}} B_{k-2 n}}_{k-2 n-2}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) B_{2} \ldots B_{k-2 n}} \\
& +\frac{2 n+1}{k} D_{A_{1}}{ }^{C} \underbrace{D_{\left(A_{2}\right.}^{B_{2}} \cdots D_{A_{k-2 n}}{ }^{B_{k-2} n}}_{k-2 n-1}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) C B_{2} \ldots B_{k-2 n}} \\
= & -\frac{k-2 n-1}{2 k} \underbrace{D_{\left(A_{2}\right.}^{B_{3}} \cdots D_{A_{k-2 n-1}}^{B_{k-2 n}}}_{k-2 n-2}\left(\Delta_{k}^{n+1} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) A_{1} B_{3} \ldots B_{k-2 n}} \\
& +\frac{2 n+1}{k} D_{A_{1}} B_{1} \underbrace{D_{\left(A_{2}\right.}^{B_{2}} \cdots D_{A_{k-2 n}}^{B_{k-2 n}}}_{k-2 n-1}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n}} .
\end{aligned}
$$

Where we in the last step again used $D_{A}^{C} D_{B C}=-\frac{1}{2} \epsilon_{A B} \Delta$. Using this in the definition of $\mathcal{G}_{k}$ yields

$$
\begin{aligned}
& D_{A_{1}}{ }^{C}\left(\mathcal{G}_{k} \phi\right)_{C A_{2} \ldots A_{k}} \\
&=\sum_{n=0}^{\left\lfloor\frac{k-1}{2}\right\rfloor}\binom{k-1}{2 n+1}(-2)^{1-n} \underbrace{D_{\left(A_{2}\right.}{ }^{B_{3}} \cdots D_{A_{k-2 n-1}}^{B_{k-2 n-2}}}_{k-2 n-2}\left(\Delta_{k}^{n+1} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) A_{1} B_{3} \ldots B_{k-2 n}} \\
&+\sum_{n=0}^{\left\lfloor\frac{k-1}{2}\right\rfloor}\binom{k-1}{2 n}(-2)^{1-n} D_{A_{1}}{ }^{B_{1}} \underbrace{D_{\left(A_{2}\right.}^{B_{2}} \cdots D_{A_{k-2 n}}{ }^{B_{k-2 n}}}_{k-2 n-1}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n}} .
\end{aligned}
$$

After symmetrization we get that $\left(\mathrm{c}_{k} \mathcal{G}_{k} \phi\right)_{A_{1} \ldots A_{k}}$ has an expansion identical to the one in the first equation in (A.1). This gives the desired result.

Proposition A.2. The equation (7.3) together with (7.6) implies

$$
\phi_{A_{1} \ldots A_{2 s}}=\left(\mathcal{G}_{2 s} c_{2 s} \chi\right)_{A_{1} \ldots A_{2 s}}+\frac{1}{\sqrt{2}}\left(\mathcal{G}_{2 s} \partial_{t} \chi\right)_{A_{1} \ldots A_{2 s}}
$$

Proof. Using $\tau_{B}{ }^{A^{\prime}} \nabla_{A A^{\prime}}=D_{A B}+\frac{1}{\sqrt{2}} \epsilon_{A B} \partial_{t}$ we can write the potential equation in terms of $D_{A B}$ and $\partial_{t}$. We have

$$
\begin{aligned}
\phi_{A_{1} \ldots A_{2 s}} & =\underbrace{\nabla_{A_{1} A_{1}^{\prime}} \cdots \nabla_{A_{2 s} A_{2 s}^{\prime}}}_{2 s} \tilde{\chi}^{A_{1}^{\prime} \ldots A_{2 s}^{\prime}}=\underbrace{\tau^{B_{1} A_{1}^{\prime}} \nabla_{A_{1} A_{1}^{\prime}} \cdots \tau^{B_{2 s} A_{2 s}^{\prime} \nabla_{A_{2 s} A_{2 s}^{\prime}}}}_{2 s} \chi_{B_{1} \ldots B_{2 s}} \\
& =\underbrace{\left(D_{A_{1}}^{B_{1}}+\frac{1}{\sqrt{2}} \epsilon_{A_{1}}^{B_{1}} \partial_{t}\right) \cdots\left(D_{A_{2 s}}{ }^{B_{2 s}}+\frac{1}{\sqrt{2}} \epsilon_{A_{2 s}}{ }^{B_{2 s}} \partial_{t}\right)}_{2 s} \chi_{B_{1} \ldots B_{2 s}} \\
& =\sum_{n=0}^{2 s}\binom{2 s}{n} 2^{-n / 2} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{2 s-n}}^{B_{2 s-n}}}_{2 s-n} \partial_{t}^{n} \chi_{\left.A_{2 s-n+1} \ldots A_{2 s}\right) B_{1} \ldots B_{2 s-n}} .
\end{aligned}
$$

We can now use (7.6) to eliminate all higher order time derivatives. This gives

$$
\begin{aligned}
& \phi_{A_{1} \ldots A_{2 s}} \\
&= \sum_{n=0}^{\lfloor s\rfloor}\binom{2 s}{2 n} 2^{-n} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{2 s-2 n}}{ }^{B_{2 s-2 n}}}_{2 s-2 n} \partial_{t}^{2 n} \chi_{\left.A_{2 s-2 n+1} \ldots A_{2 s}\right) B_{1} \ldots B_{2 s-2 n}} \\
&+\sum_{n=0}^{\left\lfloor s-\frac{1}{2}\right\rfloor}\binom{2 s}{2 n+1} 2^{-n-1 / 2} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{2 s-2 n-1}} B_{2 s-2 n-1}}_{2 s-2 n-1} \partial_{t}^{2 n+1} \\
& \times \chi_{\left.A_{2 s-2 n} \ldots A_{2 s}\right) B_{1} \ldots B_{2 s-2 n-1}} \\
&= \sum_{n=0}^{\lfloor s\rfloor}\binom{2 s}{2 n}(-2)^{-n} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{2 s-2 n}}^{B_{2 s-2 n}}}_{2 s-2 n}\left(\Delta_{2 s}^{n} \chi\right)_{\left.A_{2 s-2 n+1} \ldots A_{2 s}\right) B_{1} \ldots B_{2 s-2 n}} \\
&+\frac{1}{\sqrt{2}} \sum_{n=0}^{\left.s-\frac{1}{2}\right\rfloor}\binom{2 s}{2 n+1}(-2)^{-n} \underbrace{D_{\left(A_{1}\right.} B_{1} \cdots D_{A_{2 s-2 n-1}} B_{2 s-2 n-1}}_{2 s-2 n-1}\left(\Delta_{2 s}^{n} \partial_{t} \chi\right)_{\left.A_{2 s-2 n} \ldots A_{2 s}\right) B_{1} \ldots B_{2 s-2 n-1}} \\
&=\left(\mathcal{G}_{2 s} C_{2 s} \chi\right)_{A_{1} \ldots A_{2 s}}+\frac{1}{\sqrt{2}}\left(\mathcal{G}_{2 s} \partial_{t} \chi\right)_{A_{1} \ldots A_{2 s}} .
\end{aligned}
$$

In the last step we used the definition of $\mathcal{G}_{2 s}$ and Lemma A.1. In fact we have defined $\mathcal{G}_{k}$ to match the $\partial_{t}$ part of this expression.

Proposition A.3. For $k \geq 2$, the operators $\mathcal{G}_{k}$ have the properties $d_{k} \mathcal{G}_{k}=0$ and $\mathcal{G}_{k} t_{k-2}=0$.

Proof. First we prove that $d_{k} \mathcal{G}_{k}=0$. By partially expanding the symmetrization in the definition of $\mathcal{G}_{k}$ and restricting the summation to non-vanishing terms we get

$$
\begin{aligned}
& \left(\mathcal{G}_{k} \phi\right)_{A_{1} \ldots A_{k}} \\
& =\sum_{n=0}^{\left\lfloor\frac{k-3}{2}\right\rfloor}\binom{k-2}{2 n+1}(-2)^{-n} D_{A_{1}}{ }^{B_{1}} D_{A_{2}}{ }^{B_{2}} \underbrace{D_{\left(A_{3}\right.}^{B_{3}} \cdots D_{A_{k-2 n-1}} B_{k-2 n-1}}_{k-2 n-3}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n-1}}
\end{aligned}
$$

$$
\begin{aligned}
& \lfloor\sum_{n=0}^{\left.\frac{k-1}{2}\right\rfloor}\binom{k-2}{2 n}(-2)^{-n} D_{A_{1}}^{B_{2}} \underbrace{D_{\left(A_{3}\right.}^{B_{3}} \cdots D_{A_{k-2 n}} B_{k-2 n}}_{k-2 n-2}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) A_{2} B_{2} \ldots B_{k-2 n}} \\
& \left\lfloor\frac{k-1}{2}\right\rfloor \\
& +\sum_{n=0}\binom{k-2}{2 n}(-2)^{-n} D_{A_{2}}^{B_{2}} \underbrace{D_{\left(A_{3}\right.}^{B_{3}} \cdots D_{A_{k-2 n}} B_{k-2 n}}_{k-2 n-2}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+1} \ldots A_{k}\right) A_{1} B_{2} \ldots B_{k-2 n}} \\
& \left\lfloor\frac{k-1}{2}\right\rfloor \\
& \left.+\sum_{n=1}^{k-2} \begin{array}{c}
k n-1
\end{array}\right)(-2)^{-n} \underbrace{D_{\left(A_{3}\right.}^{B_{3}} \cdots D_{A_{k-2 n+1}} B_{k-2 n+1}}_{k-2 n-1}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+2} \ldots A_{k}\right) A_{1} A_{2} B_{3} \ldots B_{k-2 n+1}} .
\end{aligned}
$$

Using $D_{A}^{C} D_{B C}=-\frac{1}{2} \epsilon_{A B} \Delta$ we get $D^{A_{1} A_{2}} D_{A_{1}}{ }^{B_{1}} D_{A_{2}}{ }^{B_{2}}=\frac{1}{2} D^{B_{1} B_{2}} \Delta, D^{A_{1}\left(A_{2}\right.} D_{A_{1}}{ }^{\left.B_{2}\right)}$ $=0$ and
$\left(\mathrm{d}_{k} \mathcal{G}_{k} \phi\right)_{A_{1} \ldots A_{k}}$

$$
\begin{aligned}
& \left\lfloor\frac{k-3}{2}\right\rfloor \\
= & \left.-\sum_{n=0}^{k-2} \begin{array}{l}
k n+1
\end{array}\right)(-2)^{-n-1} D^{B_{1} B_{2}} \underbrace{D_{\left(A_{3}\right.}^{B_{3}} \cdots D_{A_{k-2 n-1}} B_{k-2 n-1}}_{k-2 n-3}\left(\Delta_{k}^{n+1} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n-1}} \\
& \left\lfloor\frac{k-1}{2}\right\rfloor \\
& \left.+\sum_{n=1}^{k-2} \begin{array}{l}
2 n-1
\end{array}\right)(-2)^{-n} D^{B_{1} B_{2}} \underbrace{D_{\left(A_{3}\right.}^{B_{3}} \cdots D_{A_{k-2 n+1}} B_{k-2 n+1}}_{k-2 n-1}\left(\Delta_{k}^{n} \phi\right)_{\left.A_{k-2 n+2} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n+1}}
\end{aligned}
$$

The first sum is identical to the second sum after a variable change $n \rightarrow n-1$, hence $\mathrm{d}_{k} \mathcal{G}_{k}=0$.

Now, we turn to the proof of $\mathcal{G}_{k} \mathrm{f}_{k-2}=0$. Partial expansion of the symmetrization in the definition of $\mathrm{f}_{k-2}$ gives

$$
\begin{aligned}
& \underbrace{D_{\left(A_{1}\right.}{ }^{B_{1}} \cdots D_{A_{k-2 n-1}}{ }^{B_{k-2 n-1}}}_{k-2 n-1}\left(\Delta_{k}^{n} \mathrm{f}_{k-2} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) B_{1} \ldots B_{k-2 n-1}} \\
& =\frac{(k-2 n-1)(k-2 n-2)}{k(k-1)} D_{B_{1} B_{2}} \underbrace{D_{\left(A_{1}\right.}{ }^{B_{1}} \cdots D_{A k-2 n-1}{ }^{B_{k-2 n-1}}}_{k-2 n-1}\left(\Delta_{k-2}^{n} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) B_{3} \ldots B_{k-2 n-1}} \\
& +\frac{2(k-2 n-1)(2 n+1)}{k(k-1)} D_{B_{1}\left(A_{k}\right.} \underbrace{D_{A_{1}}^{B_{1}} \cdots D_{A_{k-2 n-1}}^{B_{k-2 n-1}}}_{k-2 n-1}\left(\Delta_{k-2}^{n} \phi\right)_{\left.A_{k-2 n} \ldots A_{k-1}\right) B_{2} \ldots B_{k-2 n-1}} \\
& +\frac{2 n(2 n+1)}{k(k-1)} D_{\left(A_{k-1} A_{k}\right.} \underbrace{D_{A_{1}}^{B_{1}} \cdots D_{A_{k-2 n-1}}{ }^{B_{k-2 n-1}}}_{k-2 n-1}\left(\Delta_{k-2}^{n} \phi\right)_{\left.A_{k-2 n} \ldots A_{k-2}\right) B_{1} \ldots B_{k-2 n-1}} \\
& =\frac{(k-2 n-1)(k-2 n-2)}{2 k(k-1)} D_{\left(A_{1} A_{2}\right.} \underbrace{D_{A_{3}}{ }^{B_{3}} \cdots D_{A_{k-2 n-1}}{ }^{B_{k-2 n-1}}}_{k-2 n-3}\left(\Delta_{k-2}^{n+1} \phi\right)_{\left.A_{k-2} \ldots A_{k}\right) B_{3} \ldots B_{k-2 n-1}} \\
& +\frac{2 n(2 n+1)}{k(k-1)} D_{\left(A_{k-1} A_{k}\right.} \underbrace{D_{A_{1}}^{B_{1}} \cdots D_{A_{k-2 n-1}}^{B_{k-2 n-1}}}_{k-2 n-1}\left(\Delta_{k-2}^{n} \phi\right)_{A_{k-2 n} \ldots A_{k-2)} B_{1} \ldots B_{k-2 n-1}} .
\end{aligned}
$$

Where we again used $D^{A_{1} A_{2}} D_{A_{1}}{ }^{B_{1}} D_{A_{2}}{ }^{B_{2}}=\frac{1}{2} D^{B_{1} B_{2}} \Delta$ and $D^{A_{1}\left(A_{2}\right.} D_{A_{1}}{ }^{\left.B_{2}\right)}=0$. We therefore get

$$
\begin{aligned}
& \left(\mathcal{G}_{k} \mathrm{f}_{k-2} \phi\right)_{A_{1} \ldots A_{k}} \\
& =\quad-\sum_{n=0}^{\left\lfloor\frac{k-3}{2}\right\rfloor}\binom{k-2}{2 n+1}(-2)^{1-n} D_{\left(A_{1} A_{2}\right.} \underbrace{D_{A_{3}}^{B_{3}} \cdots D_{A_{k-2 n-1}}^{B_{k-2 n-1}}}_{k-2 n-3}\left(\Delta_{k-2}^{n+1} \phi\right)_{\left.A_{k-2 n} \ldots A_{k}\right) B_{3} \ldots B_{k-2 n-1}} \\
& \quad\left\lfloor\frac{\lfloor k-1}{2}\right\rfloor \\
& \quad \sum_{n=1}^{k-2}\left(\begin{array}{c} 
\\
2 n-1
\end{array}\right)(-2)^{-n} D_{\left(A_{k-1} A_{k}\right.} \underbrace{D_{A_{1}}^{B_{1}} \cdots D_{A_{k-2 n-1}} B_{k-2 n-1}}_{k-2 n-1}\left(\Delta_{k-2}^{n} \phi\right)_{\left.A_{k-2 n} \ldots A_{k-2}\right) B_{1} \ldots B_{k-2 n-1}} .
\end{aligned}
$$

The first sum is identical to the second sum after a variable change $n \rightarrow n-1$, hence $\mathcal{G}_{k} \mathrm{f}_{k-2}=0$.

To use elliptic theory, we need well behaved elliptic operators. $\mathcal{G}_{k}$ is in general not elliptic but, through the following lemma, it can related to some power of the Laplacian - which of course is elliptic.

Lemma A.4. The formulae (2.2b) and (2.2a) hold, that is to say

$$
\begin{aligned}
\left(\Delta_{2 k}^{k} \phi\right)_{A_{1} \ldots A_{2 k}} & =\left(f_{2 k-2} \mathcal{F}_{2 k-2} d_{2 k} \phi\right)_{A_{1} \ldots A_{2 k}}-(-2)^{1-k}\left(\mathcal{G}_{2 k} c_{2 k} \phi\right)_{A_{1} \ldots A_{2 k}}, \\
\left(\Delta_{2 k+1}^{k} \phi\right)_{A_{1} \ldots A_{2 k+1}} & =\left(f_{2 k-1} \mathcal{F}_{2 k-1} d_{2 k+1} \phi\right)_{A_{1} \ldots A_{2 k+1}}+(-2)^{-k}\left(\mathcal{G}_{2 k+1} \phi\right)_{A_{1} \ldots A_{2 k+1}} .
\end{aligned}
$$

Proof. For both formulae, we will use the following help quantity for the spin- $(k+j / 2)$ case

$$
\begin{aligned}
I_{m}^{j, k} \equiv & \sum_{n=m}^{k-1}\binom{2 k+j}{2 n+j-2 m}(-2)^{-n} \underbrace{D_{\left(A_{1}\right.}{ }^{B_{1}} \cdots D_{A_{2 k-2 n}}{ }^{B_{2 k-2 n}}}_{2 k-2 n} \\
& \times\left(\Delta_{2 k+j}^{n} \phi\right)_{A_{2 k-2 n+1} \ldots A_{2 k+j)} B_{1} \ldots B_{2 k-2 n}}
\end{aligned}
$$

Multiplying $D_{A_{1}}{ }^{B_{1}} D_{C_{1}}{ }^{B_{2}} \phi_{A_{3} \ldots A_{k} C_{2} B_{2}}$ with $\epsilon_{A_{2}}{ }^{C_{1}} \epsilon_{B_{1}}{ }^{C_{2}}=\epsilon_{A_{2} B_{1}} \epsilon^{C_{1} C_{2}}+\epsilon_{A_{2}}{ }^{C_{2}} \epsilon_{B_{2}}{ }^{C_{1}}$ and using $D_{A}^{C} D_{B C}=-\frac{1}{2} \epsilon_{A B} \Delta$, we get

$$
D_{A_{1}}{ }^{B_{1}} D_{A_{2}}^{B_{2}} \phi_{A_{3} \ldots A_{k} B_{1} B_{2}}=-\frac{1}{2}\left(\Delta_{k} \phi\right)_{A_{1} \ldots A_{k}}+D_{A_{1} A_{2}}\left(d_{k} \phi\right)_{A_{3} \ldots A_{k}} .
$$

Using this in the definition of $I_{m}^{j, k}$ gives

$$
\begin{aligned}
I_{m}^{j, k}= & \sum_{n=m}^{k-1}\binom{2 k+j}{2 n+j-2 m}(-2)^{-n-1} \\
& \times \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{2 k-2 n-2}} B_{2 k-2 n-2}}_{2 k-2 n-2}\left(\Delta_{2 k+j}^{n+1} \phi\right)_{\left.A_{2 k-2 n-1} \ldots A_{2 k+j}\right) B_{1} \ldots B_{2 k-2 n-2}} \\
& +\sum_{n=m}^{k-1}\binom{2 k+j}{2 n+j-2 m}(-2)^{-n} \\
& \times D_{\left(A_{1} A_{2}\right.}^{D^{D_{A_{3}}^{B_{3}} \cdots D_{A_{2 k-2 n}} B_{2 k-2 n}}}\left(d_{2 k-2 n-2}\right.
\end{aligned}
$$

$$
\begin{align*}
= & I_{m+1}^{j, k}+\binom{2 k+j}{2 k+j-2 m}(-2)^{-k}\left(\Delta_{2 k+j}^{k} \phi\right)_{A_{1} \ldots A_{2 k+j}}+\sum_{n=m}^{k-1}\binom{2 k+j}{2 n+j-2 m}(-2)^{-n} \\
& \times D_{\left(A_{1} A_{2}\right.} \underbrace{D_{A_{3}}^{B_{3}} \cdots D_{A_{2 k-2 n}} B_{2 k-2 n}}_{2 k-2 n-2}\left(d_{2 k+j} \Delta_{2 k+j}^{n} \phi\right)_{\left.A_{2 k-2 n+1} \ldots A_{2 k+j}\right) B_{3} \ldots B_{2 k-2 n}} . \tag{A.2}
\end{align*}
$$

Here, we have changed $n \rightarrow n-1$ in the first sum, and identified that as $I_{m+1}^{j, k}$ plus the term where $n=k$, which gives us the $\Delta^{k}$-term. We can easily solve the recursion (A.2) and get

$$
\begin{aligned}
I_{0}^{j, k}= & \sum_{m=0}^{k-1}\binom{2 k+j}{2 k+j-2 m}(-2)^{-k}\left(\Delta_{2 k+j}^{k} \phi\right)_{A_{1} \ldots A_{2 k+j}}+\sum_{m=0}^{k-1} \sum_{n=m}^{k-1}\binom{2 k+j}{2 n+j-2 m}(-2)^{-n} \\
& \times D_{\left(A_{1} A_{2}\right.} \underbrace{D_{A_{3}}^{B_{3}} \cdots D_{A_{2 k-2 n}}{ }^{B_{2 k-2 n}}}_{2 k-2 n-2}\left(\mathrm{~d}_{2 k+j} \Delta_{2 k+j}^{n} \phi\right)_{\left.A_{2 k-2 n+1} \ldots A_{2 k+j}\right) B_{3} \ldots B_{2 k-2 n}} \\
= & \sum_{m=0}^{k-1}\binom{2 k+j}{2 m}(-2)^{-k}\left(\Delta_{2 k+j}^{k} \phi\right)_{A_{1} \ldots A_{2 k+j}}+\sum_{n=0}^{k-1} \sum_{m=0}^{k-1-n}\binom{2 k+j}{2 n+2 m+2}(-2)^{n+1-k} \\
& \times D_{\left(A_{1} A_{2}\right.} \underbrace{D_{A_{3}}^{B_{3} \cdots D_{A_{2 n+2}} B_{2 n+2}}\left(\Delta_{2 k+j-2}^{k-1-n} d_{2 k+j} \phi\right)_{\left.A_{2 n+3} \ldots A_{2 k+j}\right) B_{3} \ldots B_{2 n+2}}}_{2 n} \\
= & \sum_{m=0}^{k-1}\binom{2 k+j}{2 m}(-2)^{-k}\left(\Delta_{2 k+j}^{k} \phi\right)_{A_{1} \ldots A_{2 k+j}}-2^{j-1}(-2)^{k}\left(\mathrm{f}_{2 k+j-2} \mathcal{F}_{2 k+j-2} d_{2 k+j} \phi\right)_{A_{1} \ldots A_{2 k+j}} .
\end{aligned}
$$

In the second sum we have changed the order of summation followed by the change $n \rightarrow k-n-1$.

For the operators acting on an odd number of indices we have

$$
\begin{aligned}
& \left(\mathcal{G}_{2 k+1} \phi\right)_{A_{1} \ldots A_{2 k+1}} \\
& \quad=\sum_{n=0}^{k}\binom{2 k+1}{2 n+1}(-2)^{-n} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{2 k-2 n}}{ }^{B_{2 k-2 n}}}_{2 k-2 n}\left(\Delta_{2 k+1}^{n} \phi\right)_{\left.A_{2 k-2 n+1} \ldots A_{2 k+1}\right) B_{1} \ldots B_{2 k-2 n}} \\
& \quad=I_{0}^{1, k}+\binom{2 k+1}{2 k+1}(-2)^{-k}\left(\Delta_{2 k+1}^{k} \phi\right)_{A_{1} \ldots A_{2 k+1}} \\
& \quad=\sum_{m=0}^{k}\binom{2 k+1}{2 k+1-2 m}(-2)^{-k}\left(\Delta_{2 k+1}^{k} \phi\right)_{A_{1} \ldots A_{2 k+1}}-(-2)^{k}\left(\mathrm{f}_{2 k-1} \mathcal{F}_{2 k-1} \mathrm{~d}_{2 k+1} \phi\right)_{A_{1} \ldots A_{2 k+1}} \\
& \quad=(-2)^{k}\left(\Delta_{2 k+1}^{k} \phi\right)_{A_{1} \ldots A_{2 k+1}}-(-2)^{k}\left(\mathrm{f}_{2 k-1} \mathcal{F}_{2 k-1} \mathrm{~d}_{2 k+1} \phi\right)_{A_{1} \ldots A_{2 k+1}} .
\end{aligned}
$$

Hence, we have (2.2b).
For the operators acting on an even number of indices we can use (A.1) to obtain

$$
\begin{aligned}
& \left(\mathcal{G}_{2 k} \mathrm{C}_{2 k} \phi\right)_{A_{1} \ldots A_{2 k}} \\
& =\sum_{n=0}^{k}\binom{2 k}{2 n}(-2)^{-n} \underbrace{D_{\left(A_{1}\right.}^{B_{1}} \cdots D_{A_{2 k-2 n}}{ }^{B_{2 k-2 n}}}_{2 k-2 n}\left(\Delta_{2 k+1}^{n} \phi\right)_{\left.A_{2 k-2 n+1} \ldots A_{2 k}\right) B_{1} \ldots B_{2 k-2 n}}
\end{aligned}
$$

$$
\begin{aligned}
& =I_{0}^{0, k}+\binom{2 k}{2 k}(-2)^{-k}\left(\Delta_{2 k}^{k} \phi\right)_{A_{1} \ldots A_{2 k}} \\
& =\sum_{m=0}^{k}\binom{2 k}{2 k-2 m}(-2)^{-k}\left(\Delta_{2 k}^{k} \phi\right)_{A_{1} \ldots A_{2 k}}+(-2)^{k}\left(\mathrm{f}_{2 k-2} \mathcal{F}_{2 k-2} \mathrm{~d}_{2 k} \phi\right)_{A_{1} \ldots A_{2 k}} \\
& =-(-2)^{k-1}\left(\Delta_{2 k}^{k} \phi\right)_{A_{1} \ldots A_{2 k}}+(-2)^{k-1}\left(\mathrm{f}_{2 k-2} \mathcal{F}_{2 k-2} \mathrm{~d}_{2 k} \phi\right)_{A_{1} \ldots A_{2 k}} .
\end{aligned}
$$

Hence, we have (2.2a).

## References

1. Asakura, F.: Existence of a global solution to a semilinear wave equation with slowly decreasing initial data in three space dimensions. Commun. Partial Differ. Equ. 11(13), 1459-1487 (1986)
2. Bäckdahl, T., Valiente Kroon, J.A.: On the construction of a geometric invariant measuring the deviation from Kerr data. Ann. Henri Poincaré 11(7), 1225-1271 (2010)
3. Bartnik, R.: The mass of an asymptotically flat manifold. Commun. Pure Appl. Math. 39(5), 661693 (1986)
4. Beig, R.: TT-tensors and conformally flat structures on 3-manifolds. In: Mathematics of Gravitation, Part I (Warsaw, 1996), pp. 109-118. Polish Academy of Sciences, Warsaw (1997)
5. Benn, I.M., Charlton, P., Kress, J.: Debye potentials for Maxwell and Dirac fields from a generalization of the Killing-Yano equation. J. Math. Phys. 38, 4504-4527 (1997)
6. Branson, T.: Stein-Weiss operators and ellipticity. J. Funct. Anal. 151(2), 334-383 (1997)
7. Cantor, M.: Elliptic operators and the decomposition of tensor fields. Am. Math. Soc. Bull. N. Ser. 5(3), 235-262 (1981)
8. Choquet-Bruhat, Y.: General Relativity and the Einstein Equations. Oxford Mathematical Monographs. Oxford University Press, Oxford (2009)
9. Christodoulou, D., Klainerman, S.: Asymptotic properties of linear field equations in Minkowski space. Commun. Pure Appl. Math. 43(2), 137-199 (1990)
10. Christodoulou, D., Klainerman, S.: The Global Nonlinear Stability of the Minkowski Space, volume 41 of Princeton Mathematical Series. Princeton University Press, Princeton (1993)
11. D'Ancona, P., Georgiev, V., Kubo, H.: Weighted decay estimates for the wave equation. J. Differ. Equ. 177(1), 146-208 (2001)
12. Evans, L.C.: Partial Differential Equations, volume 19 of Graduate Studies in Mathematics, 2nd edn. American Mathematical Society, Providence (2010)
13. Fayos, F., Llanta, E., Llosa, J.: Maxwell's equations in the Debye potential formalism. Ann. Inst. H. Poincaré Phys. Théor. 43(2), 195-209 (1985)
14. Friedlander, F.G.: The Wave Equation on a Curved Space-Time. Cambridge University Press, Cambridge (1975)
15. Gasqui, J., Goldschmidt, H.: Déformations Infinitésimales des Structures Conformes Plates, volume 52 of Progress in Mathematics. Birkhäuser Boston Inc., Boston (1984)
16. Hörmander, L.: Lectures on Nonlinear Hyperbolic Differential Equations, volume 26 of Mathématiques \& Applications (Berlin) [Mathematics \& Applications]. Springer, Berlin (1997)
17. Kato, T.: Perturbation Theory for Linear Operators. Classics in Mathematics. Springer, Berlin (1995)
18. Klainerman, S.: Uniform decay estimates and the Lorentz invariance of the classical wave equation. Commun. Pure Appl. Math. 38(3), 321-332 (1985)
19. Klainerman, S.: The null condition and global existence to nonlinear wave equations. In: Nonlinear Systems of Partial Differential Equations in Applied Mathematics, Part 1 (Santa Fe, N.M., 1984), pp. 293-326. American Mathematical Society, Providence (1986)
20. Klainerman, S.: Remarks on the global Sobolev inequalities in the Minkowski space $\mathbb{R}^{n+1}$. Commun. Pure Appl. Math. 40(1), 111-117 (1987)
21. Klainerman, S., Nicolò, F.: Peeling properties of asymptotically flat solutions to the Einstein vacuum equations. Class. Quant. Gravity 20, 3215-3257 (2003)
22. Leray, J.: Hyperbolic Differential Equations. The Institute for Advanced Study, Princeton (1953)
23. Lockhart, R.B., McOwen, R.C.: On elliptic systems in $\mathbb{R}^{n}$. Acta Math. 150(1-2), 125-135 (1983)
24. Lockhart, R.B., McOwen, R.C.: Correction to: "On elliptic systems in $\mathbb{R}^{n}$ " [Acta Math. 150 (1983), no. 1-2, 125-135; MR0697610 (84d:35048)]. Acta Math. 153(3-4):303-304 (1984)
25. Mason, L.J., Nicolas, J.-P.: Peeling of Dirac and Maxwell fields on a Schwarzschild background. J. Geom. Phys. 62(4), 867-889 (2012)
26. McOwen, R.C.: On elliptic operators in $\mathbb{R}^{n}$. Commun. Partial Differ. Equ. 5(9), 913-933 (1980)
27. Penrose, R.: Twistors as charges for spin-3/2 in vacuum. Twistor Newsl. 32, 1-5 (1991)
28. Penrose, R.: Twistors as spin-3/2 charges continued: SL3 $(\mathbb{C})$-bundles. Twistor Newsl. 33, 1-6 (1991)
29. Penrose, R.: Zero rest-mass fields including gravitation: asymptotic behaviour. Proc. R. Soc. Ser. A 284, 159-203 (1965)
30. Penrose, R., Rindler, W.: Spinors and Space-Time I \& II. Cambridge Monographs on Mathematical Physics. Cambridge University Press, Cambridge (1986)
31. Sachs, R.: Gravitational waves in general relativity. VI. The outgoing radiation condition. Proc. R. Soc. Ser. A 264, 309-338 (1961)
32. Shu, W.-T.: Asymptotic properties of the solutions of linear and nonlinear spin field equations in Minkowski space. Commun. Math. Phys. 140(3), 449-480 (1991)
33. Shubin, M.A. (ed): Partial differential equations. VIII, volume 65 of Encyclopaedia of Mathematical Sciences. Springer, Berlin (1996)
34. Sommers, P.: Space spinors. J. Math. Phys. 21(10), 2567-2571 (1980)
35. Stewart, J.M.: Hertz-Bromwich-Debye-Whittaker-Penrose potentials in general relativity. R. Soc. Lond. Proc. Ser. A 367, 527-538 (1979)
36. Weck, N., Witsch, K.J.: Generalized spherical harmonics and exterior differentiation in weighted Sobolev spaces. Math. Method Appl. Sci. 17(13), 1017-1043 (1994)
37. Woodhouse, N.M.J.: Real methods in twistor theory. Class. Quant. Gravity 2(3), 257-291 (1985)

Communicated by P. T. Chruściel


[^0]:    ${ }^{1}$ The spaces $H_{\delta}^{j}$ are in [3] denoted by $W_{\delta}^{j, 2}$.

[^1]:    ${ }^{2}$ Recall that, in dimension 3, for $p$-forms, the exterior co-derivative is given by $\mathrm{d}^{*}=(-1)^{p} * \mathrm{~d} *$.

