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Firstly, a brief overview will be given on different models that are able to describe the
behaviour of wave propagation as a function of specific frequency ranges. Each range
corresponds to different heating systems, namely, 20-100 MHz for the Ion Cyclotron Res-
onant Heating (ICRH), 2-20 GHz for Lower Hybrid Heating or Current Drive (LHCD),
and 100-250 GHz for Electron Cyclotron Resonant Heating (ERCH) or Current Drive
(ECCD) systems. Every systems’ specifications will be explained in detail, including the
typical set of equations and the assumptions needed to describe the properties of these
heating or current drive systems, as well as their specific domains of validity. In these
descriptions, special attention will be paid to the boundary conditions. A review about
specific physical problems associated with the wave heating systems will also be pro-
vided. Such review will detail the role of simulation in answering questions coming from
experiments on magnetized plasma devices devoted to Fusion. A few examples which will
be covered are the impact of edge turbulence on wave propagation and its consequences
on the heating system performances, effects of the fast particles, ponderomotive effects,
among others. A study that is more focused on Radio Frequency (RF) sheath effects
will also be discussed. It shows that such simulations require very sophisticated tools to
gain a partial understanding of the observations undertaken in dedicated experiments.
To conclude this review, an overview will be given about the requirements and progress
necessary to obtain relevant predictive simulation tools able to describe the wave heating
systems used in fusion devices.
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1. General considerations on wave propagation for plasma
wave-heating and current-drive

It is useful to start citing some reviews and books that provide the background on the
different kinds of waves used to heat fusion plasmas. General information about waves
in plasmas can be found in Swanson’s book (Swanson 2003) and Stix’s book (Stix 1992);
and the required Physics background on waves for heating plasmas and the early history
of wave heating are available in (Cairns 1991). Reviews of electron cyclotron waves can
be found in (Bornatici et al. 1983), of lower-hybrid wave in (Bonoli 1985), and of ion
cyclotron wave in (Jaeger et al. 1993; Fuchs et al. 1995; Wilson & Bonoli 2015). Having
in mind the main elements of wave propagation and damping mechanisms, as well as the
requirements for the ITER heating (Poli et al. 2014), the method for modelling heating
systems and the last physical phenomena to take in account following new experimental
evidences will be presented.
In order to model or simulate plasma heating in fusion devices, the first question to be
addressed is, What are the minimal physical processes that should be taken into account?
In fact, this question not at all simple, since, as the plasma is heated, its parameters
change. Therefore, a self-consistent description becomes complex, due to the fact that
transport is, at least, a function of the local temperature gradients that are modified
by the wave energy deposition, which is itself a function of the plasma parameters’ local
values. In previous work, we have only considered smooth plasma parameters, which used
to be the standard approach. Recently, the role of density fluctuations started to be seen
as an important parameter, especially at the plasma edge, in a passive way, as well as
for the electron cyclotron heating (Decker et al. 2012; Tsironis et al. 2009) or the lower
hybrid current drive (Peysson & Decker 2014). It also affects diagnosis that use waves,
since it changes the properties of the probing beam at an higher order. At the next order,
wave trapping effects, multi-scattering and non-linear reflection are introduced (Heuraux
et al. 2010; da Silva et al. 2010). Possibilities to generate parametric instabilities during
heating (Gusakov et al. 2014) or mode conversion to remove accessibility conditions
associated with cut-offs (Irzak & Popov 2008) are reconsidered. In these last cases, the
code should describe multi-modes propagation, and the plasma domain can be reduced to
a poloidal cross-section, due to very small parallel wavenumber values for the turbulence.
Considering these remarks is enough to: (i) deduce that the minimal set of equations
driving the wave propagation should be written at least in 2D; (ii) be able to integrate
fluctuating plasma parameters; and (iii) describe several modes simultaneously. That is to
say a relevant code should compute all electric field components in 2D for a given parallel
wavenumber. The radiofrequency sheath effects have to be integrated in the simulation of
Ion Cyclotron Resonant Heating simulations through the particular boundary conditions
to describe the spurious effects seen in experiments Wukitch et al. (2009); Jacquet et al.
(2011) that requires to compute slow and fast wave fields at the same time. In general, the
available codes offer a single-mode or multi-mode description with some sophistications,
such as a non-Maxwellian distribution function (Dumont & Zarzoso 2013; Brambilla
& Bilato 2009; Peysson & Decker 2014) and ad-hoc tools to cross a wave resonance.
Concerning this last point, new mathematical developments allow for solutions without
the introduction of artificial dissipation (Després et al. 2014).
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2. Wave-heating simulations for fusion plasmas

2.1. Introduction

An initial idea on the approximations done to describe wave propagation using Maxwell’s
equations can be the understanding of the idealized model analysis written in Jackson’s
book (Jackson 1999). With that, it is possible to create a clear picture of the differ-
ent approximation levels. At the same time, a second question arises, which is: How
to describe the behaviour of the medium versus the studied wave? A third question is:
How to do it without missing a relevant mechanism? To address them, more and more
Physics needs to be taken into account. This increase of the physics contain induces
an increase of the computation time, which can go above the possibilities of the actual
computer capabilities. So a compromise has to be found to work at same computation
time between the physical inputs and numerical accuracy, that is to say the number of
grid points or finite elements. That has an impact of the exactness of the simulation
done. This point induces questions: How to achieve the best numerical description of a
given heating experiment whilst meeting the numerical constraints (computation time,
stability, accuracy)? How to know if there are missing constraints (for example voltage
limitation to avoid arcing) or not? How to introduce the technical constraints when one
wants to optimize a heating system or attaining a given objective as the induced plasma
current in a given ITER scenario? An example to illustrate this is to find an optimal
efficiency as a function of the incident angle of the mirror, knowing the energy deposi-
tion into the plasma and the depolarization rate, which depends on the material aging
of the mirror that stays unknown if even if to prevent this problem a cleaning mirror
system is designed, at this moment, under the fusion plasma exposure. In fact, we are
far from the possibility of optimizing a heating system due to the lack of information, for
example, the ITER plasma density profile in front of the ICRH antenna is not available,
knowing that this input is essential to determine the properties of the plasma-antenna
coupling. Another distant possibility is to find the set of parameters in which a given
heating system is able to work, following the specifications of an experiment. It is still
not possible to determine the margins in which this experiment can be performed, know-
ing that the heating induces changes to the plasma parameters, including the turbulent
transport and the magneto-hydrodynamic (MHD) activities. As a partial conclusion, the
description of the wave propagation, including absorption (damping), requires the use of
Maxwell’s equations and adapted partial differential equations that describe the response
of the plasma. These equations should be linear or non-linear, depending on the wanted
requirements and the working conditions. In any case, the geometry of the system should
be preserved, in order to keep the exact boundary conditions regarding the possibility of
having oblique RF sheaths. These RF sheaths strongly change the behaviour of the slow
wave in front of an Ion Cyclotron Antenna. The wave polarisation’s role on the damping
mechanisms is essential. Therefore, the next generation of codes describing a wave heat-
ing system needs to include a multi-mode description able to follow the wave polarization
changes in order to optimize the energy deposition into the plasma. Premise that future
development the role of the turbulence on the linear mode conversion efficiency in O-X-
B heating scheme was recently published (Popov 2015) or further developments of the
SWITCH code for ICRH heating (Jacquot et al. 2014). Other points have also to be con-
sidered in the time-dependent cases, where Maxwell’s equation solvers are coupled with
J-solvers, the numerical stability and the energy conservation. The both points become
problems in the large number of iterations, although they are still below what is required
for ITER (da Silva et al. 2015). This kind of numerical problems disappears when the
time-dependent part is removed under the following assumptions: the launch wave is con-
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sidered as monochromatic (continuous emission at the same frequency) and the plasma
parameters present time-scale evolution much larger than the time of flight of the heating
wave. Extra requirements should be considered for the solvers which should be able to
describe wave propagation in inhomogeneities present in experimental configurations as
well as high level of plasma fluctuations and to be able to cross wave resonances. The
previous assumptions are generally used in the cases of wave heating simulations, which
require also to describe source terms and boundary conditions in a relevant way. To finish
to provide relevant information about the behaviour of the heating system and its impact
on the plasma parameters, these solvers have to be included in an integrated tokamak
modelling framework, but they have to be optimized before their integration into such
platform.

2.2. Basic equations

In the most general situation, Maxwell’s equations are used and can be written as follows:

∇ ·
−→
E =

ρ(
−→
E ,
−→
B)

ε0
Poisson′s law (2.1)

∇ ·
−→
B = 0 magnetic flux conservation law (2.2)

∇×
−→
E = −∂

−→
B

∂t
Faraday′s law (2.3)

∇×
−→
B = µo

−→
J (
−→
E ,
−→
B) +

1

c2
∂
−→
E

∂t
Ampère′s law (2.4)

plus PDEs describing the density current
−→
J and charge density ρ evolutions as func-

tion of (
−→
E ,
−→
B) where ε0 is the dielectric constant of vacuum, µo is the permeability of

vacuum and c is the speed of light in vacuum. Here, we consider only the plasma param-
eter set of magnetic fusion, meaning the plasma quantum effects are neglected and first
order relativistic corrections are taken into account. In this framework, the most general
description of plasma responses to wave excitation is driven by Vlasov’s equation. This
includes kinetic effects able to describe precisely all the wave-particles interactions as
Landau’s damping or cyclotron resonances. Since the plasma is composed of different
particle species, for each kind of particle, one Vlasov’s equation should be written and
coupled through Maxwell’s equations or introduce a Fokker-Planck equation as described

in (Eester 2012). Therefore, the set of PDE necessary to define (
−→
J ,ρ) can be written as

follows:
∂fs
∂t

+−→vs · ∇−→r fs +
qs
ms

[
−→
E +−→vs × (

−→
B)

]
· ∇−→v fs = 0 (2.5)

with

ρ(−→r , t) =
∑

qs

∫
dv fs(

−→r ,−→v , t),
−→
J (−→r , t) =

∑
qs

∫
dv−→v fs(−→r ,−→v , t),

where qs is the charge, ms is the mass, −→vs is the particle velocity, and fs is the distribu-
tion function in phase space of the species s.
In the 3D case, this PDE set (2.5) is too demanding in terms of computational resources.
Thus, one needs to remove part of the Physics by adding relevant assumptions, whilst
preserving the main effects of wave injection for heating or current-drive, even if you
can use near to far field transformation (Taflove & Hagness 2000). That means that one
has to focus on specific studies and forget, momentarily, having a universal tool able to
describe the wave heating system in its entirety. To take into account all the possible
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synergy available or the spurious effects generated by the wave itself, such as the plasma
density fluctuations, one needs a suite of integrated codes assumed to converge, which is
not at all guaranteed. To be practical, we now focus on possible assumptions to reduce
the complexity of the model, first in general, and after for each wave heating system.
The most common assumption within a good framework for the wave propagation for
a polarization of the launched wave is the cold plasma approximation. Generally, it is
mostly because the hot plasma corrections are small. The relativistic corrections has to
be taken into account earlier than the hot plasma corrections when the electron temper-
ature becomes greater than a few keV (Bindslev1991) and these relativistic effects can
be introduced through an electron mass correction. The relativistic effects induces an
increase of the effective mass of the electron, which drives a frequency down shift of the
electron cyclotron frequency. The damping processes in tokamak plasma are essentially
a result of a resonant interaction between waves and particles, which requires to know
the velocity distribution function in an accurate manner. That means the cold plasma
approximation is inappropriate to describe the wave absorption in the tokamak plasma
core. To compute accurately the damping rate a good knowledge of the velocity distri-
bution function which is generally provided by a Fokker-Planck equation, which permits
to introduce the trapped particles contributions. A detailed discussion on this point can
be found in (Gnesin 2011) for electron cyclotron heating, in (Peysson & Decker 2014) for
the lower hybrid heating and current drive, and in (Brambilla & Bilato 2009) for the ion
cyclotron resonant heating.

Usually in wave heating simulation the monochromatic wave assumption is used, in this
case, the most used solver to describe wave propagation allows taking into account the
interferences, the scattering, and the multi-reflection effects. This solver can describe a
single wave equation for a given polarization or multi-modes depending on the computed
components of the electric field. This solver type is called full-wave, and corresponds to
a Helmholtz-like equation, which comes from Maxwell’s equations or equivalent in terms

of
−→
A and φ and reduces to:−∇×∇×

−→
E (r, t) + ω2

c2 (
−→
E (r, t)) + i

ωεo

−→
Jp(
−→
E )) = −iωµ0

−→
J ant(rant)

−→
Jp(
−→
E ) = σ.

−→
E (linear case) or

−→
Jp(−→r , t) =

∑
qs

∫
dv−→v fs(−→r ,−→v , t),

(2.6)

where σ is the cold or hot plasma conductivity tensor corresponding to the heating fre-

quency ω.
−→
J ant is the current density source term corresponding to the antenna emission,

for which the density current expression in space should represent the effective wavenum-
ber spectrum of the antenna, taking into account the plasma properties in front of it.
It is clear that, for a hot plasma description, the evolution of the plasma conductivity
is taken into account and it is generally done using or Vlasov’s equation or Fokker-
Planck equation as mentioned before, which can also include other heating contributions
through adapted quasi-linear coefficients. Another is also explored using Particle In Cell
code coupled to Maxwell’s equation and use of an implicit scheme overcomes the stabil-
ity problem (Smithe 2007). However the needs in terms of computational resources can
become intractable in ITER cases.

2.3. Numerical tools, source terms and boundary conditions

A recent review describes shortly the numerical techniques and schemes developed to
compute the properties of the different heating schemes (Eester 2012). A brief recall
of the different kind of wave solvers can be found in (Heuraux et al. 2014; Heuraux &
da Silva F. 2012), in order to clarify what are their relevant domain in wave heating.
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However, several important points still have to be discussed in order to complete the
landscape of wave heating simulations in magnetized plasmas: the source terms and the
boundary conditions. Usually, the boundary conditions are specific to a kind of heat-
ing, which can be very different from the standard electromagnetic boundary conditions
as Perfect Electric Conductor (PEC) or others described in Taflove’s book (Taflove &
Hagness 2000). A complex boundary condition exists in the case of ICRH due to the
difference between electron and ion mobility, indeed a charge separation can be induced
and modifies the parallel electric field component (parallel to the DC magnetic field).
That changes the behaviour of the wave against the metallic wall, and at the same time
generates a rectified DC potential, due to a lack of electrons induced by the RF electric
field. Therefore, it is necessary to introduce sheath boundary conditions for the ion cy-
clotron heating to take into account the fact that the parallel component of the incident
wave can be more or less screened at the wall. This depends on the incident angle of the
magnetic field line on the wall and on the local values of the plasma parameters (Kohno
et al. 2012; Jacquot et al. 2014). We will further develop this concept of boundary con-
ditions later on in Section 3.

Another boundary condition is often used to reduce the mesh size, which corresponds
to free wave propagation through the mesh edge without reflection, which is the so-called
Perfect Matching Layer (PML) boundary condition (Bérenger 1994). Although very use-
ful, the PML boundary condition doesn’t work in anisotropic media, with propagating
modes having opposite phase velocities or negative value of components in the dielectric
tensor (Jacquot et al. 2013), as it is for the meta-material. A refine computation of the
near fields in a case of wave heating can be possible using PML layers assuming that the
single-pass absorption is valid. The spatial domain is then reduced to the region where
the near-fields are of interest (Jacquot et al. 2014).The implementation of the PML lay-
ers depends on the working domain, frequency or time domain (Taflove & Hagness 2000).

In order to define the boundary conditions appropriately (PEC, PML, ...), an exact
knowledge of the geometry of the launching structure is required. In the case of the
sheath boundary condition the knowledge of the angle magnetic field line and the wall
is essential that requires to have a good description of the antenna design and on the
magnetic configuration. This is particularly important at the grazing incidence, when
the Debye sheath disappears. As a consequence, there is no charge separation on average
(Stangeby 2012) and the rectification of the RF potential is reduced or disappears as
shown using 2D Particle in Cell simulations depending of the RF potential amplitude
(works under way in the framework of an EURO fusion enabling research contract) . The
complete knowledge of the antenna structure and surroundings is also needed in order
to compute the near-fields in front of it. This computation is essentially devoted to the
so-called plasma-antenna coupling codes.

Then, its map can be used as an input in the wave equation solver as a source term.
Generally speaking, this kind of source terms is provided by antenna-plasma coupling
codes to stay as close as possible to the experiments. Depending on the studies, syn-
thetic source terms can be implemented as a Gaussian beam or anything else one wants.

However, some caution has to be taken to avoid bi-directional emission (−
−→
k and +

−→
k

at the same time). Having unidirectional emission of the launching wave is less simple to
implement or requires sophisticated tools if one wants to introduce a transparent source
(da Silva et al. 2005; Taflove & Hagness 2000). To simulate an antenna in interaction with
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its surroundings, the source term should be as close as possible to the hardware com-
ponents to simulate accurately the radiation wave pattern of the wave launcher. This
would allow to inject the power into the antenna, for example, to study the resonances
between a horn antenna put in a cavity between two ITER blanket modules (da Silva
et al. 2006a). At this moment, the wave launcher will be equipped of diagnostics to
measure the changes in the density profile in front of the antenna to study the interplay
between the edge plasma parameters and the injected power in the cases of IRCH and
LHCD, which is not actually well included in the present wave heating simulations and
the changes are required to understand the plasma-antenna coupling.

2.4. Heating simulation

In general, as the launched frequency is fixed for a given plasma shot, the wave descrip-
tion can move to the frequency domain, which is generally more comfortable than the
time domain that normally has to fulfil a CFL’s condition (Courant et al. 1928) to be
numerically stable. A first problem on the exactness can appear after this choice, espe-
cially when two or more modes exist in the computation domain at the same time for
this chosen frequency as it is for the ICRH simulations where slow and fast waves exist
at the plasma edge (Colas et al. 2012; Jacquot et al. 2014). A question then arises, Are
these modes decoupled or not, and if not, how are them translated in terms of mode
coupling or linear mode conversion? For example, the Ordinary mode (O-mode) and
Extraordinary mode (X-mode) can be coupled linearly through density parallel to the
magnetic field or its fluctuations (Colas et al. 1998), and a wanted (or not) depolarisa-
tion of the launching wave can occur. This phenomenon can possibly take place during
electron cyclotron heating and it can be used after a good choice of the oblique incidence
of the launching wave on O-mode, as done in the O-X-B double mode conversion heating
scheme (Laqua et al. 1997). In such heating scheme, two questions are still open. The role
of the density fluctuations in the conversion regions (Popov 2015) and the effect of the
beam widening induced by the fluctuations at the edge, as was shown for ITER electron
cyclotron heating cases (Sysoeva et al. 2014; Peysson & Decker 2014). Following this ex-
ample and trying to answer these questions, we need to look at the different wave heating
systems independently, since each frequency ranges are indeed separated from each other.

Now, we focus on heating in tokamaks. Three main types of solvers can be identified:
ray tracing, Helmholtz’ equation, and Maxwell’s equations corresponding to different
orders of approximations.

Just an up-to-date on the simulations using the highest level of approximation as-
sociated to a ray tracing code corresponds to a single-mode description in the WKB
approximation (Swanson 2003), which includes no cut-off (local index equal to zero),
no resonance (local index value going to infinity) in the computing, and only where the
wave propagation is described without interferences, scattering or mode conversion. An
additional equation can be added to provide the spatial evolution of the amplitude, as it
is, for ray tracing code in toroidal geometry with adapted coordinate system, as it was
done in (Peysson et al. 2012; Marushchenko et al. 2014) or for Gaussian beam (Bertelli
et al. 2012). While the dispersion relation is known, it is possible to apply this tool if the
initial conditions are also known. The vacuum-plasma border crossing should be treated
very carefully. A stopping condition based on the wave absorption can be added, which
permits, at the same time, to determine where the energy is deposited. This does not
take into account scattering, cavity effects, mode conversion, or interference pattern. Sur-
prisingly, the obtained results using ray tracing code provide an overall good behaviour
of the wave.
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Ion Cyclotron, Lower-Hybrid , and Electron Cyclotron Heating codes

ICRH codes: a brief description of the full-wave codes used for the ion cyclotron fre-
quency heating simulation is given in (Budny et al. 2012). In a variational formalism used
in EVE code (Dumont & Zarzoso 2013) there is no possibility to model the antenna-
plasma coupling self-consistently, because at this moment the density current on the an-
tenna is fixed and cannot be modified by the current induced on the antenna structure,
which is limited to the straps description. To obtain relevant near-field computations,
other ways are used to build antenna-plasma coupling codes, for example, Boundary Ele-
ment Method in ICANT code, and integral method in TOPICA (see (Pécoul et al. 2002;
Lancellotti et al. 2006)). Another one the TORIC code, using spectral decomposition,
was also developed to study the ICRH scenarios (Brambilla 1999). For the SCENIC code
it is described in (Jucker et al. 2011), where the full-wave solver part should be improved
to become relevant to ITER and stellarator applications. These codes follow a suite of
home-made code, previously mentioned for ion cyclotron, plus the TOMCAT code and
its upgrades, in which a coupling code is included (van Eester & Koch 2001). Recently,
commercial software packages are being used to solve the Helmholtz equation applying
the Finite Element Method (FEM). For instance, COMSOL is used in many cases: the
ion cyclotron in SSWICH code (Jacquot et al. 2013), and Lower-Hybrid cases (a-b) .

LH codes: Two codes based on COMSOL software deal with the lower-hybrid heating
(a) the most recent the LHEAF code (Shiraiwa et al. 2010) and (b) the coupling code
PICCOLO2D including non-linear effects (Preynas et al. 2013), which is based on the
same principle as the 1D code ALOHA (Hillairet et al. 2010). The lower hybrid wave
propagation code TORLH (Wright et al. 2008) follows the same numerical method as
TORIC code. The coupling code TOPLHA (Milanesio et al. 2012) uses the same tools
developed in TOPICA code. To study the Lower-Hybrid Current Drive a ray-tracing code
coupled to Fokker-Planck solver has been used including the effect of density fluctuations,
which can also be applied for studying Electron Cyclotron Current Drive (Peysson &
Decker 2014). An up to date review of the Lower-Hybrid Heating and Current Drive is
found in (Bonoli 2014).

EC codes: In the frequency range of electron cyclotron heating, the Helmholtz solvers
were used for diagnostics (Fanack et al. 1996; Mazzucato 1998) a long time ago. Until re-
cently, the ray tracing method was estimated to be enough to study a beam propagation
in ITER plasmas (Prater et al. 2008), but it is clear now that the density fluctuations
have to be included (Decker et al. 2012), and, for these studies, full-wave codes are re-
quired for the frequency range of electron cyclotron heating or current drive (Sysoeva
et al. 2014, 2015).

Before going further, a remark has to be made on the commercial software available,
since the tendency to use multi-physics software is becoming stronger and stronger. This
can induce problems if specific difficulties associated with new types of numerical schemes
are needed that are not implemented in the commercial software, such as the asymptotic
preserving scheme for very high anisotropy (Crouseilles et al. 2013), just like the dielectric
tensor of a magnetized plasma for ICRH. Furthermore, new developments of no interest
for industries can lead to a lack of numerical tools in commercial software. For example,
PML in magnetized plasma or unsolved numerical instabilities found in it (Heuraux et al.
2014). Their use on High Performance Computer can be another source of difficulties due
to a commercial policy ”one licence per node”.

The next degree of sophistication is to obtain direct response of current density ,
−→
J , and
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the charge separation, ρ, using a set of differential equations driving their time-evolution
during the heating, to insert as the source terms in Maxwell’s equations. Depending on
the degree of approximation, one is able to describe cold plasma linear response in the
case of the equations of motion of particles (Després et al. 2014), or kinetic responses

for the charge separation ρ and the current density
−→
J as defined for the Eq.(2.5) in the

case of the Poisson-Vlasov equations, with one equation for each species (Kuley et al.
2013), or Particle In Cells (PIC) code in (Smithe 2007; Smithe et al. 2014). These last
descriptions based on the mean field theory allow describing, in principle, non-linear and
boundary condition effects, but they require HPC machines. There are numerical stability
problems due to the anisotropy introduced by the external DC magnetic field (Heuraux
et al. 2014). One is connected to the very high difference between responses parallel to
the magnetic field and those perpendicular to the magnetic field, and another relates to
the accumulation of round-off error on the long computation time (more than 106 time
steps) that drives numerical instabilities as shown in (da Silva et al. 2015). On such long
runs, the energy conservation should be fulfilled to preserve the statistical properties of
the physical system. This is especially true if you want to study, after averaging, the
macroscopic effects of turbulence on the wave propagation. This last part is an on-going
project showing that new methods improve the wave propagation descriptions (Tierens
& Zutter 2012) and the PIC code responses (Campos Pinto et al. 2014) or gyrokinetic
responses using an asymptotic preserving scheme (Crouseilles et al. 2013).

Up to now, we had only introduced the elements needed to describe the wave propa-
gation in a given plasma, considering, more or less, the local modifications of the plasma
properties. To see the full impact of the heating on the target plasma, the equilibrium and
transport equations have to be solved in parallel. This is necessary in order to provide
the new values of plasma parameters to the wave heating codes, including an equation of
density current transport (in the case of current-drive (Peysson & Decker 2014)). Due to
the role of density fluctuations at the edge on the wave heating performance, a turbulence
code also has to be used. This can be done iteratively using an integrated tokamak mod-
elling, as in CRONOS (Artaud et al. 2010) or in the European ITM platform (Falchetto
et al. 2014). At this moment, we are rather far from this situation. The focus of the
effort should be on improving the depolarisation mechanisms and the performance of
each module (particularly on wave solvers), in which specific boundary conditions have
to be implemented. Now, we present two points that are under development, the sheath
boundary conditions in magnetized plasma, and how the role of the density fluctuations
can be simulated.

3. Sheath boundary conditions (SBC)

3.1. Context

The wave propagation of radio-frequency (RF) waves, radiated by complex antennae, and
their energy deposition in the core of magnetized plasmas, have been described, for a long
time, using sophisticated first principle models in realistic geometry, as mentioned in the
previous paragraph. Nevertheless, these simulations do not explain the experimental facts
seen at the plasma edge during ion cyclotron heating (Jacquet et al. 2011; Jacquot et al.
2014). Comparatively, the simulation of anomalous RF power losses in the plasma edge is
still less advanced, although the non-linear wave-plasma interactions in the plasma edge
often set the operational limits of RF heating systems. Peripheral wave damping in the ion
cyclotron range of frequencies (30-100MHz in present fusion devices) is attributed to a DC
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biasing of the edge plasma by RF-sheath rectification induced by the different mobility
of ions and electrons (Noterdaeme & Oost 1993). The first modelling of this non-linear
process was provided by (Perkins 1989), in an analogy of a double Langmuir probe driven
by an oscillating RF voltage, estimated as the field-line-integrated RF field E‖ parallel to
the confinement magnetic field B0. However, in this kind of models, each open flux tube
in the scrape-off layer (SOL) is considered independent of its neighbours. The non-linear
coupling between flux tubes can be found in (Faudot et al. 2006). Its effects for ICRH
ITER antenna are available in (Faudot et al. 2010). The main ingredient to determine
the RF potential along a magnetic field line E‖ is generally computed from conventional
antenna codes in the absence of sheaths, i.e., perfect electric conductors are assumed in
direct contact with the plasma. This procedure, although clearly not self-consistent, was
widely implemented as the only tool able to model realistic wave-launching structures
(Pécoul et al. 2002; Lancellotti et al. 2006). The theoretical background of the SSWICH
code that considers sheath boundary condition is in (Colas et al. 2012). However, only
magnetic field lines perpendicular to the wall are considered in that paper. A crude model
of the oblique sheath boundary conditions is described in (Kohno et al. 2012). A recent
work on sheaths in magnetized plasmas mentions that the Debye sheath disappears at
grazing angle (Stangeby 2012). Consequently, the entire DC potential drop is associated
with the magnetic presheath. To evaluate the impact of the oblique sheath boundary
conditions, PIC simulation using VORPAL (commercial software) has been reviewed in
Smithe et al paper (Smithe et al. 2014). This simulation, when done on a tiny domain,
gives the feeling of this phenomenon and provides accurate Physics, but without the
possibility of being relevant for ITER cases in the near future due to the computation
requirements knowing that a 10 x10 cm area needs 107 particles per species to have
a significant result above the noise level. Recent experiments introduce new facts in
contradiction with the existing models, e.g., the scaling of rectified DC plasma potential
with RF power (Wukitch et al. 2009), the radial penetration of the plasma bias (Faudot
et al. 2010) or the non-linear generation of edge DC currents by RF waves (Bobkov et al.
2010), for which a fluid model has been built (Faudot et al. 2013). Although no consensus
presently exists over an alternative approach, RF-sheath physics needs improvements
using the first principles.

3.2. Modelling and Results

The proposed SSWICH model is thought of as a minimal self-consistent RF+DC ap-
proach, able to capture the experimental phenomenology. It was motivated by a closer
proximity to the first principles and the allowance for DC current circulation in the SOL.
The model involves DC plasma quantities as well as harmonic RF waves oscillating at the
IC wave frequency ω0. RF and DC quantities are coupled non-linearly via two processes
representing the sheath physics and implemented as boundary conditions. The plasma
medium is still highly anisotropic high conductivity in the parallel direction. However,
the neighbouring field lines are coupled via RF and DC current exchanges and, if they
are sufficiently long, their two extremities can behave independently. Being minimal, the
model is not fully complete in its present simplified formulation, with a single mode de-
scription associated to the slow wave that is assumed to be the source of the RF potential
VRF driving the rectification process, following the expression:

VRF =

∫
E‖ ds

where s is the curvilinear coordinate associated with a magnetic field line and E‖ is the
parallel electric field of the slow wave. Due to the difference between ion and electron
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Figure 1. RF model to describe the emitted wave taken into RF sheath boundary conditions

Figure 2. DC model part associated to RF sheath boundary conditions

mobility, a DC potential is generated, on average, over a period of the wave heating
frequency. This DC potential modifies the sheath width, which changes the capacitance
and the resistance of the sheath, e.g., the electric properties of the sheath against the
RF electric field of the slow wave. With this scenario, it is clear that a self-consistent
treatment is required to describe the slow wave interaction with the wall, assuming that
the magnetic field lines are perpendicular to the wall. This last assumption is not always
valid, and the future description with oblique incidence to the wall should be done in more
complete versions than those given in (Kohno et al. 2012), where the sheath is associated
to a dielectric constant corresponding to vacuum. Both figures Fig.1-2 describe a crude
model of an antenna, for which, we want to introduce sheath boundary conditions. The
model equation driving the slow wave is written in Fig.1, and the charge exchange in
Fig.2. The RF part of the model shown in Figure 1, where x, y, z denotes, respectively,
the local radial, poloidal, and parallel directions of a flattened tokamak. The simulation
is a 3D collection of straight open field lines aligned along z in the SOL. For the sake of
simplicity, Cartesian geometry will be considered here, with parallel (respectively, radial)
extension L‖ (L⊥). The equations for the 3 physical quantities are coupled together by
sheath boundary conditions (SBC) applied on all lateral boundaries as indicated on Fig.1,
and can be written as follows:

ε‖∆‖E‖ + ε⊥∆⊥E‖ + ε‖ε⊥ (ω0/c)
2
E‖ = 0 [Slow Wave propagation], (3.1a)

ε⊥∆⊥VRF = ±ε‖∂‖E‖ [RF voltage excitation from RF fields] (3.1b)

σ‖DC∆‖VDC + σ⊥DC∆⊥VDC = 0 [DC charge conservation w/o sources]. (3.1c)

In these equations, ε‖ and ε⊥ are the diagonal elements of the plasma dielectric tensor
at the RF pulsation ω0, σ‖DC is the DC Spitzer parallel conductivity, and σ⊥DC is a
small effective DC perpendicular conductivity. The SBC expression comes from the fact,
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at the RF frequency, that the RF current through the sheath is supposed to be mainly
a displacement current. In this framework, the sheath is assimilated to a parallel plate
capacitor of width δ, filled with a dielectric material of dielectric constant εsh. This
description is motivated by the fact that the sheath is a region depleted of electrons
(similar to vacuum), as it was done in (D’Ippolito & Myra 2006). The dielectric constant
is of the order of εsh ∼ 1, while ε‖ in the SOL is highly negative. However, in the presence
of high power waves, the real sheath width is subject to large amplitude RF oscillations
around its mean value. This may affect the effective sheath capacitance. Within these
simple assumptions, the RF-SBC is linear and reads as (D’Ippolito & Myra 2006)

Eplt = ∇tVRF = ∇t(δDpl
n /εsh)

Here, E is the RF electric field, D = ε̄E is the RF electric displacement. RF quantities are
evaluated at the plasma side of the sheath/plasma interface (superscript pl), where D is
continuous and E exhibits a jump, because the dielectric tensor ε̄ changes abruptly. The
subscripts n and t refer, respectively, to the direction that is locally normal (towards
plasma) and transverse to the wall. The sheath width δ is allowed to vary spatially,
and its radial/poloidal distribution needs to be subsequently determined self-consistently
from the DC sheath potential. Assuming that the magnetic field line follows the normal
incidence, the SBC expression can be simplified and, for the sheath width provided by
the Child-Langmuir’s law assuming a plane geometry and high RF field amplitude, can
be written as:

E‖ = εshVRF /ε‖δ with δ = λe (VDC/Te)
3/4

[sheath capacitance], (3.2a)

i+
[
1− exp

(
Vb − VDC

Te

)]
= ¯̄σDC · ∇nVDC , Vb = Vf + ln [I0 (|VRF /Te|)] [rectification],

(3.2b)

VRF = 0 at both radial ends of lateral boundaries. (3.2c)

A detailed discussion on different possible improvements of the SBC description in terms
of geometry can be found in (Colas et al. 2012). The numerical method used to solve
this problem consists on an iterative process, which ensures the convergence only if we
are close to the solution of the problem. In (Colas et al. 2012), a way to obtain the first
guess is proposed, assuming that the RF electric fields are to saturate the current in the
sheath called wide sheath regime. This wide sheath solution becomes independent of the
DC potential, and such method allows to converge (Jacquot et al. 2014), which is not
the case if you assume no sheath width for the first guess.
The main results are that the electric field of the slow wave can be drastically changed,
and the SBC behaviour can go from metallic conditions to transparent boundary con-
ditions, depending on the plasma parameter and on the amplitude of the RF potential.
This means that the perpendicular DC conductivity is a crucial parameter to determine
the radial extension of the DC potential, thus (impacting / explaining / leading to) the
power losses and spurious effects induced by the energetic ion flux on the wall (impurity
injection, hot spots). The experimental results obtained with the new Faraday screen of
Tore Supra ICRH antenna (Jacquot et al. 2014) show that further work has to be done
to obtain a relevant modelling for any ITER scenarios, for example, the improvement of
the RF sheath at oblique incidence developed in (Kohno et al. 2012).

To reach the goal with a predictive tool which is relevant for ITER and fusion reactor,
some physical issues have to be studied, such as: (i) the role of radial particle turbulent
transport on the RF sheath properties (this part can be important in the case of oblique
RF sheath near the grazing angle to determine the DC potential drop as a function of the
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RF potential amplitude and particle turbulence flux level); (ii) the secondary emission
is also an important parameter to determine the RF sheath properties; (iii) since the
RF sheath takes place in the neighbouring of the wall or antenna structure, the role of
recycling has to be studied, which also allows to refine the knowledge on the contributions
of a ion species mixture or dusts to the RF sheath properties. These tasks will have an
answer in the framework of the EURO fusion Enabling Research project devoted to the
simulation of the ICRH heating including the RF sheath Physics.

The knowledge of the total flux, coming from the integration of all the fluxes reaching
the wall at any titling angle of incidence, associated to the rectified potential, is a key
point for the safety of the ICRH antenna design. Simulations can provide crucial infor-
mation on this aspect, in the case we are able to generate particle turbulent flux with the
relevant properties, that are included in the model. There are a few possibilities: (i) to
implement an RF antenna in a turbulent code (seems too complex); (ii) to have a kinetic
simulation (including all the system within the condition) to simulate the turbulence; or
(iii) to introduce a term in the equation of motion able to produce a random walk with
an average velocity non-equal to zero, which can be associated to turbulent transport.
Including dissipation, the natural model corresponds to the Langevin’s equations, instead
of the motion equations in PIC codes. Such operator induces a global particle flux, keep-
ing constant the energy of the system. However the number of particles required is so
high that an accurate parallel computing is needed especially for ITER or further fusion
reactors. That is, if we want to have a predictive tool, since we have to combine different
phenomena (including macroscopic changes of the plasma target) during the heating,
until we reach an asymptotic state. For such studies, the computation should definitively
cover the overall plasma (including the interaction of a turbulent plasma with the wall
(Kuhn et al. 2007)), because the RF sheath properties depend on the species contained
and, eventually, on accelerated dusts in the RF sheath (Ticos et al. 2012) if we want to
estimate the life-time of an antenna structure in a fusion reactor.

4. Role of density fluctuations on wave heating

4.1. Context

Nowadays, the role of the density fluctuations is reconsidered, because the numerical tools
as full-wave codes are now able to investigate their effects due to the improvement of the
stability of numerical scheme and their performance using High Performance Computers
(da Silva et al. 2015). We can also add the displacement of the cut-off layer on the
IRCH antenna-plasma coupling (Clairet et al. 2004; Jacquot et al. 2013) (which had
not been taken into account until now), as well as the depolarisation induced by the
density fluctuations in fusion devices. In general, the depolarisation mechanism should
be studied in detail, by itself, applied to fusion plasmas, in order to evaluate the impact
on the wave heating or on current drive efficiency. In addition, as shown in (Peysson &
Decker 2014), the energy deposition is affected by the density fluctuations at the plasma
edge changing the radiation pattern of the antenna. It can also explain the spectral
gap if the wavenumber spectrum contains the specific range of parallel wavenumber
values. This types of studies can have a big impact especially on the neoclassical tearing
mode control by electron cyclotron current drive where the beam properties requirements
are strong (Comisso & Lazzaro 2010) and particularly when a narrow beam is needed
(knowing that the density fluctuations at the plasma edge induces a broadening of the
launched Gaussian beam as in ITER cases (Sysoeva et al. 2014, 2015; Peysson & Decker
2014)). In these works, the depolarisation effect is not taken into account and has not
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been studied in detail, even though it has been shown that the magnetic shear in a
tokamak plays no role (Mazzucato 1998). This phenomenon is known in other domains
of telecommunication (Tenouxa & Lostanlen 2012), space plasma Physics (Jandieri et al.
2011) or laser plasma Physics (Javan & Adli 2013), and only recently in fusion in (Mirnov
et al. 2014). The polarisation changes have been studied in Astrophysics (Ledenev et al.
2002). The tools developed in these domains can be useful to study the full impact of
the turbulence on the wave launched to heat the fusion plasmas. The simulation of the
impact of the turbulence on the wave propagation requires full-wave codes, in order
to take into account multi-scattering inducing beam broadening, multi-reflection able
to modify the polarisation, and wave-trapping able transiently to enhance the heating
power due to local enhancement of the wave amplitude (Heuraux et al. 2010). However,
to integrate all the phenomena, a full-wave code has to describe all the components of
the wave electric fields at least into two directions (radial, poloidal or toroidal). A 3D
simulation (no mode decomposition) over realistic space domain of ITER or DEMO is too
demanding in terms of computation resources at present. We now detail how to proceed
in order to build a full-wave simulation to compare theory and numerical results for beam
broadening induced by density fluctuations at the plasma edge (in the case of electron
cyclotron resonant heating or current drive using O-mode or X-mode), and look at the
main results for ITER cases.

4.2. Beam broadening simulation, from numerical scheme to results in the electron
cyclotron frequency range

Before simulating such Gaussian beam broadening induced by density fluctuations, we
have to choose between different options, bearing in mind the problem to solve the study
of the beam shape evolution as a function of the radial coordinate for a given turbu-
lence with known characteristics (wavenumber spectrum, density fluctuations profile) for
a given set of plasma parameters (magnetic field, density profile, temperature profile).
The choices are explained by answering to questions concerning numerical schemes, par-
allel computing, stability before presenting the results on beam widening. The inputs can
come from measurements in experiments, provided by equilibrium and turbulence codes,
or built from analytical expressions. The properties of the launched wave beam including
the polarization (O-mode or X-mode here) can be idealized through the expression of
a Gaussian beam, or computed using a complete description of the launching system
(wave guide, mirror, horn). In possession of all the required data, we have to define the
computational domain and the properties of the border. That is to say, the boundary con-
ditions [Perfect Electric Conductor (PEC), PML, partial Absorbing Boundary Condition
(ABC), UTS or not for the wave launcher] as a function of the assumptions (single-pass
absorption here) or imposed by the knowledge of the plasma properties (with or without
mode conversion). At this stage, one needs to choose the numerical scheme, which de-
pends on different options and physical phenomena that must be considered. Here, the
options are: (i) ergodic treatment associated with an average of the wave intensity overall
samples of turbulence matrices (Helmholtz, frequency domain (Heuraux & da Silva F.
2012)); or (ii) time averaging of the wave intensity (FDTD(Taflove & Hagness 2000))
for a time-dependent turbulence matrix. It is clear that numerical diagnosis have to be
defined at the same time as a function of the studied parameters (wave intensity and
poloidal correlation of the wave intensity) and as the control parameters (wave energy
conversion, stopping criterion etc). For this last part, a minimal knowledge of the com-
putation parameters is necessary, as are the required number of time steps, computation
time per time step, memory requirements, among others. A parallel computing strategy
has to be defined for the implementation (determining the algorithm), assuming this nu-
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merical scheme is stable and meets the imposed criteria on accuracy, energy conservation,
and others constraints. At the end, if it is necessary in the case of a long run, a possible
strategy is to dump the data according to the storage possibilities.

Now, we go in the detail to answer the question: Why do we have to choose a time-
dependent algorithm for this study? The choice is first driven by the physical constraints.
We want to describe the O and X modes in the same plasma conditions. In the frequency
domain, the Helmholtz solver for the X-mode is more problematic than the O-mode,
because a set of coupled partial differential equations containing cross-derivatives has to
be solved, which introduces numerical difficulties. Therefore, in the frequency domain,
we have two codes to implement. One of the codes (for X-mode) contains numerical
difficulties, without the possibility to introduce a mode conversion without writing an-
other, even more complex, code. A Maxwell’s equation FDTD solver allows treating both
polarizations with the same algorithm, and only the source term has to be defined, by
changing the excited wave fields. The second point concerns the choice of the time av-
eraging. Knowing that the turbulence has its own correlation time τc, the macroscopic
behaviour of the wave is exhibited when the time averaging is greater than τc, in prac-
tice, at least 4τc. Maxwell’s equations solver also has the advantage of extending to other
applications without changing its kernel, even if the computation time is longer than
a dedicated code. After choosing Maxwell’s equation solver, a second question quickly
arises: How to generate the turbulent matrix? The standard method corresponds to a
sum of trigonometric functions fulfilling the prescribed correlation time and wave num-
ber spectrum of the turbulence. The direct summation of modes is irrelevant, due to
the time required to compute a turbulence matrix. The use of Fast Fourier Transform
is the fastest way to address this, associated to the random phase between each mode
(da Silva et al. 2010). With such method, it is possible to introduce a phase relationship
in time that can mimic a dispersion relation or a specific turbulence behaviour. Here
the goal is to obtain an average value of the wave intensity at the asymptotic state, a
way to speed-up the computation is to generate a bigger turbulence matrix extended
in poloidal direction (keeping the imposed wave number spectrum), and to move it at
a given constant speed (less than 10 % of the speed of light) in the poloidal direction
(da Silva et al. 2006b). The price to pay is the storage of a huge turbulence matrix that
introduces limitations, depending on the computation resources. Another constraint can
appear for the X-mode: the number of time steps needed before the birth of a numerical
instability associated with a high level of the turbulence. This numerical instability is de-
scribed in (da Silva et al. 2015), as are the possibilities to remove it. An important point
to mention is that the numerical scheme used should preserve the energy of the system,
in order to conserve the statistical properties we want to study. This kind of algorithm
is presented in (da Silva et al. 2015). To avoid a huge storage, the diagnostic is defined
on lines at constant radial values (assuming that the beam spatial evolution is small
between each line). This can be optimized to speed up the computation and reduce data
storage. As a Gaussian beam is used, it allows evaluating the radial distance between
each of the diagnosis line. An unexpected problem takes place the number of time steps
necessary to obtain an asymptotic state for the wave intensity (more than 1.5107 time
steps for an O-mode case and twice as more for X-mode) which is too heavy to compute
it in a single run. Thus, the choice was to average over time, more than one million time
steps, on 20 samples of turbulence matrix. The total computation time is approximately
one week on a single processor. It is clear in such cases that parallel computing is required.

Another question is What is the best choice for the parallel computing, MPI or/and
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OpenMP communication tools? In our case, a parallel version of the full-wave FDTD
code REFMULX was developed within the framework of a High Level Support Team
(HLST) project. One of the dimensions of the bi-dimensional domain was decomposed,
using the MPI standard in such a manner as to maximise the contiguousness of the code’s
data representation in memory. The solver routines were modified accordingly, to allow
each MPI task to work on a different sub-domain. The coupling between the neighbour-
ing sub-domains (fixed by the scheme’s numerical stencil) was ensured by the usage of
ghost-cells, which store the data that need to be exchanged via standard point-to-point
MPI calls. Following the trend of modern hierarchical architectures on which multiple
cores share memory, a threaded-based parallelism was also implemented in the same di-
rection of REFMULX’s domain. Such a hybrid implementation allows several threads to
exist within each sub-domain (i.e. MPI task). Since the threads share the same memory
space, there is no need for inter-node communication nor guard-cells, typically leading to
better memory usage at no performance cost. This expectation was confirmed with the
parallel REFMULX code, whose scaling measurements on HELIOS-CSC supercomputer
in Japan showed a speedup of two orders of magnitude on a couple of hundred cores
for a typical 1500x1000 grid-count case, compared to the original serial version. Beyond
this point, there is not enough work-per-core to justify the usage of further resources.
However, bigger problems (e.g. an ITER case) provide that extra computational work.
In other words, new physics studies are potentially enabled by the parallel version of
REFMULX. Additionally, in light of the results obtained, extending the modelling to
three spatial dimensions becomes now feasible, since all the parallelization techniques
here developed shall be directly deployed in that case. Since the grid-count increases
by two, or even three orders of magnitude, further extending the domain decomposition
might be required. However, it is already clear that some effort needs to be put into
implementing parallel I/O in the code, which was already measured to be a bottleneck
in the biggest two-dimensional test-cases ran so far.

To improve the stability of our code, a smoothing of the turbulence matrix is done just
at the plasma edge to avoid stiff index gradients. It is also amazing to see that the opti-
mization done during the parallelization of the code has also improved the code stability.
The code remains stable above the turbulence level expected in ITER case. Knowing
that the code here has to run in unknown conditions as it is for DEMO or for the data
coming from a given turbulence code. Cases in which the turbulence level is higher than
the threshold of the numerical instability (NI) should trigger a warning. In addition,
the turbulence is rescaled below the threshold and the wanted results are extrapolated
knowing the non-linear dependencies. The NI threshold value is high enough to evaluate
all the non-linear phenomena found previously, e.g. the non-linear Bragg backscattering
(Gusakov et al. 2009) or the wave trapping (Heuraux et al. 2010; Gusakov et al. 2011).
The possibility to have non-linear effects is an experimental evidence in the Stellerators
through the measurements of Bragg backscattering (Batanov et al. 2013).

To illustrate beam broadening, ITER-like plasma parameters are used as inputs, in-
cluding all the possible inhomogeneities described by the theoretical models presented
in (Sysoeva et al. 2015), and those associated to electron cyclotron heating or current
drive. The frequency is taken equal to 170 GHz. The density fluctuations (the RMS
value), the density profiles and the turbulence perpendicular wavenumber spectrum used
in the analysis, are presented in Fig.3. The spectrum density, which corresponds to a
rescaled wavenumber spectrum coming from experimental data (Gerbaud et al. 2006),
is in agreement with GYRO simulations (Casati et al. 2009). The radial evolution of
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Figure 3. Inputs for an ITER case: (left) density and density fluctuations profiles, and (right)
wavenumber spectrum of density fluctuations identical in x and y direction

beam width shows the role of the turbulence on the beam divergence changes (see Fig.4
(right)), and the enhanced divergence after the crossing of the turbulence zone. The lit-
tle inflection of the beam width for the highest level of turbulence corresponds to the
fact that part of the beam enters into the PML, showing that we have to be careful
when numerical tools are applied automatically. The snapshot of the wave electric field
shows that turbulence breaks completely the wave-front, gives a filamentary structure
to wave beam and spreads the wave intensity (see Fig.4). After averaging over a very
long time (∼ 3µs) compared to the time of flight (few ns), it is amazing to see that the
wave intensity recovers a Gaussian beam shape, but with a wider angular divergence.
This lack of directivity can be reduced if the magnetic field is increased for the same
density profile or the density at the center is reduced. In this case, for a fusion reactor,
it will be better to work at higher magnetic field intensities. Looking at the computation
time [re-scaled into real-time (few µs)] that is necessary to obtain a Gaussian beam (on
average), it is much less than the time necessary to measure the wave intensity (∼ms)
experimentally. This fact can explain why the modelling seems to work, but not with
the adequate or expected parameters. This is simply due to the omission of the effect on
wave propagation of plasma edge turbulence that drives the use of the Gauss beam pa-
rameters evaluated in vacuum, instead of the ones that consider the density fluctuations
effects. The role played by the wavenumber spectrum characteristics is important (see
(da Silva et al. 2010)). The dependency in poloidal wavenumber is detailed in (Sysoeva
et al. 2015). Thus, the knowledge of the density fluctuations characteristics is required to
evaluate these effects, which is not really the case for ITER and even less so for DEMO.
Therefore, in future, we need to have a measurement of the turbulence characteristics
in real-time, to be able to work with the wave heating or current-drive systems in an
optimal way.

In conclusion, the control of the growing magnetic islands associated with neoclassical
tearing modes can be less easy due to the beam broadening (Comisso & Lazzaro 2010).
However, tools are now available to evaluate the corrections that need to be introduced
in a ray tracing code after the crossing of a high level of turbulence at the plasma edge.
The full-wave code was used in (Sysoeva et al. 2015) to validate the theoretical models.
One can notice that the full-wave simulation is able to precise the upper limit of the
turbulence level for which the theoretical models are applicable. It is easy to see that,
for such studies, the interplay between different codes is important. A turbulence code
will be interesting for providing the turbulence characteristics, especially the poloidal
wavenumber spectrum and the density fluctuations profile. However, the real-time use
of the turbulence code data in the full-wave code is risky. The risk stems from the fact
that, usually, an interpolation is necessary or a smoothing should be applied. To have
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Figure 4. (left) Contour plots superimposition of a snapshot of the wave electric field positive
part over the averaged intensity in an ITER case and of the density profiles in the turbulent
zone; and (right) spatial evolution in the plasma zone of the quasi-Gaussian beam width in
vacuum (black), in plasma w/o turbulence (blue dot), in turbulence δn = 3% (green dash) and
in turbulence δn = 5% (red dots-dash)

a universal tool to adapt the synthetic data coming from a turbulence code, without
changing the properties of the turbulence, is not an easy task. This kind of method is,
at present, turbulence code dependent, probably due to the different boundary condi-
tions of these codes (flux or gradient). The use of a full-wave code can be limited to
the plasma edge area, in order to determine the beam properties inside the plasma at a
given position for which the density fluctuations level is low enough to keep the beam
characteristics constant. Above this position, beam ray tracing can be used (Figini et al.
2012) to determine the energy deposition volume.

The role of turbulence at the plasma edge has to be taken into account for any wave
heating system, because of changes induced on: (i) the RF sheath boundary conditions
surrounding the antenna structure in the ion cyclotron frequency range due to the sensi-
tivity of coupling as function of the cut-off position (Clairet et al. 2004); (ii) the effective
wavenumber spectrum launched into the plasma by the lower hybrid grill (Peysson &
Decker 2014); and (iii) the beam properties in the electron cyclotron frequency range
Sysoeva et al. (2015).

5. Conclusions and new developments

Over the past year, the simulations on wave heating in fusion plasmas have been widely
improved. They started being integrated in a platform (e.g. ITM platform (Falchetto et al.
2014)) able to provide the changes of the macroscopic plasma parameters induced by wave
heating or current-drive. Following an iterative process, we can generally have access to
an asymptotic state that allows predicting the behaviour of an experiment. Even if the
computational resources increase (allowing to reach 3D description), important parts of
the physical mechanisms are missing, crudely described or treated independently. Know-
ing the start-up phase of the stellarator W7X, the description of the wave propagation in
the stellarator configurations should be rapidly improved, which is not obvious without
making crude assumptions (Jucker et al. 2011). Recently, the role of density fluctuations
has been reconsidered (as mentioned in (Peysson & Decker 2014)), and the impact of
turbulence is being actively studied. However, these works ignore the depolarization pro-
cesses because they are negligible in quiet magnetized plasmas (even if there is magnetic
shear (Mazzucato 1998)); or the wave reflection is always considered as perfect without
changing the polarisation, which can be far from real conditions as shown in another
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domain (Bai et al. 2014). Nevertheless, in turbulent plasmas, the picture can be different
from space plasmas (Jandieri et al. 2011) or laser plasmas (Javan & Adli 2013). There-
fore, many questions have to be addressed, such as What is the full role of the turbulence
on the coupling and on the depolarisation, especially when the plasma flows intermit-
tently? What is the role of single dense events? How does the time-averaging introduced
by the coupling system acts on it? Is it relevant to consider only the averaged values
of the plasma parameters integrated over the time-integration of the coupling system?
In other words, Where is the effective position of the cut-off layer in turbulent plasma
(considering the second order correction of the effective index associated to the density
fluctuations (da Silva et al. 2003)) to consider for the evaluation of the coupling resis-
tance? Is a model based on an effective index introducing a constant correction at the
second order relevant for ICRH? A similar question on the accessibility condition and
conversion layer has just now a response on the impact of the turbulence on O-X mode
conversion (Popov 2015), which is part of the O-X-B heating scheme (Laqua et al. 1997).
At present, for ICRH, the SBC condition description becomes more and more sophisti-
cated. However, it stays crude, especially in the oblique case, where the magnetic field
intercepts the wall far from the normal incidence. 1D PIC simulations at grazing incident
angles show that the time scale to reach the equilibrium is too long, and a perpendicular
transport as the recycling and ionization have to be taken into account to determine
the RF sheath properties that are useful for SBCs. The ponderomotive effects have been
evaluated considering the injected power density into the plasma. However, the crude
expressions of the ponderomotive force, the disregard of the wave polarisations role in its
expression, and the essential role of the quasi-neutrality, compensate its effects (Heuraux
et al. 1994). Other non-linear effects are present, e.g. the parametric instability shown in
(Gusakov et al. 2014), which need to be considered for a relevant description of a wave
Heating System.

A numerical effort should be made to build a fast unconditional stable scheme that
is able to preserve the energy of the system for all possible modes one can have in a
time-dependent magnetized turbulent plasma. That is to say we must have an improved
perfect matching layer or absorbing boundary conditions for the relevant modes, which
is not the case at present (Jacquot et al. 2013). The SBC description should be improved
and valid, at any angle. A way to cross the wave resonance (the real part of the index
going to infinity) should be found without an artificial damping. Right now, we are far
from this goal. In addition, this wave propagation code should integrate a coupling code,
or have a full-geometrical description of the antenna structure able to support the induced
currents on the antenna structure, in order to describe self-consistently the wave emission
and the propagation of the emitted wave. No development has been made so far on the
self-consistent numerical description of a heating system (ICRH, or LHCD) going from
the backside of the antenna to the plasma core mainly due to too large computational
resource needs. That is to say, no integration of a coupling antenna-plasma code into a
wave propagation code describing the plasma heating (which should also integrate the
macroscopic plasma parameter modifications) took place.

The use of the sub-domain decomposition should be generalized, since the true need
of a full-wave code takes place in a limited area. To finalize, this code should be part
of an integrated modelling framework, as it is planned for the ERCC 3D code that is
under development (Coelho et al. 2013); the role of the transport through the evolution
of the plasma parameters should be considered; and access to turbulence properties in
a self-consistent description must be available. These can be solved properly only if the
problem of data exchange is resolved adequately; knowing that, for numerical constraints,
the meshes in each module are different, and thus a coherent interpolation should be done.
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Figure 5. Contour plots of the modulus of the electric field difference between perturbed and
unperturbed density profile averaged over 200 turbulence matrix samples (scattered wave in
Born approximation); (left) in the case of a wavenumber spectrum with a wide range of k-values
covering all the possible scattering process; (centre)same as left case but for intermediate range
of k, for which the radiation pattern presents a hole; and (right) same case with a very narrow
spectrum around zero, able to induce forward scattering only k < kAiry; and in all cases, the
density fluctuations amplitude is δdn/nc = 0.1%.

However, it is necessary to be aware that the spectra can be truncated or distorted in this
interpolation, or intrinsic, due to the mesh choice. For instance, spatial steps that are too
wide are used in turbulence codes to describe properly the small spatial scales involved in
the scattering processes really present in an experiment, e.g. in back scattering (Batanov
et al. 2013). That is to say, for the turbulence code to be relevant, it should include such
possibilities, by choosing a spatial grid able to precisely describe these phenomena, which
could be incompatible with the numerical constraints. Three different cases are shown on
Fig.5 just to illustrate this purpose of the dependencies on the scattered field as a func-
tion of the turbulence spectrum. In the first case, all spatial scales are present, and the
scattered is more or less isotropic after averaging. Then, part of the spectrum is truncated
and, as a consequence, an anisotropy appears in the scattered field pattern, according to
the Bragg rule (see (Fanack et al. 1996)). In the last one, only forward scattering is pos-
sible, showing a narrow lobe for the scattered wave emission. Therefore, this shows that
the simulation, in order to be relevant, has to take care of the scales in time and space
present in an experiment, which is not always possible, mainly due to the limitations of
available numerical resources. As a conclusion the simulations on wave heating help us to
improve the heating systems when we add more Physics in it, as this was shown, partially.
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