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Element-specific unoccupied electronic states of Cu(In,Ga)S2 were studied as a function of the In/Ga ratio by
combining X-ray absorption spectroscopy with density functional theory calculations. The S absorption edge
shifts with changing In/Ga ratio as expected from the variation of the band gap. In contrast, the cation edge
positions are largely independent of composition despite the changing band gap. This unexpected behavior is
well reproduced by our calculations and originates from the dependence of the electronic states on the local
atomic environment. The changing band gap arises from a changing spatial average of these localized states
with changing alloy composition.

I. INTRODUCTION

Photovoltaic conversion efficiencies of more than 20%
have been demonstrated on both glass substrates and
flexible polymer foils for Cu(In,Ga)Se2 (CIGSe) based
thin film solar cells.1,2 The properties of this absorber
material can be tuned not only by adjusting the In to
Ga ratio but also by substituting S for Se, obtaining
Cu(In,Ga)(S,Se)2 (CIGSSe) alloys, which is particularly
interesting from an industrial point of view. Detailed
knowledge of the relationship between material composi-
tion, structure and electronic properties is therefore in-
dispensable in order to exploit the full potential of these
CIGSSe chalcopyrite systems for solar cell applications.

Regarding the pure sulfides, the band gap changes from
∼ 1.5 eV for CuInS2 (CIS) to∼ 2.4 eV for CuGaS2 (CGS).
This change is caused by a small shift of the valence band
maximum and a much larger shift of the conduction band
minimum. Unoccupied states can be accurately probed
by near edge X-ray absorption fine structure (NEXAFS)
spectroscopy, where an absorbed photon excites a core
level electron into an empty conduction band state ac-
cording to dipole transition rules. Therefore the NEX-
AFS absorption signal contains information about the
empty density of states of the material as well as tran-
sition probabilities. As we will show in this letter, how-
ever, the relationship between absorption edge position
and conduction band minimum is far from trivial and
depends sensitively on the local atomic environment.
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II. X-RAY ABSORPTION SPECTROSCOPY

NEXAFS measurements were performed on bare solar
cell grade CuInxGa1−xS2 (CIGS) thin-films, with x = 0,
0.67 and 1. The samples were grown by rapid thermal
processing and etched in KCN (see Ref. 3 for details).
Figures 1 and 2 plot the S and Ga K-edge spectra, re-
spectively. Because it is difficult to obtain an absolute
energy scale for absorption measurements, the x-axes of
the NEXAFS spectra remain in excitation (or photon)
energy. The spectra from a single element in each figure
have a common, although not necessarily absolute energy
scale so that real shifts between the absorption edges can
be considered. The shifts correspond to changing ener-
getic differences between the initial and final states in the
individual materials caused by an opening of the optical
band gap. For a complete discussion of the NEXAFS
measurements and considerations in analysis, see Ref. 3.

As expected, the S K-edge position in Figure 1 shifts to
higher energies when the Ga content of the material and
thus the band gap is increased. In contrast, no change in
edge position is observed for the Ga K-edge in Figure 2.
The latter behavior is also observed for the Cu K-edge,
the In and Ga-L3-edges and the In M4,5-edge, while the
S L3-edge exhibits again a significant shift (see supple-
mental material4 and Ref. 3). This means that although
the band gap and thus the energy of the conduction
band minimum changes, only the anion absorption edges
exhibit a corresponding shift supplying relevant macro-
scopic electronic information whereas the cation absorp-
tion edges remain unchanged. X-ray absorption mea-
surements of CuInxGa1−xSe2 (0 ≤ x ≤ 1) also show no
appreciable shift in the Cu, Ga and In K-edge positions5

suggesting that these findings represent general features
of material systems with different cation species such as,
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FIG. 1. (Color online) Measured absorption K-edges of S in
CuInS2 (red dashed line), CuIn0.67Ga0.33S2 (blue dot-dashed
line) and CuGaS2 (green solid line).
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FIG. 2. (Color online) Measured absorption K-edges of Ga in
CuIn0.67Ga0.33S2 (blue dot-dashed line) and CuGaS2 (green
solid line).

but not limited to, chalcopyrites. Note that a similar
behaviour was in fact observed in the completely differ-
ent context of the investigation of magnetism and insula-
tor/metal transitions as a function of doping for Sr doped
cobaltites (La1−xSrxCoO3).

6 NEXAFS studies on these
alloys show a very small Co K-edge shift with increas-
ing x,7,8 in contrast with large shifts observed in other
Co systems, while extended x-ray absorption fine struc-
ture (EXAFS) results yield a Co-O bond length nearly
independent of x.8 This points to a correlation between
the electronic structure and the local atomic environment
and thus to the need of a correct description of the latter6

as will be discussed in detail in Sect. IV for the case of
mixed chalcopyrite semiconductors.

III. DENSITY FUNCTIONAL THEORY CALCULATIONS

In order to unravel the origin of this unexpected behav-
ior, we performed density functional theory (DFT) calcu-
lations of the electronic states of CuInxGa1−xS2 alloys,

for x=0, 0.3, 0.5, 0.7, 1. The projected partial densi-
ties of states (pDOS) exhibit the same dependence on or
independence of the composition as the measured NEX-
AFS spectra. We explain this behavior in terms of the
element-specific atomic-scale structure that determines
the density of states and thus the electronic properties of
the material.

We studied CIGS chalcopyrite alloys focusing on
the composition dependence of the pDOS. Alloys were
simulated by building special quasi-random structures
(SQS),9 i.e. periodic N-atom supercells whose correla-
tion functions are the best match to the ensemble aver-
aged correlation functions of the random alloy. In lit-
erature a substitutional random alloy is very often rep-
resented through “non structural” approximations (such
as the virtual crystal approximation or the site coherent
potential approximation10), which consider only average
occupations of the lattice sites and give no information
dependent on the local arrangement of atoms. However,
the electronic states of the CIGS compounds are known
to be very sensitive to modifications of the internal struc-
tural parameters.11,12 This fact necessitates a proper de-
scription of the microscopic atomic structure of CIGS al-
loys, and it motivates our choice to work with supercells,
despite the increased computational cost.

We built SQS of CuInxGa1−xS2 for x ≃ 1/3, x = 1/2
and x ≃ 2/3 using the code ATAT.13 The SQS supercells
contained 40, 54, or 64 atoms and they include all three
possible environments for S: 2 Cu and 2 Ga neighbors, 2
Cu and 2 In neighbors and 2 Cu, 1 Ga and 1 In neigh-
bors, as described in Ref.5. We did not consider defects
(e.g. cation antisites) so that all S atoms are surrounded
by 2 Cu and 2 atoms of the group III, yielding always
the same number of valence electrons. The supercells
were relaxed using the all-electron projector augmented
wave method as implemented in the code VASP.14,15

Brillouin zone integrals were converged with a 340 eV
plane-wave cutoff and a 3x3x3 shifted k-point mesh. We
tested different exchange-correlation potentials: Perdew–
Burke–Ernzerhof (PBE)16,17, PBE+U18 with U = 6 eV
on Cu d states and the screened hybrid Heyd–Scuseria–
Ernzerhof (HSE)19,20. For the ternary materials it is al-
ready known that anion–cation bond lengths are poorly
estimated when using standard semi-local functionals
(such as PBE)11,21,22, causing an underestimation of the
band gap by more than 50% at the relaxed structure.11

In the mixed cation systems, three cation species lead to
three independent anion–cation bond lengths with two
different displacement mechanisms.12.

After relaxing all the SQS cells, we compared the ge-
ometries and the density of states of the supercells of dif-
ferent sizes corresponding to the same stoichiometry. We
observed that SQS supercells with 40 atoms already give
bond lengths that differ by less than 0.002 Å and density
of states substantially identical to those of the 64 atom
supercells. In view of that, all results shown in the follow-
ing were obtained with the 40-atom SQS cells. A further
validation of our model structures comes from the com-
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TABLE I. Calculated and measured valence band offsets
∆V BM and band gaps Egap of CuInxGa1−xS2 alloys. Ex-
perimental values are from Ref. 3

In/(In+Ga) ∆V BM Egap

HSE exp. HSE exp.

0.0 0.00 0.0 2.20 eV 2.4

0.3 0.06 eV – 1.90 eV –

0.5 0.10 eV – 1.69 eV –

0.7 0.11 eV 0.3 1.55 eV 1.6

1.0 0.14 eV 0.3 1.32 eV 1.5

parison with EXAFS measurements of CIGS alloys which
yield the element-specific atomic-scale structure, in par-
ticular the Cu-S, Ga-S and In-S distances.12 The atomic
positions obtained with the HSE functional always yield
bond lengths in excellent agreement with experimental
data (see Table 1 of the supplemental material4). In
contrast, PBE and, to a smaller extent, PBE+U over-
estimates Ga-S and In-S bond lengths, while Cu-S bond
lengths remain quite close to HSE and experimental val-
ues. However, all three bond lengths, Cu-S, Ga-S and In-
S, should be as close as possible to experimental values as
their combination determines the anion displacement.12

Our findings for alloy systems are thus consistent with
previous results for the pure ternaries11,22 and demon-
strate that the use of HSE is crucial to correctly repro-
duce the atomic-scale structure.

Beside giving the best structural parameters, HSE
yields a band gap very close to the experimental value
(see Tab. I).11,23 Therefore, it appears judicious to also
consistently use HSE to calculate (partial) densities of
states. In order to evaluate band offsets, it was necessary
to align the band edges of compounds of different chem-
ical compositions. For this we used the method from
Schleife et al.

24 and aligned the branch-point energies,
defined as the energy at which the defect states induced
in the gap change their character from predominantly
acceptor-like to donor-like. Reaching from one material
into another at the interface such states transfer a net
charge, the sign of which depends on the position of the
Fermi level relative to the branch point energy. This
charge transfer leads to an intrinsic interface dipole that
tends to line up the energy bands in a way that the dipole
itself vanishes. Therefore, branch point energies are rel-
evant reference levels for the band alignment, and their
use allows us to avoid the direct calculations of interfaces.

Figures 3 and 4 plot the calculated pDOS of the S
and Ga p-states, respectively, for the conduction bands of
CIGS with varying composition. A Gaussian broadening
of 0.3 eV is applied to all the calculated pDOS. According
to the dipole selection rules, electrons from the K-shell
(s orbitals) are excited to unoccupied conduction band
states with p character. Furthermore, transitions only
take place if the final and initial states overlap in space.25

Since the core level states, particularly of the K-shell, are
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FIG. 3. (Color online) Calculated pDOS of p states on S
atoms for the conduction bands of CuInS2 (red dashed line),
CuIn0.7Ga0.3S2 (blue dot-dashed line) and CuGaS2 (green
solid line). The valence band maximum of CuInS2 is set to
zero and the energy scales of different compounds are aligned
via the branch point energy.

highly localized at the absorbing atom, the electrons will
be excited to those unoccupied states whose amplitudes
dominate at the absorber site, namely the states of the
absorbing atom itself. Thus, the pDOS of the S and Ga
p-states corresponds to the unoccupied states sampled at
the S and Ga K-edge as shown in Figures 1 and 2.
The comparison remains qualitative as the effects on

the experimental absorption spectra from the core-hole
created in the excitation process, such as many-body re-
laxation and core-hole lifetime broadening,25,26 are be-
yond the scope of our DFT calculation. The transition
matrix elements which further influence the experimental
absorption spectra are also not part of the calculation.
Nevertheless, the qualitative agreement between calcu-
lated and measured pDOS is excellent as can be seen
from comparing Figures 1 and 3 as well as 2 and 4. In
particular, a significant shift of the edge position with
alloy composition is observed for S in both cases whereas
the Ga edge position remains unchanged for both experi-
ment and calculation. Similar agreement is also obtained
for the Cu K-edge, for the L3-edges corresponding to un-
occupied states with s and d character and for p and f
states in the case of In-M4,5-edge (see supplemental ma-
terial4). The case of the Cu L3-edge is more ambiguous,
as discussed in Ref. 3, and more experimental and the-
oretical research is required to draw reliable conclusions
on the behavior at this edge. The theoretical findings
thus confirm the experimental observations demonstrat-
ing that this unusual behavior of absorption edge posi-
tions is indeed a real effect of mixed chalcopyrite alloys.

IV. DISCUSSION

The fact that the Ga, In and Cu absorption edge po-
sitions remain nearly unaltered with alloy composition
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FIG. 4. (Color online) Calculated pDOS of p states on Ga
atoms for conduction bands of CuIn0.7Ga0.3S2 (blue dot-
dashed line) and CuGaS2 (green solid line). Inset: pDOS
of Ga p-states in the conduction band for CGS with either
CGS lattice constants (green solid line) or with average lat-
tice constants between CIS and CGS (red dashed line).

despite a significant change of the band gap closely re-
sembles the fact that the element-specific Ga-S, In-S and
Cu-S bond lengths are nearly constant over the whole
compositional range despite a significant change of the
lattice constants.12 In contrast, both the S edge posi-
tion and the average group-III-S bond length vary with
changing In/Ga ratio. This strongly suggests that the
absorption edge position, i.e. the energy of the element-
specific unoccupied local states, is determined by the lo-
cal atomic arrangements rather than the overall crystal-
lographic structure.
CIGS alloys crystallize in the chalcopyrite structure5

where each Ga, In or Cu cation is bonded to four S an-
ions. If all atoms occupied ideal lattice sites, the Ga-
S and In-S bond lengths would be identical and would
change with alloy composition according to the change
in lattice constants. (Note that the Cu-S bond length is
nearly the same for CGS and CIS and hence no signif-
icant structural change is expected for the alloy.) The
local structural environment surrounding the Ga or In
atoms would thus be expanded or compressed leading
to a change in band gap according to the well-known
dependence on pressure or temperature. Consequently,
the absorption edge position would shift with varying al-
loy composition. This effect is illustrated in the inset of
Figure 4 where the calculated pDOS of Ga p-states in
the conduction band is plotted for CGS with either the
real CGS lattice constants or with those applying to the
x = 0.5 alloy. The edge position clearly shifts as the Ga-
S bond length is stretched from the ternary length to the
distance of the alloy lattice sites.
Obviously, this does not correspond to the behavior of

the real CIGS alloys as shown in Figures 2 and 4 with the
reason being that the local atomic arrangements strongly
deviate from the average crystallographic structure. EX-
AFS measurements of both CIGS and CIGSe have shown

that the element-specific bond lengths are nearly con-
stant over the whole compositional range despite the
change in lattice constants.5,12 This behavior closely re-
sembles the findings for other mixed semiconductor sys-
tems as first reported for (In,Ga)As27 and later confirmed
for many other III-V and II-VI ternary compounds.28,29

It originates from the fact that bond bending is energet-
ically favored over bond stretching such that the lattice
mismatch is accommodated in the mixed system mostly
by a change of the bond angles and only to a small ex-
tent by a change of the bond lengths.28,30 In mixed cation
systems, this is achieved by a displacement of the anion
from its ideal lattice site31 which has been shown to influ-
ence the band gap of the material for both III-V alloys32

and mixed chalcopyrites.5,12 This demonstrates again the
strong similarity between these tetrahedrally coordinated
mixed semiconductors and highlights the correlation be-
tween atomic-scale structure and electronic properties.
However, due to the increased complexity of the chal-
copyrites compared to the III-V or II-VI compounds,
two different displacement mechanisms must be distin-
guished for CIGS and CIGSe as discussed in detail in
Refs.5 and12.

For understanding the behavior of the absorption
edge positions discussed here, the important feature of
the atomic-scale structure is the fact that the element-
specific Ga-S, In-S and Cu-S bond lengths remain close
to the ternary values over the whole compositional range.
As a consequence of this bond length preservation, the
local structural environment surrounding the Ga, In or
Cu atoms changes very little and the projected pDOS
still resembles that of the pure ternary compounds. The
corresponding absorption edge position is thus indepen-
dent of the alloy composition and remains fixed at the
ternary energy position.

In contrast, the S anions are bonded to two Cu and
two group-III atoms which can be either Ga or In. Con-
sequently, the average first nearest neighbor environment
of S changes with changing alloy composition even if the
element-specific bond lengths remain constant. The S
pDOS in the alloy thus represents a weighted average of
the S pDOS in CGS and CIS corresponding to an absorp-
tion edge position that shifts with changing In/Ga ratio
as seen in Figures 1 and 3. The change of the band gap,
i.e. the shift of the conduction band minimum, is thus
caused by a changing spatial average over the element-
specific local states rather than by a change in energy
of these states themselves. As a consequence, a deter-
mination of the conduction band minimum and thus the
band gap from X-ray absorption spectroscopy studies is
not straightforward in semiconductor alloys and care has
to be taken when evaluating such data.

A very similar behavior can be found in Yamazoe et

al. where Cu-In-Se compounds were studied with dif-
ferent Cu/In ratios varying from 1 (CuInSe2) to 0.2
(CuIn5Se8).

33 While the Cu and In K-edge NEXAFS are
independent of the sample stoichiometry, the Se K-edge
NEXAFS exhibits significant changes as the Cu/In ratio
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decreases. Despite the different crystal structures of the
various compounds, the Cu and In cations are bonded
to four Se anions the distance to which varies only lit-
tle with stoichiometry. The local structural environment
of Cu and In, and hence the pDOS, therefore remains
mostly unchanged. In contrast, the average surrounding
of the Se anions changes strongly with changing Cu/In
ratio as clearly evidenced by the changing NEXAFS spec-
tra. In view of these similarities between CIGS and Cu-
In-Se compounds and given the remarkable resemblance
of the atomic-scale structure of CIGS and CIGSe,5,12 we
strongly believe that the findings presented in this work
are general features of tetrahedrally coordinated semicon-
ductors with different cation species and varying compo-
sition or stoichiometry. The similarity between our study
and those on La1−xSrxCoO3 already mentioned above6–8

further suggests that this behaviour is even more general
and can be found whenever an alloy contains elements for
which the local first nearest neighbor environment does
or does not change with changing alloy composition. For
both CIGS and La1−xSrxCoO3, the nature and distance
of the anions surrounding the cations do not change and
the cation absorption edge position does not shift. In
contrast, the local environment surrounding the anions
does change with alloy composition and consequently the
anion absorption edge positions do shift in both cases.

V. CONCLUSION

In conclusion, NEXAFS measurements and DFT cal-
culations of CIGS show that the absorption edge posi-
tion for Ga, In and Cu is independent of the composi-
tion whereas the S absorption edge shifts with changing
In/Ga ratio in accordance with the change in bandgap.
This behavior originates from the state selectivity of the
absorption process in which the core level electron is ex-
cited predominantly into unoccupied states of the absorb-
ing atom itself. These element-specific local states are
determined by the atomic-scale structural environment
which is nearly independent of composition for the Ga,
In and Cu cations but varies significantly with changing
In/Ga ratio for the S anions. The observed change in the
band gap with changing alloy composition thus results
from a changing spatial average of the nearly unchanged
element-specific local states. This clearly demonstrates
the strong influence of local structural parameters on the
electronic properties of the material. For those to be
predicted correctly, the DFT calculation therefore has
to reproduce not only the crystallographic structure cor-
rectly but also the atomic-scale structural parameters
such as element-specific bond lengths and anion displace-
ment which necessitates the use of the HSE exchange-
correlation potential. While the study was performed for
the specific case of CIGS, we believe that our findings
are also applicable to other compound semiconductors
with different cation species and varying composition or
stoichiometry.
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