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Abstract

An approximate sparse recovery systemin ℓ1 norm consists of parametersk, ǫ, N, anm-by-N mea-
surementΦ, and a recovery algorithm,R. Given a vector,x, the system approximatesx by x̂ = R(Φx),
which must satisfy‖̂x− x‖1 ≤ (1+ ǫ)‖x− xk‖1. We consider the “for all” model, in which a single matrix
Φ, possibly “constructed” non-explicitly using the probabilistic method, is used for all signalsx. The
best existing sublinear algorithm by Porat and Strauss (SODA’12) usesO(ǫ−3k log(N/k)) measurements
and runs in timeO(k1−αNα) for any constantα > 0.

In this paper, we improve the number of measurements toO(ǫ−2k log(N/k)), matching the best exist-
ing upper bound (attained by super-linear algorithms), andthe runtime toO(k1+β poly(logN, 1/ǫ)), with
a modest restriction thatǫ ≤ (logk/ logN)γ, for any constantsβ, γ > 0. Whenk ≤ logc N for some
c > 0, the runtime is reduced toO(kpoly(N, 1/ǫ)). With no restrictions onǫ, we have an approximation
recovery system withm= O(k/ǫ log(N/k)((logN/ logk)γ + 1/ǫ)) measurements.

The overall architecture of this algorithm is similar to that of Porat and Strauss (SODA’12) in that
we repeatedly use a weak recovery system (with varying parameters) to obtain a top level recovery
algorithm. The weak recovery system consists of a two-layerhashing procedure (or with two unbalanced
expanders, for a deterministic algorithm). The algorithmic innovation is a novel encoding procedure that
is reminiscent of network coding and that reflects the structure of the hashing stages. The idea is to
encode the signal position indexi by associating it with a unique messagemi , which will be encoded
to a longer messagem′i (in contrast to (Porat-Strauss, SODA’12) in which the encoding is simply the
identity). Portions of the messagem′i correspond to repetitions of the hashing and we use a regular
expander graph to encode the linkages among these portions.

The decoding or recovery algorithm consists of recovering the portions of the longer messagesm′i
and then decoding to the original messagesmi , all the while ensuring that corruptions can be detected
and/or corrected. The recovery algorithm is similar to list recovery introduced in (Indyk et al., SODA’10)
and used in (Gilbert et al., ICALP’13). In our algorithm, themessages{mi} are independent from the
hashing, which enables us to obtain a better result.
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1 Introduction
Sparse signal recovery is a critical data-acquisition and processing problem that arises in many modern
scientific and computational applications, including signal and image processing, machine learning, data
networking, and medicine [7, 16]. It is a method for acquiring linear measurements or observations of a
signal with a measurement matrixΦ, and an algorithm,D, for recovering the significant components of the
original signal. We model this problem mathematically by assuming that wemeasurea vectorx and collect
observationy = Φx, then we run arecovery algorithmand produce an approximation̂x = D(Φ, y) to x with
the guarantee that the approximation error‖̂x − x‖ is bounded above.

More quantitatively, let us denote the length of the vectorx by N, the sparsity (or compression) parameter
k, and distortion parameterǫ. Letx[k] denote the bestk-term approximation tox, the “heavy hitters” ofx, i.e.,
x with all but thek largest-magnitude terms zeroed out. There are many different ways to assess the error of
the recovery algorithm and the quality of the measurement matrix, depending on the particular application.
(See Table 1 for an overview of all of problem variations.) Inthis paper, we address theℓ1/ℓ1-forall problem1

which is to give a measurement matrixΦ and a recovery algorithmD, such that, for any input vectorx, we
have

‖̂x − x‖1 ≤ (1+ ǫ)‖x[k] − x‖1.
The goal is to use the minimum number of measurements (rows ofΦ), namely,O(k log(N/k)/ǫ2) and to
keep the runtime ofD to polynomial ink log(N)/ǫ.

What makes this problem challenging is that we must simultaneously keep the number of measurements
small, ensure the recovery algorithm is highly efficient, and achieve a good approximation for all input vec-
tors. If we increase the number of measurements by factors oflog N, it is easy to optimize the run-time.
Similarly, if we severely restrict the distortion parameter ǫ, we may also increase the number of measure-
ments by factors ofǫ. In many applications, all three quantities are important;i.e., in medical imaging
applications, the measurements reflect the time a patient isobserved, the recovery time drives the effective-
ness of real-time imaging systems, and the recovery accuracy determines the diagnostic effectiveness of the
imaging system.

Related work. There has been considerable work on this problem in a varietyof parameter settings and we
summarize the results in Table 1. A number of parameter values are incommensurate: we can achieve better
approximation guarantees (using theℓ2/ℓ2 norm) but only in the for-each model and in the for-all signal
model, we can achieveℓ2/ℓ1 error guarantees. A somewhat harder problem than the one we address in this
paper is the mixed-norm (orℓ2/ℓ1) for-all result. In this setting, the goal is to giveΦ andD, such that, for
anyx, we have

‖̂x − x‖2 ≤
ǫ
√

k
‖x[k] − x‖1. (1.1)

It is known that if (Φ,D) solves theℓ2/ℓ1 problem it also solves theℓ1/ℓ1 problem [4].
In another direction, theℓ2/ℓ2 for-each problem is to givedistributionF onΦ andD, such that, for any

x, if Φ ∼ F, we have
Pr
Φ∼F

{
‖̂x − x‖2 ≤ (1+ ǫ)‖x[k] − x‖2

}
≥ 1−O(1).

Theℓ2/ℓ2 for-each problem with constant failure probability was solved in [11], where the authors gave an
algorithm with constant-factor-optimal runtime and number of measurements. The failure probability was
recently improved to exponentially small in [12], but the technique is not likely to give anℓ1/ℓ1 for-all result
without additional logarithmic factors in the number of measurements.

The first sublinear-time algorithm in the for-all setting (for theℓ1/ℓ1 norm) was given in [19], though
that algorithm had a number of limitations.

1More generally, the expressionℓp/ℓq means that we measure the approximation error‖̂x−x‖p with theℓp norm and we compare
it to theℓq error of the bestk-term approximation,‖x[k] − x‖q.
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Figure 1: Algorithm to generate the measurements. Darker spots indicate a bigger value of the bucket/measurement. Strikethroughs
are used to show where our approach or our object sizes differ from [19].

• The runtime, while sublinear, was
√

kN or, more generally, of the formk1−αNα for any constantα > 0.
That algorithm did not achieve runtime polynomial ink log(N)/ǫ.

• The algorithm required a precomputed table of sizeNk0.2.
• The result was far from optimal in its dependence of the number of measurements onǫ.

Our results. In this work, we rectify the above limitations, assuming the(modest) restriction thatǫ <
logk/ log N. We also make the measurement dependence onǫ optimal. The best lower bound for theℓ1/ℓ1
for-all problem isΩ(k/ǫ2 + (k/ǫ) log(ǫN/k)) [17], which is also the best lower bound for theℓ2/ℓ1 for-all
problem. Our algorithm usesO(k/ǫ2 log(N/k)) measurements whenǫ < (logk/ logN)γ, which is suboptimal
only by a logarithmic factor. Whenk ≤ logc N for somec > 0, the runtime is reduced toO(kpoly(N, 1/ǫ)).

Theorem 1 (Main Theorem). Let β, γ > 0. There is anapproximate sparse recovery systemconsisting of
an m× N measurement matrixΦ and a decoding algorithmD that satisfy the following property: for any
vectorx ∈ Rn, givenΦx, the system approximatesx by x̂ = D(Φx), which satisfies

‖̂x − x‖1 ≤ (1+ ǫ)‖x[k] − x‖1.
Provided that N= Ω(max{k2, k/ǫ2}), the matrixΦ has m= O(k/ǫ log(N/k)((log N/ logk)γ +1/ǫ)) rows and
the decoding algorithmD runs in time O(k1+β poly(logN, 1/ǫ)). Whenǫ = O

(
( logk

log N )γ
)
, the number of rows

m= O(k/ǫ2 log(N/k)). If, in addition, k≤ logO(1) N, the runtime can be reduced to O(kpoly(N, 1/ǫ)).

Overview of Techniques.Our overall approach builds on [19] and [12] with several critical innovations. In
Figure 1 is a framework which captures both the algorithm in [19] and the algorithm in this paper.

First, we describe the encoding procedure at a high level. Initially each i ∈ [N] is associated with a
unique messagemi, which is encoded to a longer messagem′i . In [19] this encoding is trivial, namely,
m′i = mi ; while in our work it is a more complicated procedure (see Figure 3). The first hash assigns one
of B buckets to eachi ∈ [N], while maintaining the original indexi; theaggregationstep sums each bucket.
There are log(N/k)

ǫ log(B/k) repetitions. The indexi in each repetition is now associated with a chunk ofm′i . In [19],
the aggregated buckets are hashed into (k/ǫ) buckets and there are log(B/k)/ǫ repetitions. Thus, altogether,
there areO(ǫ−3k log(N/k)) measurements. In our work, there are only log(B/k) repetitions, saving a factor
of 1/ǫ, so the total number of measurements isO(ǫ−2k log(N/k)).

The identificationportion of the recovery algorithm is shown in Figure 2. To recover the identity of
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Figure 3: Encoding scheme. The Parvaresh-Vardy code au-
tomatically has a chunk structure. Suppose that there areD
chunks. Choose ad-regular expander onD vertices as desired.
For thei-th chunk of the PV code, append to it the information
of the neighbours of thei-th vertex in the expander. Then apply
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k = O(

√
N) so log(N/k) = Θ(log N).
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Figure 4: Decoding scheme. The asterisks in the bottom
layer indicates corrupted measurements (owing to collision or
noise). The Reed-Solomon decoding either recovers the mes-
sage chunk (with linking information) or produces a useless
one (crossed out). Then the clustering procedure finds a set of
chunks, of which a small fraction is good. This is sufficient for
the Parvaresh-Vardy decoding to succeed.

heavy hitters, the algorithm reads off the measurements and recovers the message chunk associatedwith
each bucket. This message chunk is supposed to be associatedwith the heavy hitter in the bucket. Then, all
B buckets are examined exhaustively. The pre-image of each heavy bucket under the first hash is determined,
in [19], from a look-up table and searched exhaustively. In our work, this is done by the decoding procedure
illustrated in Figure 4. We encode the “linking information” into the message chunks so that we can collect
across the repetitions enough heavy buckets which contain the same heavy hitteri (whose actual value is
unknown at this stage of the algorithm). Thus, we obtain a (small) fraction of m′i , which is sufficient for
the Parvaresh-Vardy decoding algorithm to produce the exact mi, from which we recover the value ofi
immediately.

The estimationportion of the recovery algorithm estimates the coefficient at each of those candidate
positions by reading the aggregated bucket value of the corresponding heavy buckets at the first hash level.

Putting these pieces together, we have aweak recovery system, which identifies all butk/2 of the
heavy hitters. We then repeat with smaller (easier) sparsity parameterk/2 < k and smaller (harder) dis-
tortion parameter (3/4)ǫ < ǫ, resulting in a number of measurements whose leading term is(k/2)(4/3ǫ)2 =

(8/9)k/ǫ2 < k/ǫ2. Summing the geometric progression gives the result we need. Finally, we note that our
algorithm works (deterministically) with any unbalanced expander having the appropriate properties.
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Encoding and Decoding details.See Figure 3 and Figure 4 for a detailed illustration of thesesteps. For each
messagem, the Parvaresh-Vardy code encodes it into a longer messagem′, which automatically exhibits a
chunk structure, so that if a few number of the chunks are correct, the originalm will be recovered. Suppose
there areD chunks. Now, choose ad-regular expander graphG (d is a constant) onD nodes such that
after removingO(D) nodes fromG, the remaining graph still contains an expander of sizeΩ(D). For the
i-th chunk ofm′, append to it the information of the neighbours of thei-th vertex inG. Then we apply
Reed-Solomon to protect the appended chunks.

To decode, we first recover the appended message chunks. The two-layer hash guarantees that for the
same heavy hitter, at mostO(D) of them will be wrong and the remaining ones are all correct.Now, consider
a breadth-first search from a correct message chunk (whose “linking information” is therefore correct). By
the special property of the expander graphG, we shall be able to visit all nodes (i.e., all corresponding
message chunks) of a smaller expander graph of sizeΩ(D) in logD steps. This small fraction of good
message chunks ofm′ will enable the P-V code to recover the original messagem successfully. Recall
that d is a constant, the total number of vertices visited isO(dlog D) = O(poly(D)) = O(poly(logN)) for
appropriateD. This enables a sublinear recovery time.

Our contributions.
• We give an algorithm for sparse recovery in the for-all setting, under a modest restriction on the

distortion factorǫ, having the number of measurements that matches the best upper bound, attained
by super-linear algorithms; e.g., [15], and optimal in runtime up to a power.

• We conjecture that our algorithm can be extended from the 1-norm to the mixed norm guarantee and
that the restriction onǫ can be weakened or eliminated. Thus our algorithm may be a stepping stone
to the final algorithm.

• Our work is not the first to consider list recovery. Indyk et al. introduces the idea in the context of
combinatorial group testing [14]. The idea of list recoveryis also used in [12], where the list decoding,
however, would affect the hashing and the hashing was thus required to be sufficiently random. In our
algorithm, the messages{mi} are independent of the hashing, which enables us to obtain a better
result.

• Finally, our encoding/decoding techniques are reminiscent of network coding and may have other
contexts for soft-decoding or network coding.

Paper Organization. In Section 2 we review some properties of expanders. In Section 3, we show that
provided with good identification results, unbalanced expanders with appropriate properties will give a weak
system. Our construction of weak system culminates in Section 4, where we shall show how to achieve good
identification via message encoding and decoding. Then we build the overall algorithm on the weak system
in Section 5. Finally we close with a short discussion and open problems in Section 6.

2 Preliminaries
Our main algorithm will be built on regular graph expanders and unbalanced bipartite expanders. In this
section we review some properties of expanders. Letn,m, d, ℓ be positive integers andǫ, κ be positive reals.
The following two definitions are adapted from [13].

Definition 2 (expander). An (n, ℓ, κ)-expander is a graphG(V,E), where|V| = n, such that for any setS ⊆ V
with |S| ≤ ℓ it holds that|Γ(S)| ≥ κ|S|.

Whenn is clear from the context, we abbreviate the expander as (ℓ, κ)-expander.

Definition 3 (bipartite expander). An (n,m, d, ℓ, ǫ)-bipartite expander is ad-left-regular bipartite graph
G(L ∪R,E) where|L| = n and|R| = msuch that for anyS ⊆ L with |S| ≤ ℓ it holds that|Γ(S)| ≥ (1− ǫ)d|S|,
whereΓ(S) is the neighbour ofS (in R).

When n and m are clear from the context, we abbreviate the expander as (ℓ, d, ǫ)-bipartite expander.

4



Paper A/E Number of Column sparsity/ Decode time Approx. error Noise
Measurements Update time

[2] E k logc N logc N N logc N ℓ2 ≤ Cℓ2
[5] E k logc N logc N k logc N ℓ2 ≤ Cℓ2
[11] E ǫ−1k log(N/k) logc N ǫ−1k logc N ℓ2 ≤ (1+ ǫ)ℓ2 Y
[6, 1] A k log(N/k) k log(N/k) LP ℓ2 ≤ (C/

√
k)ℓ1 Y

[10] A ǫ−2k logc N ǫ−2k logc N ǫ−4k2 logc N ℓ2 ≤ (ǫ/
√

k)ℓ1 Y
[9] A k logc N logc N k logc N ℓ1 ≤ (C log N)ℓ1 Y
[15] A ǫ−2k log(N/k) ǫ−1 log(N/k) N log(N/k) ℓ1 ≤ (1+ ǫ)ℓ1 Y
[19]

A ℓcǫ−3k log(N/k) ℓcǫ−3 log(N/k) logk ℓcǫ−3k(N/k)1/ℓ ℓ1 ≤ (1+ ǫ)ℓ1 Y
(any integerℓ)

This paper
(anyβ > 0) A ǫ−2k log(N/k) ǫ−1 log(N/k) k1+β(ǫ−1 log N)c ℓ1 ≤ (1+ ǫ)ℓ1 Y

(restrictions onǫ apply)

Lower bound ‘A’ A ǫ−2k log(N/k) ǫ−1 log(N/k) ǫ−2k log(N/k) ℓ2 ≤ (ǫ/
√

k)ℓ1 Y

Table 1: Summary of the best previous results and the result obtainedin this paper. Some constant factors are omitted for clarity.
“LP” denotes (at least) the time to do a linear program of sizeat leastN. The column “A/E” indicates whether the algorithm works
in the forall (A) model or the foreach (E) model. The column “noise” indicates whether the algorithm tolerates noisy measurements.
Measurement and decode time dependence onǫ, where applicable, is polynomial. The constantsc could be different in different
occurrences. The lower bound on number of measurements in table above is, in fact, the best upper bound attained by super-linear
algorithms.

Whend is also clear from the context, we simply write (ℓ, ǫ)-bipartite expander.
Consider the adjacency matrixAG of and-regular expanderG. It always holds that the biggest eigenvalue

of AG is d. Let λ(G) denote the largest absolute value of any other eigenvalue.The following theorem is
now well-known.

Theorem 4 ([8]). For all sufficiently large n and even d, there exists a d-regular expanderG such that
|V(G)| = n andλ(G) ≤ C

√
d for some absolute constant C> 0.

Next we present a result due to Upfal [20], implicitly used inthe proof of Lemma 1 and 2 therein. It
states that there exists a expander graph ofn nodes and constant degree, such that after removing a constant
fraction of nodes the remaining subgraph contains an expander of sizeΩ(n).

Theorem 5([20]). Let G be aδ-regular expander of n nodes such thatλ(G) ≤ C
√
δ, whereδ is a (sufficiently

large) constant. There exist absolute constantsα, ζ > 0 andκ > 1 such that after removing an arbitrary set
T of nodes with|T | ≤ ζn from G, the remaining graph contains a subgraph G′ such that|V(G′)| ≥ αn and
G′ is a (|V(G′)|, n/2, κ) graph expander.

The following definitions concern hashing, in which the parametersN, B1, B2, d1, d2 are positive integers.
We adopt the conventional notation that [m] = {1, 2, . . . ,m}.
Definition 6 (one-layer hashing scheme). The (N, B, d) (one layer) hashing scheme is the uniform distribu-
tion on the set of all functionsf : [N] → [B]d.

Each instance of such a hashing scheme induces ad-left-regular bipartite graph withBd right nodes.
WhenN is clear from the context, we simply write (B, d) hashing scheme.

Definition 7 (two-layer hashing scheme). An (N, B1, d1, B2, d2) (two-layer) hashing scheme is a distribu-
tion µ on the set of all functionsf : [N] → [B2]d1d2 defined as follows. Letg be a random function subject
to the (N, B1, d1) hashing scheme and{hi, j}i∈[d1], j∈[d2] be a family of independent functions subject to the
(B1, B2, d2) hashing scheme which are also independent ofg. Thenµ is defined to be the distribution induced
by the mappingx 7→

(
h1,1(g1(x)), . . . , h1,d2(g1(x)), h2,1(g2(x)), . . . , h2,d2(g2(x)), . . . , hd1,1(gd1(x)), . . . , hd1,d2(gd1(x))

)
.

Each instance of such a hashing scheme gives ad1d2-left-regular bipartite graph ofB2d1d2 right nodes.
WhenN is clear from the context, we simply write (B1, d1, B2, d2) hashing scheme. Conceptually we hash
N elements intoB1 buckets and repeatd1 times, those buckets will be referred to as first-layer buckets; in
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each of thed1 repetitions, we hashB1 elements intoB2 buckets and repeatd2 times, those buckets will be
referred to as second-layer buckets.

We note that bipartite expander graphs can be used as hashingschemes because of their unique neigh-
bours property (and hence isolation property).

Definition 8 (unique neighbours). Let G = (L ∪ R,E) be a bipartite graph andS,T ⊆ L. Define

US(T) = {y ∈ R : (x, y) ∈ E for somex ∈ T while (z, y) < E for all z∈ S \ {x}}.
Definition 9 (isolation property). An (n,m, d, ℓ, ǫ)-bipartite expanderG is said to satisfy the (L, η, ζ)-isolation
property if for any setS ⊂ L(G) with |S| ≤ L, there existsS′ ⊂ S with |S′| ≥ (1 − η)|S| such that for all
x ∈ S′ it holds that|US({x})| ≥ (1− ζ)d.

3 Weak System
To simplify our analysis, we decompose a signalx into two parts of disjoint support,x = y + z, wherey has
small support andz has small norm. We cally theheadandz thetail. To simplify the language we may also
use head to refer to supp(y). We aim to recover the elements iny. Introduced in [19], aweak systemtakes an
additional input, some setI of indices (called the candidate set), and tries to estimatexi for i ∈ I , hoping to
recover some head items with estimate error dependent on‖z‖1. It is shown in [19] that whenI contains the
entire head, we can always recover a good fraction of the head. In this paper we make a slight modification
on the definition of weak system as below. We only needI to contain a good fraction of the head instead of
the entire head.

Definition 10 (Weak system). A Weak systemconsists of parametersN, s, η, ζ, an m-by-N measurement
matrixΦ, and adecoding algorithmD, that satisfy the following property:

For anyx ∈ RN that can be written asx = y + z, where | supp(y)| ≤ s and ‖z‖1 ≤ 3/2, given the
measurementsΦx and a subsetI ⊆ [N] such that|I ∩ supp(y)| ≥ (1− ζ/2)| supp(y)|, the decoding algorithm
D returnŝx, such thatx admits the following decomposition:

x = x̂ + ŷ + ẑ,
where| supp(̂x)| = O(s), | supp(̂y)| ≤ ζs, and

∥∥∥̂z
∥∥∥

1 ≤ ‖z‖1+ η. Intuitively, ŷ and̂z will be the head and the tail
of the residualx − x̂, respectively.

Theorem 11 (Weak). Suppose thatΦ is the adjacency matrix of an(N, Bd, d, 4s, η)-bipartite expander
such that (a) d= O( 1

ηζ2
log N

s ) and B= O( d
ζη

) and (b) it is an instance of a(B, d)-hashing scheme. With
appropriate instantiations of constants, Algorithm 2 (seeAppendix) yields a correct Weak system that runs
in time O(|I |η−1ζ−2 log(N/s)).

The proof is essentially the same as [19, Lemma 4] and is therefore postponed to Appendix A.
To complete the construction of a Weak system, it remains to show that a bipartite expander as required

by Theorem 11 exists. By probabilistic methods, we show thatit can be attained by both one-layer and two-
layer hashing schemes, with appropriate parameters. We state the results for two-layer hashing schemes
only because our identification procedure uses it. All proofs use standard techniques and are postponed to
the Appendix.

Lemma 12 (expanding property). Let ǫ ∈ (0, 1/4), k ≥ 1 and N = Ω(max{k/ǫ2, k2}). A random two-
layer (B1, d1, B2, d2) hashing scheme gives an(N, B2d1d2, d1d2, 4k, ǫ) bipartite expander with probability
≥ 1− 1/Nc, where B1 = Ω( k

ǫ2
), d1 = Ω(1

ǫ

log(N/k)
log(B1/k) ), B2 = Ω(k

ǫ
) and d2 = Ω(log B1

k ) with appropriate choices
of constants.

Remark13. The constraint thatk = O(
√

N) could be weakened tok = O(N1−ξ) for anyξ > 0. The constants
hidden in variousΩ(·) notations above will depend onξ.

Lemma 14 (isolation property). Let ǫ > 0, α > 1 be arbitrary constants and(B1, d1, B2, d2) be a two-layer
hashing scheme with B1 = Ω( k

ζαǫ2α
), d1 = Ω( α

α−1 ·
1
ζǫ

log(N/k)
log(B/k) ), B2 = Ω( k

ζǫ
) and d2 = Ω(1

ζ
log B1

k ). Then with

6
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Figure 5: Sparse recovery channel. The encoder and decoder agree on some matrixΦ. The encoder takes messagesm and produces
a measurement matrixΦ′ based onm andΦ. The channel is fed withΦ′ andx and producesΦ′x, from which the decoder tries to
recoverm̂ in the sense of weak list recovery.

probability ≥ 1 − 1/Nc, the two-layer hashing scheme with parameters prescribed above gives a bipartite
graph with the(L, ǫ, ζ)-isolation property, where L= O(k/ǫ).

4 Identification of Heavy Hitters
In the previous section, we showed how to estimate all candidates in a candidate setI quickly. The main
bottleneck in a highly efficient algorithm is finding a non-trivial setI ⊂ [N] of candidates which we address
in this section.

The overall strategy is as follows. Using the two-layer hashing scheme (B1, d1, B2, d2), we expect that a
heavy hitter dominates the first-layer buckets where it lands inΩ(d1) repetitions. In each of these repetitions,
it is a heavy hitter in a signal of lengthB1, and we expect to recover it using the Weak algorithm applied
to the signal of lengthB1 with I = [B1]. After finding the heavy buckets in each repetition, the remaining
problem is to extract the position of a heavy hitteri from theΩ(d1) repetitions that containi. To do this, we
shall encode the indexi in such a way that if we recover the buckets containingi in enough repetitions we
shall be able to reconstructi. To that end, we introduce the following model of weak list recovery in the
sparse recovery channel.

Definition 15. The (m,N, s) Sparse Recovery Channeltakes anm-by-N matrixΦ as input, chooses a signal
x with decompositionx = y + z with | supp(y)| ≤ sand‖z‖1 ≤ O(1), and outputsΦx.

Note thatx may depend onΦ. Also note thatanysignal may be chosen by the channel and normalized
so that‖z‖1 ≤ 3/2. It will be convenient to assign the normalization at this point to match the Weak system
(Defintion 10). Next, we define theWeak Recovery Criterionappropriate for this channel. See Figure 5.

Definition 16 (Weak list Recovery Criterion). Fix parametersm,N, s, ǫ. Letm be a vector ofβ-bit messages,
for i ∈ [N], and supposêm is a list of possible index-message pairs. We say thatm̂ is correct in the List
Weak senseif, for at least| supp(y)| − s/8 indicesi in supp(y), we have (i,mi) ∈ m̂.

The encoding/decoding scheme is given in Algorithm 1. We break each message mi associated with
position i into d1 chunks,mi,1, . . . ,mi,d1. Note thatmi could be much longer than logN bits in order to
guarantee a successful list recovery. Now in thej-th repetition of thed1 repetitions, we obtain a signal
x̃ of length B. Eachx̃ℓ is associated with a message that can be viewed as a weighted sum of mi, j for
positions i hashed into bucketℓ. If a heavy hitteri is isolated in bucketℓ and the noise is mild in this
bucket, this weighted sum would be approximatelymi, j, and we expect to recovermi, j from the second-
layer hashing, with inner encoding and decoding. Now we assume that we have recoveredmi, j for heavy
hitter i in sufficiently many repetitionsj. The central difficulty is to matchmi, j with mi, j′ with j , j′ in order
to find enough fraction ofmi in the end. In order to solve this we shall encode some linkinginformation in
the node that will enable us to matchmi, j with mi, j′ . This will be the topic of the next subsection, in which
we shall use the Parvaresh-Vardy code to overcome this difficulty.

Lemma 17 is a simple case to illustrate our idea of encoding, in which we show how to codeβ = log(B/k)
bits in the length-B Sparse Recovery Channel and how to recover the messages associated withΩ(k) heavy
hitters in the lengthB signal in time approximatelyB. The proof is postponed to Appendix E.
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Algorithm 1 Encding/Decoding paradigm.

// Encoding with (B1, d1, B2, d2) hashing scheme
for i = 1 to N do

Break: Break the information ofi into d1 chunks
Outer encoding: Encode the chunks with cluster info (from a regular expander graph) and against errors, getting

{mi, j}d1
j=1

end for
for j = 1 to d1 do

Inner encoding: Encodemi, j, for i ∈ [N]
end for
// Decoding with (B1, d1, B2, d2) hashing scheme
for j = 1 to d1 do
// ... lengthB1, (B2d2)-measurement Sparse Recovery Channel ...
Inner decoding: Recover̂m j in the Weak List sense
Record Side Info: Tag each element of̂m j with j

end for
Outer decoding: Fromm̂ =

⋃
j m̂ j ’s, find chunk clusters and correct errors; produceI

...
...

...
...

· · ·

N columns

d1 rows

x1 x2 x3 xN

Figure 6: Underlying graphGN. Suppose thatx1 is
in the tail and thatx2, x3 andxN are heavy hitters.

...
...

...
...

· · ·

Figure 7: Recovered graph̃G in ideal situation, with
expander copies clairvoyantly aligned in a column.
Since the first column corresponds to a tail item, it is
almost absent in the recovered graph. There are arcs
from non-Gi j nodes toGi j nodes.

Lemma 17. Fix k, B, β, with B = Ω(k) and β = O(log(B/k)). There is a coding scheme for the length-B
m-measurememt Sparse Recovery Channel for m= O(k

ǫ
log B

k ) in the weak list recovery sense in which
decoding runs in time O(B log3 B

k ). This scheme also uses a look up table of sizeβ.

4.1 Expander Encoding

Parameters. We assume that the constantsβ, γ > 0 are fixed; the parametersB1, d1, B2, d2 are as
in Lemma 14 such thatB1 = Ω

(
( k
ǫ2

)1+β log N
k

)
; c ≤ m are constant integers;h is an integer; andǫ =

O
(( α

m

) m
m−c

( log(B1/k)
log(N/k)

)γ).
Let G be a graph ofd1 nodes with constant degreeδ that satisfies Theorem 4, andα, ζ, κ be constants

provided by Theorem 5 when applied toG. Without loss generality we can assume thatα ≤ 1/2. Adjust the
hidden constants together withc, mandh appropriately (depending onβ andγ) such that

(a) B1 > d1;
(b) (h− 1)mlogB1

N < αd1;
(c) (αd1 − (h− 1)mlogB1

N) · hm > dc
1;

(d) c ≥ logδ/ logκ.
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...
...

...
...

· · ·

x1 x2 x3 xN

Figure 8: Recovered graphG̃, with ‘supposed’ expander
copies clairvoyantly aligned in columns. The first column
corresponds to a tail item so it is almost absent. The top
node in the second column is corrupted so it points to wrong
columns but nevertheless the correct rows because the row
information is hard-wired. The top node in the third column
is correctly recovered but the second node in the column is
corrupted. The top node in the last column has a small bucket
value in the first repetition so it is absentG̃. If we perform
BFS at the top node in the third column, we may include a lot
of nodes in the second column.

We note that an instance ofm, h is to choosem≥ c(1+ 1/γ) andh = Θ(dc/m
1 ).

Encoding. We shall use Reed-Solomon for inner encoding. Next, we defineour outer coding, which uses
the Parvaresh-Vardy code [18]. TakeN disconnected copies ofG and call the unionGN, where each node is
indexed by a pair (i, r) ∈ [N] × [d1]. See Figure 6. Also, letF be a field such that|F| = Θ(B1) is a power of
2 andE(x) be an irreducible monic polynomial overF such that degE(x) = logB1

N. View eachi ∈ [N] as a
polynomial f overF with degree logB1

N−1. For each (i, r) ∈ GN, associate with it an elementp(i, r) ∈ Fm+1

as
p(i, r) = (xi,r , f (xi,r ), ( f h modE)(xi,r ), . . . , ( f hm−1

modE)(xi,r )),
where f is a polynomial associated withi ∈ [N] and xi,r ∈ F so thatxi,r are distinct for differentr. This is
possible because of Property (a).

Attach to a node (i, r) a messagemi,r containing the information ofp(i, r) as well asH(i, v1(r)),. . . ,
H(i, vδ(r)), wherev1(r), . . . , vδ(r) are the neighbours ofr in G and H(i, j) ∈ [B1] gives the bucket index
where i lands in the j-th outer hashing repetition. It is clear thatmi,r hasΘ(log B1) = O(d2) bits and
therefore we can encode it ind2 hash repetitions, see Lemma 17.

Decoding. In each of thed1 repetitions, we shall recoverO(k/ǫ) heavy buckets and thus obtainO(k/ǫ)
nodes with their messages. Even when the messages are recovered correctly, we only know that a message
corresponds tomi,r for somei ∈ [N] and we do not know whichi it is. However, if we can determine that
enough messages are associated with the samei, we would have obtained enoughp(i, r) for different values
of r then we should be able to findf and thus recover the positioni.

To determine enoughp(i, r) for the samei, we do clustering as follows. Suppose that there arek heavy
hitters at positioni1, . . . , ik. Let G̃ be a graph ofd1 × O(k/ǫ) nodes, arranged in ad1 × O(k/ǫ) grid. For
now we assume that the messages are recovered correctly for each heavy hitteri in all d1 repetitions. (This
means that there are no collisions and the noise in the buckets are all small.) Each message has the form
p(i, r), h1, . . . , hδ, whereh j = H(i, v j(r)) for 1 ≤ j ≤ δ. Add an arc (i, r) → (h j , v j(r)) for each 1≤ j ≤ δ.

Since the messages are recovered correctly, the graphG̃ will contain several disjoint copies of the ex-
pander graphG, sayGi1, . . . ,Gik, though eachGi j is not necessarily aligned within the same column inG̃.
There will be arcs incoming toGi j from nodes not in anyGi j , but there are no outgoing arcs fromGi j . In

this case, we can recover eachGi1 perfectly, and collect the full set{mi j ,r}
d1
r=1 and thus recoveri j. Let us

rearrange the nodes within each row and align each copy ofG in the same column for clarity. In this case,
the columnsi1, . . . , ik are exact copies of the expander graphG. See Figure 7 for an illustration.

The heavy hitters may not, however, be recovered in some repetitions and the messages could be seri-
ously corrupted. When we are adding the arcs, we introduce two kinds of errors, respectively:

(i) We lose a node inGi j , i.e., the node is not present iñG because the heavy hitteri j is not recovered in
that repetition;

(ii) We connect a node inGi j to a node in some otherGi j′ ( j , j′), owing to errorous message.
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As before, we align each “ideal copy” ofG in the same column. See Figure 8 for an example. We know that
for a heavy hitteri, only a few messages{mi,r }r are ruined and thei-th column ofGN will contain a large
connected subgraphG′ of G, by Theorem 5. Hence, if we start a breadth-first search from an appropriate
node with depthc logδ d1, the wholeG′ will be visited. In other words, we shall obtain a large set of{p(i, r)},
only a small number of which will be associated with the samei, but we expect to obtain enough{p(i, r)} of
the samei, which turns out to be sufficient to extractf associated withi using a good error-correcting code
such as the Parvaresh-Vardy code that allows us to recover the codeword from a large fraction of errors.
Without attempting to identify the ‘appropriate node’ described above, we shall perform this breadth-first
search on every node iñG.

Guarantee.Thus we have shown that the system described above meets the aforementioned guarantee. The
proof is postponed to Appendix F.

Lemma 18. Letβ, γ > 0. The encoding and decoding strategy of Section 4.1 are correct in the sense of the
guarantee of that section, against the channel described inthat section. It uses O(ǫ−2slog(N/s)) measure-
ments and runs in time O(s1+β poly(logN, 1/ǫ)), provided that N= Ω(max{s2, s/ǫ2}) andǫ = O

(
( log s

log N

)γ).

5 Toplevel System
Now we define a Toplevel system, similarly to [11, 19], that isan algorithm that solves our overall problem.

Definition 19. An approximate sparse recovery system(briefly, aToplevelsystem), consists of parameters
N, k, ǫ, anm-by-N measurement matrixΦ, and adecoding algorithmD that satisfy the following property:
for any vectorx ∈ Rn, givenΦx, the system approximatesx by x̂ = D(Φx), which satisfies

‖̂x − x‖1 ≤ (1+ ǫ)‖x[k] − x‖1.
Using this definition, we restate our main result from Theorem 1 in a slightly different form.

Theorem 20. Letβ, γ > 0. There is a Toplevel system that uses O(ǫ−2k log(N/k)) measurements and runtime
O(k1+β poly(logN, 1/ǫ)), provided that N= Ω(max{k2, k/ǫ2}) andǫ = O

(
( logk

log N )γ
)
.

The proof follows easily using the results on the weak system. We need Lemma 18 for identification
and Theorem 11 for estimation. The proof of this theorem is postponed to Appendix G.

Remark21. We note that
(a) the constants in bigO-notations and the power in poly(logN, 1/ǫ) depend onβ andγ; and,
(b) as in Remark 13, The constraint thatk = O(

√
N) could be weakened tok = O(N1−ξ) for anyξ > 0;

(c) the factork1+β in the runtime is due to our choice ofB1 = Ω((k/ǫ2)1+β log(N/k)) such that logB1 =

O(log(B1/k)) = O(d2). Whenk ≤ (logN)c for somec > 0, sinceB1 = Ω(k/ǫ2(1+β)), choosing
B1 = Θ(k log(N/k)/ǫ2(1+β)) would suffice. It leads to runtimeO(kpoly(logN, 1/ǫ)).

(d) For largeǫ we can taked1 = (log(N/k)/ log(B1/k))1+α for α > 0, which gives an algorithm which
uses more measurementsO(k log1+α(N/k)/ǫ2) but suboptimal by only a logarithmic factor from the
best known lower bound.

6 Discussions and Open Problems

At the core part of this paper lies the following list recovery problem: Suppose that there ared1 =
1
ǫ
· log(N/k)

log(B/k)
lists L1, . . . , Ld1 with |Li | = O(k/ǫ) for all i = 1, . . . , d1, we want to recover all possible codewordsc =
(c1, . . . , cd1) such thatci ∈ Li for at leastΩ(d1) different is. We used an expander structure to reduce the
problem tokd1/ǫ subproblems, each of which has a smaller number of nodes. It is natural to be tempted to
apply Parvaresh-Vardy code directly without the expander structure. Indeed it works for some configurations
of k andǫ with a runtime ofO(kpoly(logN, 1/ǫ)), but only for smallk andǫ. A direct application already
fails even fork = exp(

√
logn). The runtime resulting from a direct application is also better for very smallk,

however, obtaining the precise range is difficult and beyond the scope of our work, as it relies on the precise
complexity of factorizing a polynomial, which is not explicit in the literature.
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Next we list a few open problems.

Restriction on ǫ. The algorithm in this paper restrictsǫ to ( logk
log N )γ for any γ > 0 because of its way

of applying the Parvaresh-Vardy code. In a sense our construction reduces the problem to a list recovery
problem. We ask if it is possible to find an improvement by applying a better list recoverable code. The
ultimate goal is to relax the restriction ofǫ to ǫ ≤ ǫ0 for some constantǫ0 > 0.

Sparse Recovery inℓ2/ℓ1 norm. The ultimate problem is theℓ2/ℓ1 problem with error guarantee as in (1.1).
We hope that the algorithm in this paper offers new ideas for the mixed-norm problem. Again the difficulty
is in identification, as an RIP2 matrix would be sufficient for estimation.

Post-measurement Noise.In many algorithms on the sparse recovery problem, the inputto the decoding
algorithm isΦx + ν instead ofΦx, whereν is an arbitrary noise vector. It can been seen that our algorithm
does tolerate substantial noise inℓ1 norm. We leave to future work full analysis and possible improved
algorithms.
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Algorithm 2 Weak system.

Input: N, s, Φ (adjacency matrix of ad-left-regular expanderG), Φx, andI
Output: x̂

for j ← 1 to d do
for each i ∈ I do

x( j)
i ← medianu∈Γ({i})

∑
(u,v)∈E xu ⊲ each sum is an element of inputΦx

for each i ∈ I do
x′i ← median1≤ j≤d x( j)

i
x̂← top O(s) elements ofx′

return x̂

A Proof of Theorem 11
First, we need the following two lemmata.

Lemma 22 (Noise). Letα > 1 and t > αk. LetΦ be the adjacency graph of an(n,m, d, 2αk, ǫ)-expander
with ǫ < 1/2. Letx ∈ Rn be such that|x1| ≥ |x2| ≥ · · · ≥ |xn|. Let I = [αk], then

‖(Φ(x − x[t] ))Γ(I)‖1 ≤ 4ǫd(‖x − x[t]‖1 + αk|xt+1|).

Proof. Partition {1, . . . ,N} into blocks I ∪ H1 ∪ B1 ∪ B2 ∪ . . . , whereH1 = {αk + 1, . . . , t} and Bi =

{t + (i − 1)αk+ 1, . . . , t + iαk} for i ≥ 1. Considerx restricted to a blockBi.
Case 1. xBi is flat, i.e.,|xt+iαk| ≥ |xt+(i−1)αk+1|/2. Consider alld|Bi | edges in the expander emanating from

Bi. Suppose thatZ edges of them are incident toΓ(I ), then

|Γ(I ) ∪ Γ(Bi)| ≤ ǫd(|I | + |Bi |) − Z.

On the other hand, by the expansion property,

|Γ(I ) ∪ Γ(Bi)| ≥ (1− ǫ)d(|I | + |Bi |),
which implies that

Z ≤ ǫd(|I | + |Bi |) ≤ 2ǫαkd.
Each of theZ edges sends a noise ofxi to Γ(I ), therefore

‖(ΦxBi )Γ(I)‖ ≤ Z ·max
i∈Bi

|xi | ≤ 2ǫαkd · |xt+(i−1)αk+1| ≤ 4ǫd‖xBi ‖1,

where the last inequality follows from the fact thatxBi is flat so thatαk|xt+(i−1)αk+1| ≤ 2‖xBi ‖1.
Case 2. xBi is not flat, then|xt+iαk| < |xt+(i−1)αk+1|/2. Let

J = {i ∈ Bi : |xi | < |xt+(i−1)αk+1|/2}.
Increase|xi | for all i ∈ J so that|xi | = |xt+(i−1)αk+1|/2 andxBi becomes flat, and this increases‖xBi ‖1 by at
mostαk|xt+(i−1)αk+1|/2. Invoking Case 1, we obtain that

‖(ΦxBi )Γ(I)‖1 ≤ 4ǫd

‖xBi ‖1 +
αk

∣∣∣xt+(i−1)αk+1

∣∣∣
2

 .

Now we go back to the entirex. Suppose thatBi1, . . . , Biq are not flat, then by triangle inequality we shall
have

‖(Φ(x − xt))Γ(I)‖1 ≤ 4ǫd‖x − xt‖1 + 4ǫd · αk
2

q∑

p=1

∣∣∣xt+(ip−1)αk+1

∣∣∣ .

Observe that|xt+(ip−1)αk+1| ≤ |xt+(ip−1−1)αk+1| for p ≥ 2, we can show inductively that

|xt+(ip−1)αk+1| ≤
|xt+1|
2p−1

, p ≥ 1,

whence it follows that
‖(Φ(x − x[t] ))Γ(I)‖1 ≤ 4ǫd(‖x − x[t]‖1 + αk|xt+1|). �
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In the usual decomposition, the head contains the entries with large coordinate values, which will be
referred to asheavy hitters. If a heavy hitter fails to be recovered, it must have been displaced by another
entry, loosely called a decoy, in the recovered signal. The next lemma bounds the number of decoys.

Lemma 23(Decoys). Suppose that G is a(4s, ǫ512)-bipartite expander which satisfies the(9s
ǫ
, βǫ, ζ)-isolation

property, where1
2 − ζ > 576β. Letx ∈ Rn be a signal satisfying the assumption in the Weak system, andlet

x′ ∈ Rn be the estimates defined as

x′i = median
u∈Γ({i})

∑

(u,v)∈E
xu, i ∈ [N].

Define
D = {i ∈ [N] : |xi − x′i | ≥ ǫ/(4s)},

then|D| < s/8.

Proof. Without loss of generality, assume that|D| = s/8, or we replaceD with a subset of size exactlys/8.
Also assume that|x1| ≥ |x2| ≥ · · · ≥ |xn|. Suppose that|xi | ≥ ǫ/(2s) for all i ∈ H := supp(y), otherwise
we can place the violatedi’s into z, causing‖z‖1 to increase by at mosts · ǫ/(2s) = ǫ/2, so we would have
‖z‖1 ≤ 2. LetT = H ∪ D ∪ {i : |xi | ≥ ǫ/(4s)}, thent := |T | ≤ ‖z‖1/(ǫ/(4s)) + |D| + |H| ≤ 9s/ǫ.

Note that|xt+1| ≤ ǫ/(4s). Takingα = 2 in Lemma 22, we know that

‖(Φ(x − x(t)))Γ(H∪D)‖1 ≤ 4 · βǫd
(
3
2
+
ǫ

2
+ 2s · ǫ

4s

)
≤ 8βǫd.

By the isolation property, there are at most9s
ǫ
· ǫ144 =

s
16 elements inT which are not isolated in at least

ζd nodes from other elements inT. This implies that at leasts/16 elements inD are isolated in at leastζd
nodes from other elements inT.

A decoy at positioni receives at leastǫ/(4s) noise in at least (1/2 − ζ)d isolated nodes ofΓ({i}), hence
in total, a decoy element receives at leastǫ(1/2 − ζ)d/(4s) noise. Therefore thes/16 decoys overall should
receive noise at least

ǫ(1
2 − ζ)d
4s

·
s

16
> 8βǫd ≥ ‖(Φ(x− xt))Γ(H∪D)‖1,

which is a contradiction. Therefore|D| < s/8. �

Remark24. Despite the fact that we have specified various constants (such as 4, 1
512, 9, etc) in the lemma

above, the constants can be flexibly adjusted such that the number of decoys is at mostζs for any given
smallζ > 0 with appropriate choices of other constants.

Now we are ready to show Theorem 11.

Proof of Theorem 11.The proof is essentially the same as [19, Lemma 4]. It followsfrom Lemma 23 that
with appropriate choices of constants, that there are at most ζs/4 decoys and at least (1− ζ/4)s elementsi
in supp(y) satisfy|xi − x′i | ≤ η/(4s). Let I ′ = I ∩ supp(y). We describe below the construction ofx̂, ŷ and̂z.
• Elementsi ∈ supp(̂x) with a good estimate (to within±η/(4s) contributexi − x̂i to ẑ. There are at most

sof these, each contributingη/(4s), for total contributionη/4 to ẑ.
• Elementsi ∈ supp(̂x) with a bad estimate (not to within±η/(4s)) contributexi − x̂i to ŷ. There are at

mostζs/4 of these.
• Elementsi ∈ supp(z) \ supp(̂x) contributexi to ẑ. Theℓ1 norm of these is at most‖z‖1.
• Elementsi ∈ I ′ \ supp(̂x) with a good estimate that are nevertheless displaced by another element

i′ ∈ supp(̂x) \ supp(y) with a good estimate contribute tôz. There are at mosts of these. While
the valuexi may be large and make a large contribution toẑ, this is offset byxi′ satisfying |xi′ | ≥
|̂xi′ |−η/(4s) ≥ |̂xi |−η/(4s) ≥ |xi |−η/(2s), which contributes toz but not tôz. Thus the net contribution
to ẑ is at mostη/(2s) for each of thesof thesei, for a totalη/2 contribution tôz.
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• Elementsi ∈ I ′ \ supp(̂x) that themselves have bad estimates or are displaced by elements with bad
estimates contributexi to ŷ. There are at mostζs/4 bad estimates overall, so there are at mostζs/4 of
these.

• Elementsi ∈ I \ I ′ contribute tôy. There are at mostζs/2 of these.
It is clear that| supp(̂y)| ≤ ζsand‖̂z‖1 ≤ ‖z‖1 + η, as desired. The runtime is easy to verify. �

B One-layer Hashing Construction
Lemma 25 (expanding property). For any ǫ ∈ (0, 1/4), k ≥ 1, α ≥ 1 and N= Ω(αk), a random one-layer
(B, d) hashing scheme gives an(αk, ǫ) bipartite expander with probability≥ 1−1/Nc, where B= Ω(αk

ǫ
) and

d = Ω(1
ǫ

log N
k ).

Lemma 26 (isolation property). For anyǫ, ζ ∈ (0, 1/4), k ≥ 1, α ≥ 1 and N= Ω(k/ǫ), a random one-layer
(B, d) hashing scheme gives a bipartite graph with(L, ǫ, ζ)-isolation property with probability≥ 1− 1/Nc,
where B= Ω( k

ζǫ
), d = Ω( 1

ζǫ
log N

k ), L = O(k/ǫ).

If we combine Lemma 25, Lemma 26 and Theorem 11, we have a cleanformulation, in the language of
expanders, of the result on weak system in [19].

B.1 Proof of Lemma 25

Proof. Let ps be the probability of a fixed set ofs elements hashed into less than (1− ǫ)ds elements. By
symmetry this probability is independent of thespositions and thus is well-defined. Hence the probability

Pr{hashing does not give an expander} =
4k∑

s=2

(
N
s

)
ps. (B.1)

Our goal is to show that

ps ≤ exp
(
−csln

eN
s

)
(B.2)

for some absolute constantc > 2, for which it suffices to show that

ps ≤ exp

(
−csln

N
k

ln
Ck
s

)
(B.3)

for somec,C > 0. Indeed, it follows from (B.3) that

ps ≤ exp

(
−csln

N
k

ln
Ck
s

)
≤ exp

{
−cs

(
ln

N
k
+ ln

Ck
s

)}
= exp

(
−csln

CN
s

)

and (B.2) holds. Assume for the moment that (B.2) is proved, then we can bound (B.1) to be
αk∑

s=2

(
N
s

)
ps ≤

αk∑

s=2

exp
{
sln

eN
s
− csln

CN
s

}

≤
αk∑

s=2

exp

{
−(c− 1)sln

C′N
s

}

≤
αk∑

s=2

exp
(
−(c− 1)slog N

)
<

1
Nc′

as desired.
Now we computeps. Fix a setS of s elements. Suppose that they are hashed intoXi (i = 1, . . . , d)

buckets ind repetitions, respectively. We have that 1≤ Xi ≤ sand
∑

Xi ≤ (1− ǫ)sd. Define the event

Ei(Xi) = {S is hashed intoXi rows in i-th reptition},
and we shall compute Pr{Ei(Xi)}.

When Ei happens, there ares− Xi repetitions. Consider we hash the element one by one, choosing
b1, . . . , bd ∈ {1, . . . , B} sequentially. We have a collision when selectingbi if bi ∈ {b1, . . . , bi−1}. The
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probability that a collision occurs at stepi, even conditioned onb1, . . . , bi−1, is at mosti/B ≤ s/B. Therefore,

Pr{Ei(Xi)} ≤
(

s
s− Xi

) ( s
B

)s−Xi

.

Hence

ps =
∑

Pr{E1(X1), . . . ,Ed(Xd)} =
∑ d∏

i=1

(
s

s− Xi

) ( s
B

)s−Xi

=
∑( s

B

)sd−
∑

Xi
d∏

i=1

(
s

s− Xi

)

where the summation is over all possible configurations of{Xi}. Invoking the combinatorial identity
∑

k1+k2+···+km=n

(
r1

k1

)(
r2

k2

)
· · ·

(
rm

km

)
=

(
r1 + r2 + · · · + rm

n

)
(B.4)

and writingX =
∑

Xi , we see that

ps ≤
(1−ǫ)sd∑

X=d

( s
B

)sd−∑ Xi
(

sd
sd−

∑
Xi

)
≤

d∑

X=ǫsd

(
sd
X

) ( s
B

)X

Now we invoke Chernoff bound
n∑

k=ǫn

(
n
k

)
λk ≤

(eλ
ǫ

)ǫn
, λ < ǫ (B.5)

to obtain that

ps ≤
( es
ǫB

)ǫsd
≤ exp

(
−cslog

N
k

ln
Ck
s

)

as desired, where the constantsc,C > 0 can be made arbitrarily big. �

B.2 Proof of Lemma 26

Proof. Let S be a set of sizes≤ L. We shall bound the probabilityps (which is defined by symmetry) that
at leastǫs elements ofS collide with each other in at leastζd repetitions. When this happens, there are at
leastǫζds colliding element-repetition pairs. As in Lemma 25 it suffices to have (B.3) for somec,C > 0
that can be made arbitrarily large.

In one repetition, one element ofS collide with others with probability≤ s/B. By a coupling argument
as in [19], among allsdelement-repetition pairs with expectedµ = s2d/B failed pairs, there are at leastζǫsd
failed pairs with probability

(
eµ
ζǫds

)ζǫsd

=

(
es
ζǫB

)ζǫsd

≤ exp

(
−cslog

N
k

ln
Ck
s

)

as desired, where the absolute constantsC, c > 0 can be made arbitrary large. �

C Proof of Lemma 12
Proof. Let ps be the probability of a fixed set ofs elements hashed into less than (1− ǫ)ds elements. By
symmetry this probability is independent of thespositions and thus is well-defined. Hence the probability

Pr{hashing does not give an expander} =
4k∑

s=2

(
N
s

)
ps. (C.1)

Similarly to Lemma 25, it suffices to show that

ps ≤ exp
(
−csln

N
k

)
(C.2)
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Assume for the moment that this is proved, then we can bound (C.1) to be
4k∑

s=2

(
N
s

)
ps ≤

4k∑

s=2

exp
{
sln

eN
s
− csln

N
k

}

≤
4k∑

s=2

exp
{
sln(eN) −

c
2

sln(eN)
}

(k ≤
√

N/e)

≤
4k∑

s=2

exp
(
−

(c
2
− 1

)
slog(eN)

)
<

1
Nc′

as desired.
Now we prove (C.2). Fix a setS of selements. The outer layer of hashing hasd1 blocks of sizeB1, and

let Yi (i = 1, . . . , d1) be the number of hashed row of thes elements ini-th block. The inner layer hasd1d2

blocks, indexed by (i, j)1≤i≤d1,1≤ j≤d2 of sizeB2, and letXi j be the number of hashed row of theselements in
the (i, j)-th block. Define the events

Ei(Yi) = {S is hashed intoYi rows in i-th outer block}
Ei j (Xi j ) = {S hashed intoXi j rows in (i, j)-th inner block}

First we calculate Pr{Ei}(Yi). Consider we pick a row at one time for an element inS in order. WhenEi(Yi)
happens there are at leasts− Yi collisions, hence

Pr{Ei(Yi)} ≤
(

s
s− Yi

) (
s

B1

)s−Yi

and similarly

Pr{Ei j (Xi j )|Ei(Yi)} ≤
(

Yi

Yi − Xi j

) (
Yi

B2

)Yi−Xi j

It follows that

ps =
∑

Pr{E11(X11), . . . ,Ed1d2(Xd1d2)|E1(Y1), . . . ,Ed1(Yd1)}Pr{E1(Y1), . . . ,Ed1(Yd1)}

≤
∑∏

i

Pr{Ei}(Yi)
∏

i, j

Pr{Ei j (Xi j )|Ei(Yi)}

≤
∑∏

i

(
s
Yi

) (
s

B1

)s−Yi

·
∏

i, j

(
Yi

Xi j

) (
Yi

B2

)Yi−Xi j

≤
∑(

s
B1

)sd1−
∑

Yi
(

s
B2

)d2
∑

Yi−
∑

Xi j ∏

i

(
s
Yi

)∏

i, j

(
Yi

Xi j

)

where the summation is taken over all possible configurations of {Xi} and{Yi} so thats≥ Yi ≥ maxj Xi j and∑
Xi j ≤ (1− ǫ)sd1d2.
Invoking the combinatorial equality (B.4) and lettingX =

∑
Xi j andY =

∑
Yi, we obtain that

ps ≤
sd1∑

Y=d1

(
sd1

Y

) (
s

B1

)sd1−Y min{d2Y,(1−ǫ)sd1d2}∑

X=d1d2

(
d2Y
X

) (
s

B2

)d2Y−X

≤
(1−ǫ/2)sd1∑

Y=d1

(
sd1

Y

) (
s

B1

)sd1−Y d2Y∑

X=d1d2

(
d2Y
X

) (
s

B2

)d2Y−X

+

sd1∑

Y=(1−ǫ/2)sd1

(
sd1

Y

) (
s

B1

)sd1−Y (1−ǫ)sd1d2∑

X=d1d2

(
d2Y
X

) (
s

B2

)d2Y−X

=: S1 + S2 (C.3)
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We boundS1 andS2 separately. First,

S1 ≤
(1−ǫ/2)sd1∑

Y=d1

(
sd1

Y

) (
s

B1

)sd1−Y (
1+

s
B2

)d2Y

≤
(
1+

s
B2

)sd1d2 sd1∑

Y= ǫ2 sd1

(
sd1

Y

) (
s

B1

)Y

It follows from Chernoff bound (B.5) that

S1 ≤
(
1+

s
B2

)sd1d2
(

es
ǫ
2B1

)ǫsd1/2

≤ exp

{
−1

2
ǫsd1

(
ln
ǫB1

2es

)
+ sd1d2 ln

(
1+

s
B2

)}

≤ exp

{
−

1
4
ǫsd1 ln

B1

k
+ c2ǫsd1d2

}
(sinceB1 & k/ǫ2)

≤ exp
{
−c3sln

N
k

}
(C.4)

where the absolute constantc2 > 0 can be made arbitrarily close to 0 and the absolute constantc3 can be
made arbitrarily large.

Now we boundS2. WhenY ≥ (1− ǫ/2)sd1 then
(1− ǫ)sd1d2

d2Y
≤ 1−

ǫ

2
.

Again invoking Chernoff bound,
(1−ǫ)sd1d2∑

X=d1d2

(
d2Y
X

) (
s

B2

)d2Y−X

≤
(

es
ǫ
2B2

)d2Y−(1−ǫ)sd1d2

≤
( s
C′k

)d2Y−(1−ǫ)sd1d2

whereC′ > 0 is an absolute constant which can be made arbitrarily large. So

S2 ≤
sd1∑

Y=(1−ǫ/2)sd1

(
sd1

Y

) (
s

B1

)sd1−Y ( s
C′k

)ǫsd1d2/2

≤
(ǫ/2)sd1∑

Y=0

(
sd1

Y

) (
s

B1

)Y ( s
C′k

)ǫsd1d2/2

≤ 2
( s
C′k

)ǫsd1d2/2

It immediately follows, similarly to upper-boundingS1, that

S2 ≤ exp

{
−c4sln

N
k

ln
C′k

s

}
, (C.5)

wherec4 > 0 can be made arbitrarily large. Plugging (C.4) and (C.5) into (C.3) we see that (C.2) holds.
This completes the proof. �

D Proof of Lemma 14
Proof. Fix a setS of size s. Let eventE be that at least (1− ǫ/2)s elements inS are isolated in at least
(1− ζ/2)d1 first-layer buckets. Similarly to Lemma 26 we know that

Pr{Ec} ≤
(

c′s
ζǫB1

)ζǫsd1

≤ e−cslog N
k

wherec′ is an absolute constant andc > 0 can be made arbitrarily large. In the above we used that factthat
sinceB1 = Ω(k/(ζαǫ2α)) it holds that

ln
ζǫ2B1

c1k
≥

(
1−

1
α

)
ln

B1

k
.

Conditioned on the eventE. Among the (1−ǫ/2)selements we shall show that at least (1−ǫ) of them are
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isolated in at least (1− ζ)d1d2 second-layer buckets. That means, there are a total of at least ǫ2
η

2 sd1d2 failed
element-reptitions. But now, the probability of each collision is always bounded bys/B2 even conditioned
on previous outcomes, and we can proceed as in Lemma 26 to conclude that there are at leastθζǫsd1d2 (for
some absolute constantθ) with probability at most

(
es
θζǫB2

)θζǫsd1d2

≤ e−c′′s log N
k ,

as desired, where the constantc′′ > 0 can be made arbitrarily large. �

E Proof of Lemma 17
Proof. As an outer code, use Reed-Solomon over an alphabet of sizeβ/ logβ. This is concatenated with a
random code of length logβ as an inner code. The inner code can be decoded in constant time from a lookup
table of sizeβ and the outer code can be decoded by solving a linear system ofsize approximatelyβ in time
O(β2). To encode theβ bits of the inner code, proceed as follows.

To encode a single bitb ∈ {0, 1}, replace each rowρ of Φ with a 2-by-N submatrix. In columni of ρ,
replace each 1 with a height-two column

( ρi
0
)

or
( 0
ρi

)
depending onb. For decoding in the presence of noise,

consider any
( a

b
)

to be arelaxedencoding equivalent to
( ρi

0
)

if |a| > |b| and
( 0
ρi

)
otherwise. Replace each 0

with a height-2 column of zeros.
Overall we use a Weak system (Theorem 11) with a (Θ(k),O(1)) bipartite expander that exhibits a

(Θ(k), d) hashing scheme, whered = Θ(log(B/k)). We know that there existΩ(k) heavy hitters, each
dominates the buckets where it lands inΩ(d) repetitions. In each such repetition, our bit encoding scheme
ensures that the associated bit can be recovered successfully, hence for each of such heavy hitter, we shall
collectΩ(d) bits, enough to recover the message ofβ bits.

The runtime isO(Bβ2 log(B/k)) for exhaustive recovery in the Weak system. �

F Proof of Lemma 18
Proof. Combining Lemma 12 and Lemma 14, one can show that there exists an (4s, ǫ)-expander such that

(a) the expander exhibits a (B1, d1, B2, d2) hashing structure, where the parameters are as in Lemma 14;
(b) the expander satisfies the (O(s/ǫ),O(ǫ),O(1))-isolation property;

As in the proof of Lemma 23, suppose that|xi | ≥ ǫ/s for all i ∈ supp(y), otherwise we can place the
violated i’s into z, causing‖z‖1 to increase by at mosts · ǫ/s = ǫ, so we would have‖z‖1 ≤ 2. Call the
elements in supp(y) heavy hitters. If| supp(y)| ≤ s/8 our goal is automatically achieved, so we assume that
| supp(y)| > s/8.

Step 1.Overall we know from Remark 24 that we have at mosts/8 decoys, or, we can recover| supp(y)|−
s/8 heavy hitters from the second-layer bucket values, where successful recovery means that each of them
dominates in at leastα2d1d2 second-layer buckets, i.e., the bucket noise is at mostν = ǫ/(2s). For each
of them, in at leastβ1d1 of d1 outer repetitions, it dominates in at leastβ2d2 inner repetitions, where (1−
β1)(1− β2) > 1− α2. Because whenever an element dominates in the second-layerbucket, it must dominate
the first-layer bucket incident to that second-layer bucket, we conclude that there exists a setS ⊆ supp(y),
|S| ≥ | supp(y)|−s/8, such that eachi ∈ S dominates at leastβ1d1 first-layer buckets among alld1 repetitions,
and in each of such repetitions, it dominates at leastβ2d2 second-layer buckets.

We can choose the hidden constants in the expander parameters such thatβ1 ≥ 1 − ζ andβ2 matches
the error tolerance of the coding scheme we described in Lemma 17, whereζ is the parameter we set in
Section 4.1.

Step 2. It follows from above that eachi ∈ S will be recovered in at leastβ1d1 outer repetitions, since
its bucket value is≥ ǫ/s− ν ≥ ǫ/(2s). Indeed, in every repetition of outer hashing, we collect top O(s/ǫ)
(first-layer) buckets, so we will include every bucket with value≥ ǫ/(2s), and thus the heavy hitteri. In
this case, the message associated with the heavy hitter willbe recovered correctly, as the inner encoding can
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tolerate 1− β2 fraction of error. Therefore we know that for eachi ∈ S, the associated messages will be
correctly recovered inβ1d1 outer repetitions.

Step 3.As described in the previous section, we shall form a graphG̃. Note that fori ∈ S, β1d1 nodes in
the column are good nodes (i.e., with correct message). For each of them, perform a breadth-first search of
O(logδ d1) steps, collecting at mostdc

1 nodes. Since the column contains at most (1− β)d1 ≤ ζd1 bad nodes,
by Theorem 5 and Property (d) of our choices of parameters, there exists a good node in thei-th column
such that if we perform a breadth-first search ofc logδ d1 steps, we shall collectαd1 good nodes which are all
in the i-th column. The Parvaresh-Vardy code with our choice of parameters (Property (b) and (c)) enables
us to include it in the list. We shall briefly describe the decoding below. Having collected at mostdc

1 points
(x, r(x)) ∈ Fm+1, we consider all polynomialsQ(x, y0, . . . , ym−1) of degree at mostdX = αd1−(h−1)mlogB1

N
in its first variable and at mosth − 1 in each such thatQ(x, r(x)) = 0 for all i. Our choice of parameters
(Property (c), i.e.,dXhm > dc

1) guarantees that suchQ exists. Then, the existence ofαd1 good nodes (in the
BFS visited nodes) indicates that the equation

Q(x, fi(x), ( f h
i modE)(x), . . . , ( f hm−1

i modE)(x)) = 0

hasαd1 roots inF for fi corresponding to the coordinatei ∈ S. By our choice of parameters (Property (b)),
the univariate polynomialQ(x) has degree less thanαd1 and must be identically zero. This means thatfi(x)
is a root ofQ∗(z) = Q(x, z, zh, . . . , zhm−1

) = 0 overF[x]/E(x). We can findfi by factoringQ∗ and thus recover
the positioni of the heavy hitter.

In the end, our candidate list will contain alli ∈ S, that is, we shall have recovered| supp(y)| − s/8 heavy
hitters.

Number of Measurements.The number of measurements isO(B2d1d2) = O(ǫ−2slog(N/s)).

Size of Look-up Table.The inner decoding uses a look-up table of sizeO(log B1) = O( s
ǫ
+ log log N

s ). The
algorithm also stores the expander graphG, which takes spaceO(d1). Both are smaller than the space cost
of the recovered graphO(sd1/ǫ), so their contribution to the space complexity can be neglected.

Runtime. For each ofd1 repetitions, we shall recover every bucket with value≥ ǫ/(2s) in O(B1 log3(B1/k)) =
O(s1+β poly(logN, 1/ǫ)) time. There areO(s/ǫ) of them in each repetition. Then we form a graph of size
O(sd1/ǫ). Forming this graph takes timeO(s1+β poly(logN, 1/ǫ)) from the argument above. Then we do
breadth-first search ofc logδ d1 steps on every node. Each BFS takesO(dc

1) time. Each decoding of the BFS
nodes takes poly(d1, log |B1|) = poly(logN, 1/ǫ) time, and can be done deterministically (see, e.g., [3, Theo-
rem 4.3]), since|F| has a small characteristic. Hence extracting heavy hittersi from the recovered graph̃GN

takes timeO(spoly(logN, 1/ǫ)) and therefore, the overall runtime isO(s1+β poly(logN, 1/ǫ)). In the end,
we shall obtain a candidate list of sizeO(spoly(logN, 1/ǫ)). �

G Proof of Theorem 20
Proof. Suppose that in Lemma 18, the exponent of 1/ǫ in runtime isc = c(β, γ) > 2. Chooseα < 1 such
thatαc > 1/2.

Using Lemma 18 for identification and Theorem 11 for estimation, with appropriate choice of constants,
we claim that at the beginning of thej-th step,x = y + z, where| supp(y)| ≤ k/2 j and

‖z‖1 ≤ 1+ ǫ
(
1+ α + α2 + · · · + α j−1

)
.

We shall prove this claim by induction. Lettings= k/2 j , η = ǫ(1−α)α j for identification, which introduces
at mostη into the tail and the tail remains at most 3/2 by assuming that all head items, i.e., the non-zero
elements iny, are all larger thanη/s.

The identification procedure returns a candidateI that contains 3/4 fraction of supp(y) (note that when
the head is flat, we can change supp(y) to be a superset that satisfies this condition without changing the
norm ofz). Then the estimation procedure, withs= O(k/2 j) andη = ǫα j+1 will give us

x = x̂ + ŷ + ẑ,
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Algorithm 3 Toplevel System

Input: Φ, Φx, N, k, ǫ
Output: x̂

x̂← 0
µ← Φx
for j ← 0 to logk do

Run Algorithm 1 onµ with lengthN, s← k/2 j , η← ǫ
γ j (1−γ) and obtain a candidate listI

Run Algorithm 2 on candiate setI with s← k/2 j andη← ǫγ j

Let x′ be the result
x̂← x̂ + x′

µ← µ −Φx′

end for
return x̂

where| supp(x)| = O(s), | supp(̂y)| ≤ s/2 and

‖̂z‖1 ≤ ‖z‖1 + ǫ(1− α)α j + α j+1 = ‖z‖1 + α j .

It is easy to verify that‖ẑ‖1 ≤ 1+ ǫ/(1 − α) = O(1) and thus Lemma 18 for identification and Theorem 11
can be applied at the next round and the inductive hypothesisis satisfied. Therefore, in the end we shall
obtain that

‖̂x − x‖1 ≤
(
1+

ǫ

1− α

)
‖x − xk‖1.

The number of measurements used for identification is

O


∑

j

1

ǫ2α2 j
·

k

2 j
log

N
k
2j

 = O


k

ǫ2

∑

j

(
1

2α2

) j (
j + log

N
k

) = O

(
k

ǫ2
log

N
k

)

and the number of measurements used for estimation is

O


∑

j

1

ǫ2α j
·

k

2 j
log

N
k
2j

 = O


k

ǫ2

∑

j

(
1

2α

) j (
j + log

N
k

) = O

(
k

ǫ2
log

N
k

)

hence the total number of measurements isO(ǫ−2k log(N/k)) as claimed.
It can be verified in a similar way that total runtime isO(k1+β poly(logN, 1/ǫ)).
Finally, replacingǫ with (1− α)ǫ completes the proof. �
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