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Dyson-Schwinger equations determine the Green functions G"
(a, L) in quantum field theory. Their solutions are triangular se-
ries in a coupling constant « and an external scale parameter L for
a chosen amplitude r, with the order in L bounded by the order in
the coupling.

Perturbation theory calculates the first few orders in «. On
the other hand, Dyson-Schwinger equations determine next-to!}-
leading log expansions, G’ («, L) = 1+ Y2, 3", pMod M(u). 3",
sums for any finite j a finite number of functions .M in u. Here, u
is the one-loop approximation to G, for example, for the (inverse)
propagator in massless Yukawa theory, u = «L/2.

The leading logs come then from the trivial representation,
e.g. M(u) = 1— +/1 — 2u in massless Yukawa theory. The respec-
tive period atj = O'is péuu) = 1. All non-leading logs are organized
by corresponding suppressions in powers o

We describe an algebraic method to derive all next-tol}-leading
log terms from the knowledge of the first (j+ 1) terms in perturba-
tion theory and their filtrations. This implies the calculation of the
functions M (u) and periods pj’f“.

In the first part of our paper, we investigate the structure of
Dyson-Schwinger equations and develop a method to filter their
solutions. Applying renormalized Feynman rules maps each fil-
tered term to a certain power of « and L in the log-expansion.

Based on this, the second part derives the next-to¥)-leading log
expansions. Our method is general. Here, we exemplify it using
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the examples of the propagator in Yukawa theory and the photon
self-energy in quantum electrodynamics. In particular, we give ex-
plicit formulas for the leading log, next-to-leading log and next-
to-next-to-leading log orders in terms of at most three-loop Feyn-
man integrals. The reader may apply our method to any (set of)
Dyson-Schwinger equation(s) appearing in renormalizable quan-
tum field theories.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction and results

In this section, we give a short introduction as well as a presentation and discussion on the type of
results we obtain in this paper.

1.1. Introduction

The usual way to compute a physical probability amplitude is to replace each term of the pertur-
bative series in the coupling « by a sum of Feynman graphs. Applying renormalized Feynman rules &g
to all such graphs translates this sum of graphs to the physically observable renormalized Feynman
amplitude, say a Green function Gg(c, L, 6), at least as a formal series.

@ evaluated on a graph is a polynomial in a suitably chosen external scale parameter L = log S /Sy,
@ = dg(L). L depends for example on the center of mass energy S given by the underlying process,
with Sy fixing a reference scale for renormalization.

Further dependences are scattering angles, collected in @g(L, 6) by a set of variables 0. These are
dimensionless parameters incorporating dependences on scalar products p; - p;/S or masses mi2 /S.
Throughout, we assume we leave those scattering angles unchanged for the renormalization point. A
discussion of this point can be found in [1,2].

Therefore, any renormalized Green function Gy can be written as a triangular expansion

Gr(@, L) =14 )Y yiu@®aML =14+ 3 " pH @)l M(w), (1)

j=0 i=1 j=0 M

called the ‘log-expansion’. Here, o denotes the perturbative parameter, a coupling constant say, and
Yij,i are some functions in 6. We have pg‘ = 1.Forj > 1,the p]‘.M (0) may depend on 6 and are obtained
from the first (j 4+ 1) terms of a perturbative expansion in the coupling. M (u) = Zf:ol q;"f u' is a series
inu = al/2! with q;‘j € Q. These series are determined from their counterparts in the universal
enveloping algebra of Feynman graphs that we detail below, see also [1].

Such a form of the Green functions in a renormalizable field theory is a consequence of the Hopf
algebra structure of Feynman graphs [3]. One starts from the fact that all superficially divergent
one-particle irreducible (1PI) Feynman graphs of any physical quantum field theory generate a Hopf
algebra .

This allows us to introduce Dyson-Schwinger equations (DSEs) as fix-point equations for Feynman
graphs upon using Hochschild cohomology [6]. See [7] for an effective application of these mathemat-
ical structures to the automatization of perturbative renormalization, graph generation and graph
counting.

1 Note that in general, u o «L. Since we mainly consider the Green function for the Yukawa fermion propagator, the
proportionality factor is 1/2. For the QED photon self-energy Green function that is also considered in this paper, one finds
u=4/3al.
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Given a quantum field theory, one always finds DSEs whose solution is simply related to the log-
expansion (Eq. (1)) by applying renormalized Feynman rules ®. Loic Foissy classified exhaustively
the structure of possible DSEs [8].

We apply our approach to two exemplary cases: first, to the fermion propagator

1 1
41— Z(a, 1) 4PrXyu)
occurring in Yukawa theory. Xy, represents an infinite sum of graphs that satisfies the DSE

. F ., T
Yo = 1= Y o8 (x7™). (3)
j=1

S =

Secondly, to the photon self-energy
g;w - auav _ g;w - auav
(1 — (e, L)) qz(pR(XQED)
occurring in quantum electrodynamics (QED). The infinite sum of graphs Xqgp satisfies the DSE

c T s
Xggo =1 — Y B} (XSED”) . (5)
j=1

Hp.v (Q) =

Note that acting with renormalized Feynman rules @ on Xy, and Xqep yields the log expansions
(Eq.(1)).

In Yukawa theory, one should consider systems of DSEs because there are no Ward identities. Here,
we restrict to a truncation eliminating vertex divergences for purposes of presentation.

Our paper consists of two parts. First, in Section 2, we give a brief overview on Hopf algebras and
DSEs. In particular, we relate the Hopf algebra of Feynman graphs to the Hopf algebra of words by
a morphism of Hopf algebras. Once the solution of a DSE is given in the Hopf algebra of words, we
describe the filtration method in Section 3.1. There, we rely on properties of renormalized Feynman
rules that we derive in Section 3.2. Finally, we present the filtration algorithm in Section 3.3.

In the second part of our paper, we describe a general method to derive the next-to'}-leading log
expansion in Section 4. In particular, we exemplify up toj < 2 for the Yukawa fermion propagator.
In Appendix A, we collect the respective results for the QED photon self-energy. In the filtrations of
the Yukawa fermion propagator Xy, and the QED photon self-energy Xqep, each term comes with a
multiplicity. We list some resulting series in these multiplicities in Appendix B.

In the remainder of this section, we summarize and discuss our results.

1.2. Results and discussion
Let us first concentrate on Yukawa theory, Eq. (3). To find the leading log expansion we can simplify
to
Xyuk = I — B (Xgh) - (6)

Feynman rules ¢y with massless internal propagators and a momentum scheme for subtraction turn
Eq. (3) into a differential equation for the corresponding anomalous dimension, which can be solved
implicitly [ 10]. If we are only interested in the leading log expansion the situation is even simpler. We
only have to solve

=M(u)=1—/udix, M(0) =1 = M) =1—4+/1-2u. (7)
1— M)

Indeed, only inserting the one-loop correction for the Yukawa fermion propagator,

1
Dr(I) = 5L (8)

into itself in all possible ways give graphs that contain leading log contributions.
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In our paper, we introduce a convenient matrix notation. []-bracketed matrices with a dot in the
upper left entry denote the functions M in one variable, say z € R. These functions occur in the log-
expansions (Eq. (1)) setting

L
Z— a®p(l) = % =u. (9)

In Section 4, we explain the notation and derive ordinary first order differential equations for these
objects. The respective differential equations depend on the corresponding DSEs (in our case, Eq. (3))
and are solved for Yukawa theory in Section 4. For the leading log order, we define

[e]w=1-+v1-2u (10)

(o]

with corresponding period p,” * = 1. The leading log expansion (j = 0 in Eq. (1)) finally yields

GrXvu . = po® ' [o] ). (11)
(@]

po  and [ e ](u) are also given in the first line of Table 1.
Eq. (7) is obvious as Feynman rules in a momentum scheme map the Hochschild one-co-cycle Bf

to the Hochschild one-co-cycle [ * dx on polynomials in the variable u = «L/2 [11].
To get the next-to-leading log expansion, we consider two contributions: the insertion of the one-

loop propagator graph into itself gives a contribution u?/2 + p; 2141, The first term corresponds to the
leading log and the second term to the next-to-leading log expansion. There is also a contribution

pg' 1 ]u from the next Hochschild one-co-cycle provided by 7. The latter contribution occurs in Eq.
(3) that have a single appearance of I (beside several I';). We can therefore simplify to
X\(uk =I- OlB (XYuk) ZB (XYuk) (12)
This gives the next-to-leading log expansion (j = 1in Eq. (1)),

GRXvu) it = apl* ' [o ]<u>+ap£ ][ ](u) (13)

The functions [ e 1 ](u) and [5 ](u) as well as the corresponding periods are listed in lines (ii) and (iii)
of Table 1.

For the next-to-next-to-leading log expansion, there are several contributions, which we do not
summarize here. In Section 4.6.3, we derive

GR(XYuk)|n.n.ll _azp[ 0 1] [ 0 ] (u) + az [. 2] [ 2] (u)

2 [}(u)%—a p3 }[; (1)] (u)+a2p2[g] E] (u)
+apz[§(”[2 0}()

2 [®]a,a51 2 [.] [a1,0(ay,a1)]
ta a'p [ ][a ,az] (u) to [.][a1,@(a1,a1)] (u) (14)

with generating functions and periods given in lines (iv)—(xi) of Table 1.

Egs.(11),(13) and (14) and the respective periods (see the first column of Table 1) are in general, valid
for any DSE. However, the generating functions (2nd and 3rd column of Table 1) depend on the DSE.

For the QED photon self-energy, the corresponding DSE is given in Eq. (5). The respective generating
functions are listed in the third column of Table 1 and are much simpler. This is because there is no
insertion point in the Hochschild one-co-cycle Bf in QED. It follows that the mentioned differential
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equations for generating functions turn out to be ordinary equations. Note that in QED, we have
u = 4/3 «L instead of L/2.

The usual perturbative approach to quantum field theory does not suffice in high-energy regimes,
where aL ~ 1. There, it becomes significant to consider the log-expansion instead of perturbation
theory.

Our results simplify the calculation of the log-expansion in Eq. (1) drastically. One usually needs to
compute an infinite number of Feynman integrals of any loop-number. Using our results, the complete
next-tol!-leading log expansion only depends on at most (j+ 1)-loop graphs. For example, the leading
log order (Eq. (11)) only depends on the Feynman graph I'y. The next-to-leading log Green function
in Eq. (13) only depends on the graphs I'y, I'; and Bil (I'). The next-to-next-to-leading log expansion
only depends on the Feynman graphs

n, L, B, 3, B, B,
B (BY (). BImun,

see Eq. (14) and the periods in the first column of Table 1.

In summary, we filter the images of Feynman graphs (as in Eq. (15)) in a suitable universal envelop-
ing algebra that we construct below. This decomposition then yields ordinary first order differential
equations for generating functions .M. We solve for the functions .M, which are the coefficients for the
periods p]iM obtained in these filtrations.

The methods presented here are valid in general. One can apply the described techniques to any
DSE in any quantum field theory. One could also compute the log-expansion for systems of DSEs.
We expect that the generating functions then become solutions in systems of ordinary first order
differential equations. Here, we are content in exhibiting our approach. A structural analysis of its
mathematical underpinnings is left to future work.

We start with the introduction of necessary preliminaries.

(15)

2. Preliminaries
2.1. Hopf algebra of Feynman graphs

Let # be the vector space of 1PI Feynman graphs and their disjoint unions in a given quantum field
theory. (#, m, I) forms an associative and unital algebra, where I denotes the empty graph and m is
the disjoint union of graphs, serving as a product.

This algebra is graded by the loop number (the first Betti number) as an infinite sum of finite
dimensional vector spaces

I =% #HY, (16)
with #© = QI and augmentation ideal

A = @7, #O. (17)
Note that Cartesian products A],;, = .A;j C J¢ deliver a decreasing filtration Aﬁl c AL.

The associated graded spaces grj(Ay) = A{,/.A’,jl contain (I') := AH/A,jz gty (Ay) as the

linear span of graphs in first degree. We set gr, (4n) = ®; gtj(Ap).
J¢ acquires a co-algebraic structure by introducing a co-product A : # — H ® J that acts on
1PI graphs I" as

AN =18 +TI'®I+ Y y®I/y. (18)
yePI)

P (I') is the set of all proper sub-graphs y C I" such that y is the disjoint union of divergent 1PI
sub-graphs in I". The action of A on I and products of graphs is given by

Al=1QI, Aom:(m®m)or(2,3)o(A®A), (19)



0. Kriiger, D. Kreimer / Annals of Physics 360 (2015) 293-340

e e g o

Fig. 1. Some QED Feynman graphs that are used within this paper.

where 7(, 3) flips the second and third element of the fourfold tensor product. The co-product is co-
associative [3]. Together with a co-unit I: # — Kthat assigns a non-zero value only for I and
im=r1, (Jf A ]I) forms a co-associative and co-unital co-algebra.

The given construction implies that (¥, m, A, I, ﬁ) forms a bi-algebra as well.

Finally, (#, m, A, 1, 1, S) forms a Hopf algebra, abbreviated by #.S : #¢ — J¢ is the antipode that
fulfills

mo(S®id)oA=mo({d®S)oA=1Tol. (20)

J¢ is called the Hopf algebra of Feynman graphs. There have been various introductions to Hopf
algebras and in particular, to the Hopf algebra of Feynman graphs [7].
Graphs without sub-divergences form primitive elements. By Eq. (18), their reduced co-product,

AN =AM —1QT —T' Q1 (21)

vanishes.
For each such primitive element I" € J#, A(I") = 0, we define a grafting operator Bi T H > H
that linearly inserts its argument graph(s) into I". For example,

B Uy Uy) = yip, (22)
see Fig. 1 for the QED Feynman graphs y; and y4 p.
Furthermore, we have Bi (I) := TI. If the insertion is not unique, the result is a sum over all

possibilities, for example

1
B (y1) = 3 (J/l,a + Y1p + )/l.c) . (23)

The graphs y1, ¥1,4, Y1, and y; . are defined in Fig. 1.

The Bi are Hochschild one-co-cycles by definition [13,14] (this quite typically implies that one
works in a quotient Hopf algebra with division by an ideal and co-ideal defined by suitable Ward
identities, see [ 14] and references there)

AoBl () =B () @I+ (id®B)oA(). (24)

They generate the co-radical filtration and the associated grading by sub-divergences. To define
the co-radical filtration, set G’il = (J and forj > 0 set

G'=a""(Hex”+G,@K). (25)
This is an increasing filtration, Gj” Gj’il, and we set gt*(#) = GH/ ! ., so the first degree
elements are given as

gt' (#) = G /GH = (I" € Ay|A(I") = 0}. (26)
In this filtration,

2B! o B.() ~ m (BL.(D ® BL. (D)), (27)

so they are the same element in ge?(#) = G;’ /Gt an algebraic fact that by @y is the starting point for
the existence of the renormalization group [11,2].

Hochschild closedness Eq. (24) will also be essential when we relate a general DSE and its solution
to the Hopf algebra of words in Section 2.3. This relation is reminiscent of the flag-decomposition [11]
which appears when analyzing renormalized amplitudes as a limiting mixed Hodge structure.

We now turn to the Hopf algebra of words, for which the decreasing and increasing filtrations gr,
and gr* above exist analogously.
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2.2. Hopf algebra of words

Let F,y be the vector space of words and ¢, C # be the sub-space of letters. We need to collect
some properties of J,,. In the remainder of our paper, we abbreviate letters by a, b, c, ay, a;, ... and
words by u, v, w, wg, wq, W, . ... Concatenation of letters creates words, e.g., ab and au form new
words.

Let furthermore ® : ¥, x #, — Jf be a commutative and associative map that assigns a new
letter to any two given letters. It is always assumed that #; is completed if necessary so that it contains
all images of ®.

Using this map, we can recursively define the shuffle product my : #Hw ® Hw — Hw (also
denoted by 1g) as

my (au ® bv) := auwgbv = a(uwebv) + b(au wegv) + @(a, b)(uwev), (28)
my U Iy) =u= myly S u), (29)

where on the rhs of Eq. (28) any word in brackets is concatenated from right to the respective letter.
The so defined shuffle product is commutative and associative® [15]. Thus, (Hw, mw = g, Iw)
forms an associative and unital algebra.

Jtw acquires a co-algebraic structure by introducing the co-product Ay : Hw — Hw ® Hy and
the co-unit ﬁw . Hyw — Kacting on words as

A 1, w=1I
Aw(w) = Z u®v, Iw (w) = {0, else. " (30)
vu=w
For example, the co-product of the word abc is
Aw (abc) =Ty ® abc + c ® ab + bc ® a + abc ® Iy . (31)

(,%’W, mw, Iw, Aw, ﬁw) forms a bi-algebra as well.

Finally, (#w, mw, Aw, Iy, i, Sw) forms a Hopf algebra, called the Hopf algebra of words. The
antipode Sy : #Hw — Hy fulfills

mw o (Sw ®id) o Ay = my o (id ® Sw) o Aw = Iy o L. (32)

For more details on the Hopf algebra of words, the reader may consult the textbook of Reutenauer [15].
We finally introduce the grafting operators. The primitive elements of J,, are all letters, since
Aw(a) = Iy ® a + a ® I. We then define

B (u) = au, (33)

which means that B, concatenates the letter a from left to its argument word (or sum of words since
B¢ acts linearly). The reader may check using Eqgs. (30) and (33), that the BY are indeed, Hochschild

one-co-cycles,

Aw o B} () =B, (1) Iy + (id ® B}) o Aw (u). (34)

Note that gt (s, ) is the linear span of words that cannot be written as a shuffle product, in
analogy to the definitions for #. Similarly, gt! (#) can be identified with the completed set of letters.

2 Note that the symbol u is used twice in this paper: It denotes the word u € J¢y and it abbreviates u = «L/2.In the following
sections, we only use u € Hy .

3 In some references, this product is called a quasi-shuffle product.
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2.3. Isomorphism between # and Hy,

We can now relate the Hopf algebra of Feynman graphs to the Hopf algebra of words. Indeed, there

exists a unique Hopf algebra morphism 7" : # — # that fulfills

D =lw,
myo(Y®Y)=7Tom,
ﬁWoT:Toﬁ,
Ay o T =(TY®7T)o A,
SwoY =708,

BY o =7 0B

35)
36)
37
38
39)
40)

~— ~—

(
(
(
(
(
(

It respects the Hopf algebraic structures. The existence of such a morphism is guaranteed by the fact
that the grafting operators are Hochschild one-co-cycles [ 16]. For example, Egs. (35) and (40) give

T (I) =7 o B (1) = BY o Y (I) = BY (Iy) = a,
(T assigns the letter a, to the primitive Feynman graph I7,).

(41)

We give another example. Consider the last graph in Fig. 1. With ® (a4, a4, a;) = ©(ay, ©(a;,

ap)), we find
T(yip) =7 0B (I UM UTY)

=By o T om(In @ m (I ® I1))
=Bl omy o (Y (M) ®Y om (It ® I'))
=B omy o (a1 ® my (a1 @ ay))
=B (a1 We (a1 Wear))
=Bl (a1 we Qaa; + O (a1, a1)))
=B} (6a1a1a1 + 3010 (a1, 1) + 30 (a1, a1) a; + O (ay, a1, ay))

=6a1a1a:1a; + 301010 (ay, a1) + 34,0 (a1, ay) a1 + 10 (ay, a1, ay) .

(42)

The Hopf algebra morphism 7" allows us to translate any DSE to the Hopf algebra of words. In

particular, applying 7" to Egs. (3) and (5) and using Egs. (35)-(40) yields

j pdi We(1-2j
Wy =71 (XYuk) =Iw — ZO!JB_'J_ (WYukO( j)) ,
j=1
- a Ll o (1—f
Waep = T (Xqep) = Iw — Za’Bi (WQEDO( ”) )
=1
QED Yuk

Here, we drop any further subscript on letters, hence a~ = g; and ™ =aj.

We finally solve Eqgs. (43) and (44) via the Ansdtze

— ., Yuk n, Yuk _.,,QED n,, QED
Wyw = wy — E aw, T, Woep = wy — — E o w,;
n>1 n>1

and obtain

n—1 n—j 2524k ti>1
— 24+ a
w(\)(uk Ty, w:uk =a, E E ( J K ) B_{_ ( E wz{fk e ...

ti+-He=n—j

n—1 n—j J 24k ti>1
— @
w(()lED:]Iw, w,?ED:an—i- < k >Bi ( Z ngDLU@...

t1 4+ tg=n—j

(43)

(44)

(45)



302 0. Kriiger, D. Kreimer / Annals of Physics 360 (2015) 293-340
The first orders are w?ED =a, ngD
can also be used for any other DSE [6].

Renormalized Feynman rules linearly act on words as

= a; and w‘{”k = a4, all others are recursively given. This Ansatz

Y =Pro T ! (48)

and ¥ (@"w,) = o"Wr(w,) o " in the log-expansion (Eq. (1)). The remaining question is now:
which part of W maps to which power of the external scale parameter L in the log-expansion (Eq.
(1))? We will answer this question in the next section, in full accordance with the blow-ups needed
for Feynman integrands from the viewpoint of algebraic geometry [11,2].

A remark is in order concerning the map 7" ~!. Its existence as a Hopf algebra morphism is not
obvious from the outset. Indeed, the map 7" from graphs to words can have a kernel precisely when
the map @ is trivial and the quasi-shuffle 1o becomes the ordinary shuffle 1 (see Lemma 2.1 and
Remark 2.2 in [11]).

Here, we assume that @ is non-degenerate and 7" acts on complete sums of graphs given by
iterations of maps Bf. Then 7 is invertible as a Hopf morphism.

3. Filtrations in Dyson-Schwinger equations

In the following, we filter the coefficients w, in the solution of any DSE (as occurring in Eq. (45)).
Each filtered term then maps to a certain power of L in the log-expansion (Eq. (1)).

We derive filtration rules for words (in general, w, is a sum of words) by considering their dual
elements in the universal enveloping algebra U .. We introduce U , as the dual Hopf algebra to #y
in the next section. Section 3.2 states and proves the two most important properties of renormalized
Feynman rules. This also explains how the filtration of words works. In Section 3.3, we finally present
a canonical filtration algorithm for arbitrary words and prove that it is free of redundancies.

3.1. The dual Hopf algebra to #y,

Let .£ be a vector space over a field K. Let furthermore [-, -] : £ ® £ — £ be a bi-linear map that
fulfills [x, x] = 0 as well as the Jacobi-identity

x .zl + [y, [z, x]] + [z, [x,y]] = O (49)

Vx,y,z € L. (L, [, -]) (or shortly .£) is called a Lie algebra and the bi-linear map [, -] (called Lie
bracket) is antisymmetric.

L acquires a descending series of sub-algebras £ = L1 > £ > £3 > ..., where £, is generated
by all [x, y] withx € £ andy € £,. In the following, we denote all basis elements of some Lie algebra
L that are not in £, by X1, X2, X3, ... and ask for a complete basis in terms of these x;. For example, is

[x1, x2] or [x2, x1] = —[x1, X2] a basis element of £? Both are linearly dependent.
We therefore consider the Hall basis [17], which exists for any Lie algebra. It requires a
lexicographical ordering of all elements in £, for example, let x; < x, < .-+ < [X1, %] < --- (it

does not matter which ordering we take as long as we choose one). We then define [x, X'] to be a
(Hall) basis element of £ iff both,

1. x, X' € £ are (Hall) basis elements with x < x/,
2. ifx' = [x", x"], then x > x”

are fulfilled. For example, [x1, X2 ], [x2, [X1, X3]] and [x3, [x1, X2]] are (Hall) basis elements while [x;, x1],
[x1, [x2, x3]] and [[x1, x2], X3] etc. are not.

The Lie algebra (£, [-, -]) is not necessarily an algebra. In general, it only comes with a Lie bracket,
not with an associative product. However, one can construct enveloping algebras, i.e. an algebra
(A, my, I,) such that there exists a homomorphism p, : £ — A fulfilling

M4 (PARX) ® pAY)) — Mu(0AY) ® P4 (X)) = pa([X, Y]) (50)
Vx,y € L.
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There may be several enveloping algebras but we can always find a unique universal enveloping
algebra (U (L), my, Iy,) up to isomorphism: for each enveloping algebra (A, my, I4) there exists a
unique algebra homomorphism pq,_, 4 such that the following diagram

£ —25 ue)

\ ipw (51)
PA

Ap

commutes. U(L) is unique (assume that there are two universal enveloping algebras U1(.£) and
U3 (L), then the homomorphism oy, .4, turns out to be an isomorphism).

Let us now construct the universal enveloping algebra for any Lie algebra £, which will prove its
existence as well. Consider the tensor algebra (T (L), ®, 1), where

T(£)=@£®"=Kea£ea(£®£)@... (52)

n>0
We define the sub-space I C T(L) as
I ={50xQy—y®x—[xy) ®t|x,y € L£; s, t € T(L)} (53)
(I'is a 2-sided ideal) and introduce equivalent classes of T (L),
[t(l={seT(L)Is—tel}. (54)

For example, [[x1, X2]] = {[x1, X2], X1 @ X2 — X2 @ X1, ...} and [x1 ®x; ®x3] = {X1 X2 ® X3, [X1, %] ®
X3+ X2 ® X1 @ X3, ...} etc.

All such equivalent classes together form a vector space, denoted by T(L)/I. The sum of two
elements [s], [t] € T(L)/I is well defined as [s + t]. We carefully abbreviate T (L) /I by U(L) and
define an associative product

My U(L) @ U(L) = U(L) (55)
acting on equivalent classes as
my ([s] ® [t]) = [s ® t]. (56)

Thus, (U(L), my, [1]) forms an algebra and together with the homomorphism pq; : £ — U(L)
defined as py () = [x]Vx € £, it is an enveloping algebra (Eq. (50) holds). Finally, U (L) is even the
universal enveloping algebra of ., since T (.£) fulfills the universality property in Eq. (51) as well [18].

It turns out that the universal enveloping algebra of a Lie algebra acquires a Hopf algebra structure.
Upon setting

Ay(X) =XIQI+I®[x] VxedL, (57)

it is determined from compatibility with the product my,.

For the Hopf algebra of words Jy, there exists a Lie algebra £ such that U(L) is dual to Fty
(Milnor-Moore theorem [18]).

The indicated Lie algebra is easily constructed. For each letter a;, a,, ..., ©(a;.a3), ... € H, C
Fw, we name one respective element x1, X3, ..., ©(X1,X2), ... € £/L,. Note that £ contains more
elements than J¢; (for example, there is no element [I;, [,] in #,, but [x1, X2] € £). This will be crucial
in the following.

Duality between #,, and U (L) allows us to uniquely define a linear and invertible map n : #y —
U(L) (see Section 3.3.2), such that

n(a;) = [xil, n(@(a;, a)) = [O(x;, x)], n(aia) = [x @ x], . .. (58)

Vi, j € N. In general, concatenation of words is the dual operation of multiplication in U(L).
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3.2, Renormalized Feynman rules: how the filtration of words works

We now give two crucial properties of renormalized Feynman rules, which we need for our
filtration method. The proofs are collected below.

1. Letu € Fy and [x] € U(L) be its dual element (n(u) = [x]). Ifx € T(L) is also an element of
£ C T(L), then renormalized Feynman rules map u to the L-linear part of the log-expansion in

Eq. (1),

Wr(u) oc L. (59)
2. Renormalized Feynman rules are character-like,
Wr(uwev) = Wr(u) - Yr(v) (60)

Yu, v € Fw, where the dot on the rhs of Eq. (60) represents usual multiplication. Furthermore,
Wr(a)/Lis a period Ya € #;.

Let us consider some examples before we turn to the proofs (in the following, i,j € N). Each
letter a € # has a dual element n(a) = [x] € U(L) such that x € £ (by construction of the dual
elements, see Eq. (58)). Thus, ¥(a;) o L and Yg(E (-, -)) o L. More interesting is the dual element of
a;a; — a;a; € Hy. Itis

n(aia; — a;a;)) = n(a;a) — n(gja;) = [x Q@ x;1 — [¥ @ x;] = [[xi, x;1] (61)

and [x;, x;] € L. Thus, (Yr(a;q; — a;a;)) L' although Wr(a;a;) also contains terms L2 [1].
Finally, we filter the word g;q; to

1 1 1
aa; = 5(1,' Wedj + 5[(1,‘, Clj] — 5@((1,‘, a]-). (62)
Here, we abbreviated a;a; — a;a; by the concatenation commutator [a;, g;] discussed in Section 3.3.2.
We treat concatenation (multi-)commutators of letters as a letter itself, since the respective dual Hopf
algebra element is primitive.

Note the information content of our filtration. The first term of Eq. (62) maps to L? under renormal-
ized Feynman rules and Eq. (60) tells us how to determine this L?>-term simply by calculating ¥x(a;)
and Y(a;). The other two terms of Eq. (62) map to L.

The possibility to calculate the L?-term in Eq. (62) out of the renormalized Feynman amplitudes
for a; and g; (Eq. (60)) finally leads to the desired relations between next-to¥-leading log orders and
terms up to @ (e/*!) in the log-expansion (Eq. (1)). We explore this in great detail in Section 4.

However, we first give the proofs for the necessary properties of Feynman rules stated above in
light in particular of the duality of #, and U(L). Terms linear in L can be interpreted in pq (£) C
U(L), and higher powers in L reflect terms in the quotient algebra U(L).

3.2.1. Proof of Claim 1

In the following, we assume that Bi (X) = 0implies X = 0, VX. If not, we have a degeneracy which
can appear in gauge theories and can be adopted by enlarging the Hopf algebra suitably.

As we stated before, renormalized Feynman rules map an element u that is dual to a Lie algebra
element as above to the L-linear part of the log-expansion in Eq. (1),

Yr(u) o L, (63)

see Eq. (59).
This is a direct consequence of the renormalization group action on a single graph. In fact, let I" be
a Hopf algebra element of fixed co-radical degree rr, I' € gr,.(G). Then, it allows for an expansion

Pp(IN) = Zrcf(e)y'. (64)
j=1
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One way of phrasing the renormalization group is as saying that the leading log comes from all
primitive renormalization parts of a diagram (see the scattering type formula in [4] and the S x Y
iteration of [5]):

[=cP AN, (65)

where ¢; is the functionc¢; : I' — clr. Here, we identified the tensor-product of values with their
product (C ®c C ~ C):

i H® - ®H > C. (66)
——— ———
Jj times

Note that cf’j is a symmetric function by construction.
This leads to a strict inequality on the co-radical degrees
Mrr) <Tr +7r, (67)

which implies the result, Eq. (59).

3.2.2. Proof of Claim 2
We also have that renormalized Feynman rules are character-like, (Eq. (60)),

Yr(uwev) = Yr(u) - Yr(v) (68)

Yu, v € Hy. This is a direct consequence of Chen’s Lemma [2,12] in this context.

To show that ¥R (a)/Lis a period Ya € #, is non-trivial only for letters in the image of ®. Therefore,
it suffices to consider Feynman graphs (with fixed labels on their edges) that are nested insertions of
primitive graphs into each other: a Hopf algebra element I” is a flag if there exists a sequence of
primitive graphs y;, 1 < i < rp, with

Arrfl(p) =y Q  Q® Vrp- (69)
Similarly, we say that a sum G of - flags G;,
G= ZQiGh qi € Q, (70)
i

is a symmetrized flag if there exists a sequence of primitive graphs y;, 1 < i < rp, with
ATTHGC) =) Vo) @+ ® Yotrp)- (71)
g

The )" _-sum is over rr-! unsigned permutations. Instead of having the full permutation group acting,
one could also make do with permutations so as to make the rhs co-commutative, if so desired.

For a given flag I', and hence given sequence of primitive graphs y;, 1 < i < rp, let nj be the
cardinality of the set

Xp={ aflag]A" " (M =y ® ¥}, (72)

sony = |Xr|.

A symmetrized flag is complete if g; = 1/n¢, in Eq. (70).

Finally, renormalized Feynman rules are a forest sum [2] in graph polynomials v/, ¢ (see [2] for
notation):

driFvr +¢f Yrf
%9 R/ff+¢ Yrf
o) = [ Y L7 L2 (73)
ferr Vi Vf

Here, ¢y = 0, ¥y = 1.
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The coefficient @} of the L-linear term is
1
@}%(F):/ Y — origls (74)
forA Vr Vi @risvr + &y

if the renormalization point preserves scattering angles.
We then have the following result on the angle-independence of symmetrized flags: for any
symmetrized flag G,

1
@ (G) :=Zqi¢;(n)=2qi/ PG ol (75)
i i L/f7f

fETri

This justifies that Y ~1(@ (., -)) is primitive in the Hopf algebra of Feynman graphs: to any set S of
letters, we can assign a unique complete symmetrized flag Gs of Feynman graphs corresponding to
the letters in S. We set ®(S) such that

WR(O(S)) = —DR(Gs). (76)

From Eq.(75) follows that ® (S) can indeed be regarded as a new letter in #, because itis independent
of scattering angles by construction.

We now prove Eq. (75): it follows immediately from writing Eq. (74) as elementary symmetric
polynomials in the variables ¢y, ¥, with x ranging over all necessary forests and co-forests, which is
possible precisely for symmetrized flags. Indeed, the denominator in Eq. (74)

Srir +drvrys (77)

is symmetric under exchange of ¢ <> 1, while in symmetrized flags, we also have co-commutativity
which ensures symmetry under I" /f <> f. Hence, in the sum for symmetrized flags, the factor

Sr s
brisy + G ¥ryys

in Eq. (74) turns to unity. This proves Eq. (75).

Let us consider an example: Have a look at the first two graphs in Fig. 1. The graph y; has three
vertices, the graph y; has five.

Accordingly, there are three graphs y4;, 1 < i < 3, obtained by replacing a vertex of y; by y», and
five graphs y»;, 1 < i < 5, obtained by replacing a vertex of y;, by y;.

We have the reduced co-products

(78)

Ayii=1®y, Y1<i<3, Api=y®y, VY1<i<s. (79)
Set

1(< 1(<
X= 3 (; J/l,i) + 5 (; Vz.i) . (80)

We have A(X) = y; ® ¥2 + ¥2 ® ¥1, 50 X is a symmetrized flag, and it is complete. Then,

1(< 1<
Dr(X) = 3 (; ¢R(J/1,i)> + 3 (; ‘PR(Vz.i)) . (81)

Using Eq. (74) and the reduced co-products above, we indeed find that the second Symanzik
polynomial appearing in Eq. (74) drops out in this co-commutative sum of symmetrized graph
insertions

(S 1 1 ({1 1
Dp(X :/ = — )+ - : 82
#0 (3 (; W(yl,,-)) s (; wZ(yz,o) wzmwm)) #2

which is an example of the above result (see also [1]).
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3.3. Filtration algorithm

3.3.1. Presentation of the filtration algorithm

We present a filtration algorithm that filters any Hopf algebra element in #,y to shuffle products
of L-linear terms. A filtered word will then only consists of full shuffle products of letters.* It is not
difficult to filter w; and w; in the solution of any DSE (as occurring in Eq. (45)). However, to filter
higher order coefficients (w, for n > 2) requires a canonical algorithm that we give here.

Consider for example wZ”k forn =1, 2, 3(see Eq. (46)),

Wi = q, (83)
Yuk 1 1

wy " =a; +a101 = S0 et —5@(01501)4'027 (84)

w;(”k =az + 3a,a; + a1a; + 3aa1a1 + a1@(a1, Cl]). (85)

We already filtered wY" and wY"¥ without much effort but it is not obvious to see the filtration for

w;{“k. The required filtration algorithm for a given expression in #, is the following loop over the
length k of occurring words. It starts with the maximal occurring length down to k = 2. Hence, in the
case of wy, we perform the loop below fork =n, ..., 2.

1. Bring all words with length k into lexicographical order’ using the concatenation commutator. For
example, the word a,a;a, is replaced by

aa1a1 = [az, a1]ay + aq[az, a1] + aqa1a;. (86)

Note that all words containing newly introduced commutator letters are of length (k— 1). We bring
them into lexicographical order within the next cycle.

2. Write all newly introduced commutators into the Hall basis. This is always possible using the Jacobi
identity and the antisymmetry of the Lie bracket. In the example above, we must simply replace
[az, a1] = —[as, az].

3. All words with k letters are now lexicographically ordered. For each of those, compute the full shuf-
fle product of the k corresponding letters and repeat steps 1 and 2 with the resulting expressions.
In the above example, we must compute

a1 Wedq Wely =2a1a10 + 2010201 + 20,0101 + 2410 (a1, ay) + 20 (a1, az)a;
+ a0 (ay, ar) + O(ay, a1)a; + O(ay, aq, az). (87)
After step 1 and 2, we obtain
a; Weay Weay =6a1a1a; — 4ai[ay, ax] — 2[ay, ax]a; + 2a10(ay, a2) + 260(aq, a2)ay
+ a0 (ay, a1) + O(ay, ar1)a; + O(ay, aq, az). (88)

4. We can now introduce these full shuffle products into the original expression such that all words
with length k drop out. In our example, we insert Eq. (88) into Eq. (86) such that the word a;aa;
drops out. Hence, the entire cycle results in

1 2 1 1
axa101 = 6 aqlllpaylligly — 501[01, a] — g[ah axlay — 501@(01, a;) — 5@(‘11, ay)a
1 1 1
- —a0O(a, a1) — g@(ap a)a; — é@(ap ap, az). (89)

6

The introduced full shuffle products remain untouched in the following cycles. In our example, the
word aya;aq is not entirely filtered but the next cycle (k = 2) will close the filtration.

4 Letters are ay, ds, ds ..., all @ (-, -) and concatenation commutator letters [-, -].

5 In most literature, the phrase ‘lexicographical order’ is used for sorting words. We rather use it for the ordering of letters
within a word. For example, the word aa,ajs is lexicographically ordered but a,asaj; is not.
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Let us illustrate this algorithm for w}“‘k. The only word with length k = 3 in Eq. (85) is a;a;a; and
it is already given in lexicographical order. We thus, skip steps 1 and 2 of the above algorithm and
continue with step 3. We calculate the corresponding full shuffle product

a1 Wl Weay = 6a1a1a; + 3a:0(ay, a;) + 30(ay, ay)a; + O(ay, ai, ap) (90)
and insert it into w}“‘k such that the word a;a;a; drops out. Hence,

Yuk 3 1
wy " = a3 — 5@(01, apa — 501@(01, ap) + 3axa; + a1a;

1 1
- 5@(01, a, ay) + 5 Wed1 Loy (91)

and we proceed with the next cycle (k = 2). The term a; W ga; Wea; remains untouched during the
rest of the filtration.
The words aya; and ®(aq, a;)a; are not in lexicographical order and we write

3
wy't = a3 + E[al, O(ay, a1)] — 24,0 (a1, a;) — 3[ay, az] + 4a,a;

1 1
—5@(01,01701)+501LU(~)01LU(~)01- (92)

Here, we already performed step 2 of the above algorithm and only introduced Hall basis elements
([ay, ap] instead of [a;, aq] etc.). Let us carry on with step 3. The respective shuffle products are

aplligay =2a1a; — [ag, a;] + @ (ay, az), (93)
ajig®(ay, a1) =2a10(aq, a1) — [ay, O(ay, a))] + O(aq, aq, ay) (94)

(they are already brought into lexicographical order using the concatenation commutator, steps 1 and
2). Inserting Eqgs. (93) and (94) into Eq. (92) such that the words a;a; and a;® (ay, a;) drop out finally
results in

1
Yul
w3 = 5‘11 Wedq Wedy + 201 Wed; — a1 We®(ar, a;) +az

1 1
+ 5[017 O(ay, ar)] — a1, ax] + 5@(31, ap, ap) — 20(ay, az). (95)

The explicit filtration algorithm is the basis for Section 4. There, we derive the relations for next-
tol)-leading log terms in the log expansion (Eq. (1)). However, we first give some basics to Hall words
and concatenation (multi-) commutator letters. This explains, why the filtration algorithm described
above is redundancy-free.

3.3.2. Hall words and concatenation (multi- )commutators

In the Hopf algebra of Feynman graphs #, any I" € J# evaluates to ®r(I") = er; chLf. Here,

I' € go'"(#) and the ¢/ are given through Eq. (65). In particular, this amounts for j = r; to an
evaluation of products of primitive elements.
Through 7, we inherit the same properties for words [11]: any u € Hw evaluates to Yr(u) =
Yoy dil, where u € g’ (#y) and
u _ T
d' =g . (96)

In particular, this amounts for j = r, to an evaluation of products of letters. Note that 7" preserves the
co-radical degree.

The above filtration algorithm answers the question of how to obtain non-leading logs,j < r,, from
the letters that constitute u. For this, we first have to consider the lower central series filtration gt, (.£)
of the Lie algebra £, gt (L) = £Li/Lk+1 and its associated grading. Secondly, we have to consider the
filtrations and gradings of the universal enveloping algebra: gr, (U ,) by its augmentation and gt® (U )
by its co-radical.
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We will use that gr,(U,) is isomorphic to the k-fold symmetric tensor-power of £ by the
Poincaré-Birkhoff-Witt theorem:

gu(Ur) ~ Som (o (L)) . (97)
Let n : #w — U, as before. We have the commutative diagrams

Fw @ Hy 0> Jty Hw & Hw <—— Hw
= J/ i n nen l i n (98)
Uy @ Uy ——> Uy Ue @ Up <— U
U

and two more, by replacing  — 7! and downward pointing arrows by upward pointing ones. These
determine the action of 1 once we have defined it on letters a € #; (n(a;)) = [x;], n(@(a;, g;)) =
[®(x;, x))]...). For example, the degree two image 7(aa) of the word aa with respect to gr,(U,) is
1 [x ® x], with n(a) = [x].

We define Feynman rules for elements [s] € U, by

w2 [s] — wr(n~ ' ([s])). (99)

In particular for homogeneous elements [s] € gr;(U.) we have !IIR" ([s]) ~ I, by construction.
The structure of renormalized Feynman rules then allows us to regain the above filtration algorithm on
words w as

|w|
w — Oy (ZP] (n®WA'w1(w))> . (100)
j=1

Here, P; is the projection into the grade j piece, P;(n(w)) € gtj(Ur), Vn(w) € U,. Oy is the map
[X1®- - ®x] — 10O~ ([x1]), ..., n~'([x])), where the n ' ([x;]) € H, are letters by construction
(x; € L).

The lower central series filtration gty (£) = £/ L+ filters in particular ge; (U ) ~ £.Thus, using
the Hall basis of U and the invertibility of n finally allows us to write the filtration algorithm in the
word algebra #¢,, with concatenation multi-commutators.

Indeed, the rhs of Eq. (100) is of degree one by construction as it is in the image of @,. This suffices,
as the degree-j piece is a product of the corresponding j degree-one pieces obtained in A/~ (w).

Let us consider an example. Words on three letters ay, a,, as have a Hall basis, which for their degree
one part can be written in

(y1 = 0(a, a3, a3),y, = O(ay, [az, az]), y3 .= O(ay, [a1, a3]),

Ya = O(az, [a1, a3]), y5 := [ay, [ay, az]], y6 := a3, [a1, a2]1}. (101)
In degree one this is the inverse image ' of the elements
{x1x2X3, X1[x2, X3], X2[X1, X3], X3[x1, X21, [X2, [X1, X311, [X3, [X1, X211} (102)

in U, written in Hall basis notation (ordered and omitting the symmetric tensor product). These form
a standard Hall basis on three ‘letters’ x1, X2, X3 dual to ay, a;, az in U ;.

There are six words on three distinct letters ay, a,, as. For their degree one part, these can be
written in the basis above:

a1aza3 = (y1 + 3y2 + 3y3 + 3y4 + 2ys + 4y6) /6, (103)
arasa; = (y1 — 3y2 + 3y3 + 3y4 + 2ys + 4y6) /6, (104)
ayaia3 = (y1 + 3y2 + 3y3 — 3y4 — 4ys — 2y6) /6, (105)
ayazay = (y1 + 3y2 — 3y3 — 3y4 — 4ys — 2¥6)/6, (106)
asa1a; = (y1 — 3y2 — 3y3 + 3y4 + 2ys — 2y6) /6, (107)
asaay = (y1 — 3y2 — 3y3 — 3y4 + 2ys — 2y6) /6. (108)
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Inverting these equations expresses the degree one elements y; through the six words on the left.

These correspond to linear combinations of Feynman graphs Bi‘ o Bij o Bi" @), 1,j,k € {1, 2, 3} which
map under 7 to the corresponding words. For example,

¥2 = O(ay, [a2, as]) = ' Pin(a10203 — 41030, + 420301 — a30204), (109)
with
WR(y2) = Wy (410203 — 410302 + G2030; — A30207). (110)

Furthermore P;(a;a,03 — a1a30, + a,030; — asa,a;) = 0 so there is no term ~L3, whilst the term in
I?is

1
Wy (@)W (10, as]) — o (W (@) ¥ ([, as) + W (a3) ¥ ([0, @) (111)
This gives us a definition in terms of Feynman diagrams for
Ty, = (Bi1 B2B3 (1) — B'B*B2 (1) + B"2B"*B"" (1) — B'?B'2B"" (H))
— B (Bf B (1) — B BD2 (11))

1
+3 (Bi2 ) (Bf B (1) — BB (]I)) +B3() (B?Bf (I) — BY1B" (u))) , (112)

which defines a L-linear term.

Let us now describe the standard Hall basis for a set of words on n distinct letters in general. The
case of repeated letters follows easily. Our result is in agreement with the study of heap-ordered
forests in [9]. There are n! words we can form. First, we count with the help of the Mdbius function u
the number of available concatenation multi-commutators C,.

n

C, :Z(';) (—1)"Id = (n— 1)L, (113)

Jj=2

vvfith Cﬁ,‘ = 2" 4 11(d)j"? the well-known number of multi-commutators of degree n on an alphabet
of sizej.

Let B (n) be the set of partitions p of the integer n with the following properties:

n=pi+-+pk, Pi=<DPit1, Di=2,i>2. (114)
We allow for at most one such p; to be marked, which we indicate as p;. Furthermore, if p; = 1, p; must
be marked. If p contains such a distinguished marked p;, we say p is marked at i, else it is unmarked.

The marking reflects the fact that gey(£) = £/[L, L] is distinguished amongst all g;(L).

We say that a partition g of a set A,, of n letters is compatible with the partition p of the integer n, if
it is a disjoint union of sets Ay, of p; letters according to p. Letters in A, are completely symmetrized,
while all other sit in multi-commutators of degree p;.

Assume p € ‘B(n) is unmarked. Then we assign a set of letters

Xg = {0y, ..., )} (115)
on k multi-commutators l; € G, on letters p; € A, to it.
If p is marked at i, we assign a set of letters
Xg =10y, ..., l,a1,...,ay), q € Ay} (116)

Then, summing over all partitions p and all partitions of letters g compatible with it, we get n! different
words which form a base for the degree one elements of U ,.

If a partition p contains an unmarked integer p; say r; times, the symmetry factor S(p) of p is
S(p) := [, ri!. Then, we indeed count

n 1 k
”!=Z<p1--~pk>5(p)HN"’ (117)

P
where N; = G, if p is not marked at i, and N; = 1 if it is marked at i.
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We complete this section by giving a final example. For four distinct letters, we can have the
partition p = 4 4 0 with p unmarked. So it will provide six elements in Cy4. For the partitionp = 1+ 3
we have 4 = % possibilities to choose three letters for C3 which itself has two elements, whilst the

fourth letter belongs to 1. For the partition p = 2 4+ 2 we have 6 = % possibilities to choose two

letters for a one-element C, while the other two letters constitute 2. For p = 2+2 we get anon-trivial

symmetry factor and have 3 = 2‘,‘—;,% possibilities to form the product G, x C,. Finally, we have the
partition 4. This gives a single element — the symmetric sum over all permutations of four letters.

Counting, we get
24=1x64+4x24+6x14+3x1x1+1. (118)

All such words are independent by construction and using Eq. (113) repeatedly there are n! of them.
They hence form a base.

4. Relations for the log expansion

We now present the main result of our work: how to write the next-to¥-leading log order as
a function of terms up to @(e/*') in the log-expansion (Eq. (1))? We first introduce a convenient
notation for multiplicities of full shuffle products in a filtered word. Secondly, we derive generating
functions for these multiplicities using the example of the Yukawa propagator. We derive the
generating functions for the QED photon self-energy in Appendix A.

4.1. Notation

We represent the multiplicity of shuffle products in a filtered word by []-bracketed matrices m, for
example

Yuk

w," = may Weldy + my©@(ay, ay) + msa;. (119)
Each matrix denotes a number, in our case m; = —m; = 1/2, m3 = 1 (see Eq. (84)). In the following

we say that a matrix m belongs to a shuffle product S, when it gives the multiplicity of S in a filtered
word. We also say that S is the respective shuffle product to m.

Each matrix m with corresponding shuffle product S is built as follows: the first row contains the
numbers of letters ay, a,. . . in S. The other rows represent one letter ®(...) in S each, s.t. . . . contains
my; letters a; for the ith row. For example, the filtered word w14 contains the term,

4 1 0
W14 = |:2 0 1:| a1m‘")4 Wedy We@(a, a, asz) We@(ay, (12)+"' . (120)
1 1 0

We index matrices m if the respective shuffle S contains (multi-)commutator letters [-, -] by the
commutator letters themselves. For example, the filtered word wg contains the term

1
we = |:2:| a;weO(ay, ay) Welay, a] +--- . (121)
[a1.az]

We treat indexed matrices separately in Section 4.5. First though, we only treat index-free matrices
and hence, full shuffle products without (multi- )commutator letters.

Now, consider an unfiltered word w,, that is recursively defined via a DSE. In our case of the Yukawa
propagator, this is Eq. (46). A matrix with {} brackets represents the number of words in w, that
consists of a given set of letters. The matrix entries encode the particular set of letters in full analogy
to the case of [] brackets above. For example,

4 1 0
2 0 1 (122)
110
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represents the number of words with four letters a;, one a,, one ®(ay, a;, as) and one @(ay, a;) in
the unfiltered word w,. As another example, w;(”k contains the terms 3a,a; and a;a; (see Eq. (85)),
hence {11} =3+1=4.

We always represent a []-bracketed matrix by a lower case letter and the same matrix with {}
brackets by the corresponding capital letter (m — M).

The defined matrices can have any sizes. Filling with zeros does not change the multiplicity of the
corresponding shuffle product.

We call a row ‘@-row’ when it is not the first row of a matrix. We consider two matrices with
two @-rows interchanged to be the same object, since they represent the same number (g is
symmetric). For example

11 11
{2 0} {1 1} ) (123)
11 20

Let two matrices m, m, with corresponding shuffle products S; and S, be given. We define the
matrix m; @ my such that it belongs to the shuffle product S; LLS,. This defines a special summation
of matrices, denoted by . This is realized as follows: & adds up each first row as in ordinary matrix
summation and writes the @-rows one below the other. We can even add matrices with different
sizes by filling with zeros. For example,

410
{2 0 1}:[? ”@[g 0 ﬂ@[z]. (124)

1 10
We define matrices
pi=1[8y & 85 ..., (125)
as well as the useful vectors
u=(1 11 ..), wv=(1 2 3 ..), w=(1 00 ..) (126)

with appropriate sizes. We use these vectors to notate some properties of matrices. We calculate
products of matrices and vectors by ordinary matrix multiplication and not by replacing the matrix
by the corresponding number. For example, a matrix m that occurs in the filtered word w, of a DSE
fulfills umv’ = n. Let ng (m) be the number of nonzero ®-rows. Then, we define

Im| == wmu' + ng(m), (127)

which is the number of letters in the respective shuffle product.
Note that once, a matrix representing a number is contracted with a vector, the result is regarded
as a real vector,
um; +um, = u(m;  my). (128)

We introduce a function $ acting on two matrices, say m; and m, with respective shuffle products
S1 and S, as follows. Work out the shuffle S; and let n; be the number of words that consist of the
letters in Sq. Obviously, n; = |my|!. Now, work out the shuffle S, and let n, be the number of words
that consist of the letters in S;. Then we define $(mq, my) := ny/n; = ny/|my|l.
For example, let us calculate 8 ([29],[3 11]). We have
S1 = a1 weaweB(ay, a)
= 2alal@(a1, (12) —+ 2a1@(a1, (12)01 =+ 2@(0], az)a1a1 —+ -, (129)
where the dots represent all other words. Son; = 6 = |[29]|! = 3! On the other hand,
S; = a1 Wea Wea Wedy
6a;a,0(ay, ay) + 6a:0(ay, az)ay + 60 (ay, ax)aay + - - -, (130)
where all other words are collected in the dots. Thus, n, = 18 and we find $ ([ % ? ] [31 ]) = 18/6 =
3.
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We relate {}-bracketed matrices to []-bracketed matrices. Consider for examplem = {11 1] and

the respective shuffle product S = a; Wwea, weas. Computing S gives 3! words that consists of the
letters a,, a; and as. Ordering these words using the filtration algorithm,

aay — a1a; — [ay, az] (131)

does not change the overall number of words with letters ay, a; and as. It only introduces new words
with commutator letters. We have thus,

{1t 1 1}=3[1 1 1] (132)
In general,
M= Z |m|! 8(m, m")ym’, (133)
m/

where the sum is over all possible matrices m’. If m has only one row, §(m, m’) = 1if m’ = m and
8(m, m") = 0 otherwise. Eq. (133) then reads M = |m|!m, as in Eq. (132). If m consists of more than
one row, the reader may verify that indeed, Eq. (133) is the correct generalization. Note that Eq. (133)
only holds for index-free matrices. Indeed, the number of words that consist of a certain (commutator-
free) set of letters does not change when introducing concatenation commutators during the filtration
algorithm.

We introduce generating functions for the multiplicities (matrices) m. Let M be a matrix with
integer entries except for the upper left entry, which is just a dot. A matrix m is said to be equivalent
to M, m ~ M, if replacing the upper left entry to a dot yields M. We define

m#[0]
M= Mz) = Z mz™ (134)

m~M

M(z) is a function in z, represented by a matrix. It generates all m ~ M,

1 d |m|
m=—|\— M(2) (135)
Im|! \ dz 720
Examples of generating functions are
o0 o0
_ N o 1| N 1| _ni2
OE SILIESN HI B ol N B
N=1 N=
(136)

e 2 0 o [N 2 0

2 0 0= 2 0 ofzN
1 0 1 NX:(:) 1 0 1

We translate two properties of matrices m to generating functions .M. First, we sum generating
functions .M in the same special way as matrices m. The dot remains untouched, for example

[; }}59[5 8 ?]@[‘]ZE ‘13 z] (137)

Secondly, let m ~ M with my; = 0. We define |.M| := |m|. Summation and absolute value of
generating functions will be useful in Section 4.3.
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4.2. Derivation of the master differential equation

We find another relation between a {}-bracketed matrix M and []-bracketed matrices by use of the
recursive equation Eq. (46). Let the lhs of Eq. (46) be an unfiltered word w, and let the words wy, on
the rhs be filtered words. Let M be the number of words consisting of a certain set of letters on the
lhs, a {}-bracketed matrix hence. On the rhs, only terms that constitute these words are taken into
account. Note that we have uMv’ = umv’ = n.

The recursive relation for M is

umv’ —1 umv’ —j :
2j—2+k
M = 8‘m|16n@(ﬂ1)0 + Z (1 - 6m1j0) Z ( ! k )

j=1 k=1
()

X Z(|m| -4 (mepj, @m,-) mimsy ... M, (138)

where m is still, the same matrix as M but with [] brackets. (*) sums integers t; as in Eq. (46) and
matrices m; such that

k
®): t>1, i=1...k Zt,- =umv' —j, umy' =t, up+ Zum; =um. (139)

i=1 i
We explain the different terms in Eq. (138) individually. First, 8;|16n, m)o corresponds to the a, term
in Eq. (46). The integers j and k range over the same numbers as in Eq. (46). The term (1 — Smljg)
gives 1(0) if the respective words to M do (not) contain the letter g;. Only if they do contain g;, they

may arise from the term Bfl{(. ..) in Eq. (46). Since we introduce filtered words wy, into the rhs in

Eq. (46), we obtain expressions Bﬁ (S), where S is a full shuffle product. S is built out of k shuffles,
namely terms in wy,, wy,, ..., wy,. We therefore claim that S is the respective shuffle product to
é,_, _, mi. Each matrix m; belongs to a full shuffle product in wy,. Condition (x) in Eq. (139) con-
sists of two parts. The first three relations correspond to the third sum in Eq. (46). The fourth equation
together with the factor 4(-, -) in Eq. (138) ensure that the letters in S together with the letter a; (ma-
trix p;) constitute the set of letters in M. S consists of (|m| — 1) letters, which gives rise to the factor
of (Jjm| — 1)!'in Eq. (138).

We now derive an inhomogeneous linear differential equation for the corresponding generating
function to m, i.e. M (z) (see Eq. (134)). Therefore, inserting Eq. (133) into Eq. (138) yields

Imim =~ [m|8(m, m)m' + 8m18nemo

m'#m
umv’ —1 umv’ —j Zj — 24k ()
+ Z (1= 8my0) Z ( X )Z&(mepj,@m)mlmz...mk.
j=1 k=1 i

(140)

The final step is to multiply with z™~1 and to sum over all matrices that are equivalent to m. This gives
the master differential equation. Indeed, on the lhs we obtain M (z)’,

d : : w0 4k
M@ =3 <_Z 2" am, mm' 2™ - S Sngamo + D Y ( k )

m~M N\ m'#m =1 k=1

(%) —1— :
iR mil ‘ . 1], 712! g
X z m o pj, m; | mz'" ' myz o.Mz
i

1, j=1
x {(1—5,,11].0), else ) (141)
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See Eq. (139) for the summation (x) of integers t; and matrices m;. From Eq. (134), we read off the
initial condition

M(0) = 0. (142)

Let us consider a first example: for M(z) = [ ® ], the first term in Eq. (141) vanishes. The last term

only gives a non-zero value forj = 1. Vi < k, m; = [ t; |. The § function gives 1 for €5, m; & p; = m
and 0 otherwise. Together with the initial condition in Eq. (142), we find

J=113 [ [] = [e]=1-Vi-2 (143)

k>1

We can now derive the homogeneous part of the differential master equation Eq. (141). On the
rhs, the only terms including the function .M (z) itself occur in the sum for j = 1, when (k — 1) of the
matrices m; are equivalent to [ e | and the kth matrix is equivalent to m. Using Eq. (143), we obtain

1
M@ hom. = Y_ k[o] " M(2) = T M@ (144)
k>1

Hence, the differential equation Eq. (141) reduces to an integration using the Ansatz

C(2)
J1=27

We read off the initial condition for € from Eq. (142). In particular, the integration is

M(2) = \/1%7 (/ M(2) linhom.A/1 — 2zdz + c) , (146)

where we obtain M (2)'|inhom. from Eq. (141). ¢ is an appropriate integration constant such that
M(0) = 0.

Further general simplifications of the differential master equation are not obvious. The problem
is that the functions 4 in Eq. (141) give individual numbers that do not generalize and so have to be
worked out case-by-case. They result in an overall differential operator acting on whatever follows.
We demonstrate this in several examples, which will give us next-to and next-to-next-to-leading log
generating functions.®

M) = C(0) = 0. (145)

4.3. Generating functions for index-free matrices with ng (m) = 0

One exception is the case that .M only contains one row, ng (m) = 0. These generate the matrices
m that belong to full shuffle products S without ® (-, -) letters. ‘Index-free’ means that S also does not
contain [, -] letters.

Here, 8(m, m’) reduces to 1 if m = m’ and to 0 otherwise. Thus, the first term in Eq. (141) is zero.
The other 4 term constrains

mem®.- - -m@pj=m (147)

hence, ), |m;| + 1 = |m|. We denote the generating functions of m; and p; by .M; and % to be
consistent. We obtain

2j—24+k &
M@ = 8upo + Siun + Z ( ) D M@ME) ... Mi(2)
J.k=

j=1

1,
x {(1 — 8uyj0), else, (148)

6 We call a function M (z) next-to!}-leading log generating function when it occurs in the log-expansion (Eq. (1)) for a certain
value ofj.
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where (%) sums the generating functions M, . .., M such that
(k%) MOM D DM D P =M. (149)
In the following, we give some examples that constitute the next-tol}-leading log expansions.

4.3.1. The generating function [e 1]

The first example is M(z) = [ e 1]. The respective shuffle products to the matrices m ~ M are
alm(')N Weay for N € N. The sum in Eq. (148) only gives non-zero values ifj = 1 orj = 2. For
j= 192 = £ = [e]andEq. (149) is only fulfilled if one M; matches M. This part belongs to the
homogeneous dlfferentlal equation.

Forj =2, $; = $» = M and we find M;(z) = [®] Vi < k from Eq. (149).

Thus, the inhomogeneous part of Eq. (148) reads

: 24K\ 11
[o 1] +Z( > ORI (150)

We used Eq. (143) in the last line. We insert this result into Eq. (146) and obtain

inhom.

(151)

[o 1]:\/11_71%(\/11_7).

4.3.2. The generating function [e 0 1]

Matrices m ~ M(z) = [ e 0 1] belong to the shuffle products alm Wweas for N € N. The sum
in Eq. (148) gives non-zero values only if j = 1 or j = 3. As in the previous example, the j = 1 part
belongs to the homogeneous differential equation.

Forj = 3, $ = $3 = M and we find M;(z) = [®] Vi < k from Eq. (149).

Thus, the inhomogeneous part of Eq. (148) reads

-1 +§: <4;:k) [o] = 0 _1[.])5 ! . (152)

1-2z

oN

[o 0 1]/

inhom.
We insert this result into Eq. (146) and obtain
1

1
+ .
2W1-22 2 /1-27

[¢ 0 1]=- (153)

4.3.3. The generating function [e 2]

M(z) = | o 2] is the final next-to-next-to-leading log generating function for matrices m ~ M
with ng(m) = 0. The matrices m belong to the shuffle products a1m oN Wea;y Wega; for N € N. Thus,
the sum in Eq. (148) gives non-zero values only if j = 1 orj = 2.

Ifj = 1, = »1 = [ ®]. There are two possibilities to choose the matrices M; such that Eq. (149) is
fulfilled. However, only one of these belongs to the inhomogeneous part of the differential equation:
for two integersi < k, M; = [ o 1] and for all otheri, M; =[e].

Ifj = 2,Eq. (149) is only satisfied if one of the matrices .M; is [ o 1] and the others are equalto [ e |.

We finally find the inhomogeneous part of Eq. (148),

oo =y (B T ()

inhom. k=1

- (10g2 <M> +3log («/11—;22)> . (154)
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We used the previous results in Egs. (143) and (151) in the last line. Inserting this into Eq. (146) and
performing the integration finally results in

1 1

1 1
[+ 2= wWi-22 2/1-27 - J1=27° l0g<«/1 —22)

(155)

1 1
c ()
2J/1 =2z V1—2z
4.4. Generating functions for index-free matrices with ng(m) # 0

The respective full shuffle products of index-free matrices m with ng(m) # 0 contain at least
one letter O (-, -) but no [-, -] letters. Here, we have to proceed from the master differential equation
Eq. (141) to obtain M (z)’ |innem. in Eq. (146). We treat the different next-tol)-leading log generating
functions in separate subsections.

4.4.1. The generating function [;]
The first example is the next-to-leading log generating function M(z) = [5] Matrices m ~ M

belong to the shuffle products alm(" N lig®(ai, a;) forN € N.
In Eq. (141), we replace the sum over m ~ M by a sum over N € N such thatm = [’5’ ] In the first

term on the rhs, only m’ = [ N + 2 ] yields a non-vanishing function 4. In particular,
N N+2 (N+2)(N+1)
8 ([2] [N +2]> ( ) - — (156)
The other sum only survives if j = 1 and hence p; = p; = [ 1]. The integers ¢; in the (x)-sum range

such that ) ,t; = N 4+ 2 —j = N + 1 (see Eq. (139)). Furthermore, in the first argument of the
function §, me p; = [N 5 1 ] For the inhomogeneous part of the differential equation, this implies
that m; = [ £;] Vi < ksuch that @, m; = [N + 1]. Then,

¥ ([N N 1] [N+ 1]) (N;”> = M (157)

All together, we obtain

|:;:| N (_EZ(N+1)—(N+2) (N + 2)(N + 1) [N + 2] ZN+2
: dz 2

inhom. N=

n Z Z Z((N—H)—I—Xi:fx‘) M [t]]Ztl o [tk] z“‘)

k>1 3" t;=N+1

= d11,d? d?
:Z _Egi dzZ[ +2 N+2+Z Z 22 de 1]2”...[&]2“‘

N=0 k=13 t;=N+1

:_5@(1—«/@)

1
= — ., (158)

2W1=22

In the third line, we used the explicit expression for the generating function [e] (Eq. (143)).
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Inserting this result into Eq. (146), we finally obtain

(159)

3= srm(=)

[e 1] (Eq.(151)) and [5] are the only necessary generating functions to derive relations for the
next-to-leading log order. It is surprising that they are related by a factor of —1/2,

M = _% [o 1]. (160)

4.4.2. The generating function [;]

Now, consider the next-to-next-to-leading log generating function M(z) = [5] Matrices m ~ M
belong to the shuffle products a]m(,) N We®(ay, ar, a;) forN € N,

Again in Eq. (141), we replace the sum over m ~ M by a sum over N € N such thatm = [’;’] The

first term consists of two parts, m’ = [N +3]and m’ = [N ; 1 ] For other m’, 8(m, m’) vanishes. In
particular,

5([1\1][1\,”]) _ <N+3> _ (N+3)(N+2>(N+1)7

3 3 6
N N+1 N+1 (161)
+ _ +1)
s(GH) -0 e
The sum over j only gives a non-zero value for j = 1. Hence p; = p; = [ 1] and the integers ¢; in the

(*)-sum require ) ;t; = N + 3 — j = N + 2 (see Eq. (139)). The first argument of the function §
becomes m O p; = [N 3 1 ] For the inhomogeneous part of the differential equation, this implies that
either @;m; = [N +2]or P, m; = [’;’ ] The first case is realized if m; = [ t;] Vi < k. The second
case implies that one of the matrices m; is equal to [‘f 5 2 ] and the rest of the matrices m; = [ t; ]. We

compute
N —1 N+2 (N+2)(N+ DN
¥ 3 :|,[N+2]>:( 3 ): ’

6

[N—1] [N N
(5B -0)-r
We use all these observations to obtain the inhomogeneous part of the differential equation Eq. (141),

|:._/ 00 ( d iy (N+FIHWN+2)(N+ 1)
3

(162)

> |52 - [N+ 3]z

inhom. N=0

. EZ(N+1)—(N+2)(N 11 |:N + 1] ZN+2

dz 2
(N+D—=1-2_¢
+Z Z ZN+1 ! ;twp]]z“...[&]zq‘
k=1 Y G=N+2 0
T DD I T30 Lo El el )
k=13 t=N+2

> d11,d d1,d1
D EEELAIERERCERER! (P P
= dzz?26 dz3 dzz dzz
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FE
+Z Z 226 3dz3 “] "[tk]ztk

T D=2

+ Z Z fz Ei k tl]z[‘ ...[tk—1]zr"*‘ |:tk ; 2] z"‘l)

k=13 6= N+2
dz d d dife z &3 k d1 k—1[e
== ——— - —z—-— —-— z——k
dz 6 dz3 [¢] dz dzz [2:| + Z 6 dz3 [o] + dz z [«] [2]
dzd3[] dzd1.+zd3 1 +zd1 1 .
= || - —Z—— _—— —_———
dz 6 dz3 dz"dzz [2] 6dz31—[e] “dzz (1- [.])2 2
1 1 d (11 < 1 )) (163)
— — | —log| —) ).
1-272 2J/1—2zdz \z S\ Vo
In the last line, we used the explicit formulas for the generating functions | e ] and[ ](Eqs (143)and

(159)).
Inserting Eq. (163) into the integration in Eq. (146) finally results in

- s~ ez (re)
= - —log| —) .
3 21_223 2]—2zZg 1-2z

4.4.3. The generating function [; ?]

Now, consider M(z) = [;(1’] The respective shuffle products to the matrices m ~ M are
a1m(')N We®(aq, ay) for N € N.

In Eq. (141), we replace the sum over m ~ M by a sum over N € N such that m = [’;’?] Here,

only m’ = [N + 1 1] contributes to the first sum and we calculate

s(I7 S mv+r )= (VT =wvan (165)

1 1

In the second sum, j = 1and pj = p; = [1]. The integers ¢; in the (x)-sum are constraint
by > ,tt = N+ 3 —j = N + 2 (see Eq. (139)). The first argument of the function § becomes
m © p; = [N719]. The second argument must be @, m; = [N 1] since we only consider the
inhomogeneous part of the differential equation. Thus, one of the matrices m; is equal to [ t; — 2 1]
and the rest of the matrices m; = [ t; ]. In particular,

5([”1_1 (])],[N 1]):('}’):1\1. (166)

We deduce the inhomogeneous part of the differential equation Eq. (141),

il

[o.¢]
d
— Z(_&ZWH%(NH)(N +1) [N +1 1] ZN+2

inhom. N=0

N Z Z NHD-1-( 6~ ])Nk [6]20 .. [tea] 2% [t — 2 1]2”‘1)
k=137 ti=N+2
o0
=Z<_£1 il[N_}_l 1]2N+2
=\ dzz dzz
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+Y Y Sl e -2 1]sz1.)

d di d1 1
S S <¥> (167)
i J1-2zdzz \Viz/)

In the last line, we used the explicit formulas for the generating functions [e] and [ e 1] (Egs. (143)
and (151)).
We plug Eq. (167) into Eq. (146) and obtain

e 0 1 3 1 1 ( 1 )
= - + —lo . 168
[1 1] 2/1=22 2/1-27 ~1-2z2 E\Viozz (188)
4.4.4. The generating function [ 5 ]
The function M(z) = [g] generates the rationals m ~ M to the respective shuffle products
a1m("N We®(aq, a;) We®(aq, a;) for N € N,
Consider Eq. (141). We replace the sum over m ~ M by a sum over N € N such thatm = [%’]
Here, only the matricesm’ = [N +4]and m’' = [N ;r 2] contribute to the first sum and we find
N
1 N+ 4)(N+3)(N+2)(N+1
s(|2] pvea) 2 L (VA (VE2) S WAV EIN DN D
5 2\ 2 2 8
N1 v +2 N+2) _ N+2)N+1)
s(]2], = = (170)
2 2 2
2
In the second sum, j = 1and p; = p; = [ 1] as before. The integers ¢; in the (*)-sum range over

> ti=N+4—j=N + 3(see Eq. (139)). The first argument of the function § ism & p; = [ %
Here, there are three possibilities for €D, m; in the second sum of Eq. (141). First, ;m; = [N + 3]

and m; = [t]Vi < k. Secondly, @i m; = [le], which implies that one of the matrices m; is
N-1
equal to [t" 5 2] and the rest of the matrices m; = [t;]. In the third case, ;m; = [ % ] Note
that @;m; ~ M did not occur in the previous examples because it was part of the homogeneous
N-1
differential equation Eq. (141). Here, we realize @, m; = [ % ] within the inhomogeneous part
of the differential equation: two of the matrices m; are equal to [f" 5 2] and the rest of the matrices
m; = [ t; ]. The corresponding functions (-, -) give
N—1
1 N+3)(N+2)(N+1)N
5 2 |.ve3)) =t N+3) (N+1) _ ( )( YN+ DN (171)
2 2\ 2 2 8

N—-1
N+1 N+1 (N+ 1N
5([3]’[2]):@):2’ .
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N-—-1 N-—1
4 2 , 2 =1. (173)
2 2
We simplify the inhomogeneous part of the differential equation Eq. (141) as follows:

B

N-+4
% 2 [N +4]z

00 (_EZ(N‘FZ)_(N'H) (N+4HN+3)(N+2)(N+ 1)
inhom. N=0
_ 4wy NADWNAD [N +2] nys
dz 2 2
(N+2)-1-36 (N 4 3)(N + 2)(N + 1)N

+Z Z z i 2 [t1]2" ... [te] 2*

k=13 ti=N+3
N Z Z Z(N+2)717(;t171)wk [t1]zt‘ o [tk—l] Zik-1
k>1 Zti:N+3 2
« |:l'k ; 2] 21 4 Z Z Z(N+2)*1*(Zi:fi*2) <12<> [tl]z“ o [tk—z] Zik=2

k=1 Y ;=N+3

1= 2| =1 |tk — 2| g1
x|: 5 :|z N

00 4 2
Z(_ill 4d [N +4] 2% — d 112 d [N+2]ZN+3

dz 228" dz* dzz2" dz2z| 2
d*
tq P ty zt
kZ]: ZXIV:+3 22 8 dZ4 ] [ ]

L}

11 —
+ Z Z ;5 @*k [tl] .. [tk—l]ztk71 |:tk 2 2j| Ztk_1

k>1Y"=N+3
L}

3> k(k 1) 12 . [a] e [rklz— 2] - [m;z] sz)

k=1 Y =N+3
L}

d z2 d* dz2d> 1 22 d* -
—‘dzsdﬁ[']‘dzzdzzz[z}+;sw[']

Sk o] SR ]

k>1 k>1

d z2 d* dz2d>1(e z2d* 1
R 1 B 24

dz 8 dz4 dz 2 dz%z 8 dz41-— [o]

22 d? 1 1

+5 s, TSk [5] + T _1[.])3 [;T (174)

We use the previous results in Eqs. (143) and (159) and insert the resulting expression into
Eq. (146).




322 0. Kriiger, D. Kreimer / Annals of Physics 360 (2015) 293-340

A little calculation yields

® 1 3 1 1
2 =- — + log< )
L] 8V1-2z 8/1—27 4J1—2z Vi-2z

(175)

1 1 1 1 1
SRS S + lo (i)
24/1—-2z2 g(«/]—Zz) 8J/1 -2z & V1—=2z

4.4.5. The generating function [; (1)]

The only next-to-next-to-leading log generating function left is M(z) = [55] It generates the

rationals m ~ M with the respective shuffle products alLU") N Wedy We®(ar, ar) forN € N.

In Eq. (141), we replace the sum over m ~ M by a sum over N € N such that m = [’%’(1)] The
function 3§ in the first sum vanishes except form’ =[N +2 11]:

N+ 2)(N + 1
5([1; é],[N+2 1]):(’\’;2):”)2(“. (176)

In the second sum, eitherj = 1 orj = 2. This is the main difference to the previous examples. The sum
does not vanish for j = 2 because M1, = 1.Forj = 1, p; = p; = [ 1] as before. Then, the integers t; in
the (x)-sumrange over ), t; = N+4—j = N+3(see Eq.(139)). Furthermore,mop; = [V ; ! | Jinthe
first argument of the function &, which implies that either @, m; = [N +11]or@;m; = [V 5 ]].
In the first case, there is one i < k such that m; = [t; — 2 1] and for all otheri < k, m; = [t ]. In
the second case, one of the matrices m; must be equal to [ t; — 2 1] and another one must be equal to
[ti > 2 ] The rest of the matrices m; = [ t; ]. The corresponding $-function factors are

— N+ 1)N
5<|:N2 1 (1):|,[N+1 1]):<N_2‘_]):%’ (177)
N—1 1 N—-1 1

Forj = 2, p; = p, = [0 1]. The integers t; in the (x)-sum then require ) ;t; = N +4 —j =N + 2.
Furthermore, m © p; = [’;’] in the first argument of the function 4. Thus, either @1 m;=[N+2]or

@i m; = [g’] In the former case, m; = [ t; ] Vi < k. In the latter case, one of the matrices m; must be
equal to [ti > 2] and the other matrices m; = [ t; ]. The corresponding functions $(-, -) give
N N+42 (N+2)(N+1)
5([2],[N+2]>:< N )Zf’ (179)

(-

Using these observations yields the inhomogeneous part of the differential equation Eq. (141),

!/
|:o 1:| _ S <_£Z(N+2)—(N+3) (N+2)N+ 1) [N+2 1]
20 inhom. N=0 dz 2
N+2-1=(Z 1) (N + 1)N
S S e

k=1 Y t=N+3
i

x k |:1.'1:|Zt1 .. [tk_1]2t"’1 [l’k -2 1] Z%=1
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(N+2)—1-(3_t;—2)

2. ) ¢z N TUTE VN [ PO [y

k=1 Y t;=N+3
i

x Ztk,z [tk—l -2 l]ztk,1—] I:tk 2_ 2] Z[kfl

(N+2)—1-3_t;
+Z<2:k> > A itw[tl]znm[tk]zw

k>1 Y t=N+2

2+k (N+2)7]7(Zt,'71)
N G I SIE
k=1 k 3 G=N+2

o d11,d*1
:Z<‘525 SN2 1)

N=0

- 7*’( R Ztk=1 tk—2 1 Ztk_l
;DZNHZZ G E NN I )
+Y > kk—1)[0]2 .. [teo] 2%
k=13 t;=N+3

X [tk—1 -2 1] Zt-171 |:t" ; 2:| Zt—1

2+k 11, d
+Z< ) DR 1 PO PN P

k>1 Zt,’=N+2
+ Z (2 —,L_ k) Z k[ti]z ... [teeq] 2% |:t" ; 2] zt"’1>
I=1 ¥ t=N+2
dz? d® 1 22 d? 1 k-1
_—&5@5[0 1]—1—;5@;]{[0] [o l]
+ kX; k(k — 1) [o]k_z [o 1] |:;i|
24K\ z d® . 2+k —
+Z< ¢ >772[.] +Z< f )k[.]‘ ’M
=1 2dz =
dz? d 1 22 d* 1 1

We insert this into the integration in Eq. (146). We also need Egs. (143), (151) and (159) and after
some calculation, we obtain
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o 1 1 1 1 1 1 1
e e it
[2 0} 1-22 Ji-2z Vi—22) J1-2zz 1—2z

(182)

1 1
- log? ( ) .
W27 Vi-2z

4.5. Generating functions for indexed matrices

In this paper, we do not give a general method to obtain the generating functions for indexed
matrices. In this section however, we derive the two ‘indexed generating functions’

[.][01412] = Z [N][a1-02]ZN+]’ [.][01,@(01,01)] = Z [N][GL@(GLM)] A (183)
N>0 N>0

These generate the indexed matrices [N ]iq, q,; @and [N lig, 0(as,0,) that belong to the full shuffle
products

0N uolan )l "N wolay, O, ap)] (184

respectively. These shuffles make part of the filtered words wy.3 (Eq. (46)) and map to the next-to-
next-to-leading log order in the log-expansion. In particular, [ @ |4, 4,jand [ ® ];o, o(a,,¢,)) COMPplete the
set of generating functions that are necessary to obtain the next-to-next-to-leading log expansion. We
will work on a general method to derive indexed generating functions in future work.

4.5.1. The generating function [e ]ja, a,]
Only words with (N — 2) letters a; and one letter a, in the unfiltered word wy can contribute to the
term

WeN-3

[N— a iglar, dz] (185)

3][ﬂ1,‘12]
in the filtered word wy. Consider Eq. (46) and let the words wy, on the rhs be filtered. Then,

aq ety W tk—1
wWN :B+ E E k[t1] a e ... We [tk—l] ay [EP)
k>1 3" t;=N—-1
i

e tk—3
X ([tk - 3][‘,]@2] a, welas, az])

ai We t1 We tk—1
+ BY E E k[ti]a, We ... We [t-1]a; We
k>1 3" t;=N—1
i

e t—2
x [te—2 1]a; “* " wea

2+k 0 6
+Bi2 ( ;’(_ > Z [t1]alLU()[1 We ... Wg [t’<]a1m“tk—|—... s (186)
k=1 > ti=N-2

where the dots represent all missing terms in Eq. (46), for example

a1 2 : E : We tq We tk—1
B+ k [l’]] a, We ... W [tk71] a, We

k>1 Z[i:N—l
i
_ We ty—4
X ([t0= 4 gy gy 1" wolar, [a, @211) (187)
All these other terms do not contribute to [N — 3][,11’02] alLU"’N_3 Welay, a;] in the filtered word.

Indeed, the only missing terms in Eq. (186) that give words with (N — 2) letters a; and one a, include
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one of the multi-commutator letters [aq, ... [a1, a;]...] in the shuffle product. Computing all these
shuffles and filtrating the resulting words will not give words with (N — 3) letters a; and one [ay, a;]
but words with multi-commutator letters.

Given a filtered word wy, one regains the original unfiltered word by first computing all shuffle
products in wy and then, computing all (multi- )commutators. This can be seen by a look at the filtration
algorithm in Section 3.3. For the first term in Eq. (186), this implies that we must first compute
the shuffle products in the bracket. Secondly, we have to replace the commutator letter [a;, a;] by
a1a; — aya, and finally, we must compute all remaining shuffle products to obtain the respective
terms in the unfiltered word wy (Eq. (186)).

Let us calculate the unfiltered wy. We are only interested in words that contribute to [ ® ], 4,-
Hence, when computing the shuffle products in Eq. (186), we shift all words with @ (-, -) letters to the
... terms. In the following, it is convenient to define the words

A(p,q) :==a1...a;00...0a1, (188)
— —— N —
px qx
B(p, @) =a1...a[ar, a2]aq ... a4 (189)
N e’ ——
px qx
for p, g € N. We note that
a; " welar, 4] =p!(A(p +1,0) —AQ,p+ D) + -, (190)
p
a,"°" WoA(, 0) =p!Z<qu>A(q+r,p—r)+--w (191)
r=0
L . q+r
a; @m@Aw,q):p!Z( , )A(p—r,q+r>+--~, (192)
r=0
W )4
a; P ioay =p! Yy AW, P—q) + - (193)
q=0

The dots collect all words that consist of other letters than one a, and some a;. Using these relations
in Eq. (186), we obtain

N—1—t
wv=Y" > k] o] (6= 3], o G- DN —1—6)l Y (““5“’)

k>1 3" t;=N—-1 p=0
i

X Aty —1+p,N—1—t, —p) —ANN —txy — p, ty — 2+ p))

N-3
+Z Z k[h]...[tk—l][tk—Z 1](N_3)!ZA(P+LN—3—p)
k=13 t=N~—1 =
2+k
+Z< k ) S [t]...[6] (N = 2)IAQ.N —2) + - (194)
k>1

> tj=N-2
i

wy is still unfiltered. Now, the filtration algorithm brings the words A(p, q) into lexicographical
order using the concatenation commutator. In our case, a, is sorted to the right,

A(p,q) = —B(p,q—1) +Ap+1,q-1),

a1 (195)
= A(p. Q) =AP+q.0)— Y Bp+r.g—1-r).
r=0
In this section, a filtration algorithm that sorts a, to the left would be more convenient because the last
term in Eq. (194) would already be given in lexicographical order. Since the resulting filtered words
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must not depend on the lexicographical order of letters, we now assume throughout this section that
we work with a filtration algorithm that sorts a, to the left,

A(p,q) =B(p—1,9) +A(p— 1,9+ 1),

p—1 196
= A(p.9) =A0.p+q+Y Bp—1—r.q+n). (196)

r=0

This change does not effect the final generating functions [e ], ,,; and the respective generated
matrices. Inserting Eq. (196) into Eq. (194) yields

N—1—tg
wy =2 > k[ta].o [tea] [t = 3] 0 G = DN 1=t D (““5“’)

k=13 t;=N-1 p=0
i

24p
x ( > Bx—2+p-q.N—1-t,—p+q
q=0
N—ty—p—1

- > B(N—tk—p—l—q,tk—2+p+q))
q=0
N-3

p
+Y° > k[a]. o [aea][—2 1J(N=31> "> Bp-q.N-3—p+q

k=1 Zt,—N 1 =0 q=0

+Y >k Jtea][te—2 1] (N —2)!A(0,N —2)

k>1 3" t;=N—1
i

+> (1 ") > [o] [0 - Mo - 4o (197

k>1 > tj=N-2
i

=
Q

The last two terms together are equal to {N — 2 1}A(0, N — 2), see Section 4.3.1.
Step 3 of the filtration loop in Section 3.3.1 computes

N—-2
alLU(—)N*Z Wely = (N_2)|ZA(p7N_2_p)+ (198)
p=0

and brings all the words A(p, N — 2 — p) on the rhs into lexicographical order using Eq. (196). Hence,
in Eq. (197),A(0, N — 2) is replaced by

1 LlgN—2
A(O,N — a; © oy — —— Bp—1—q,N—2— . (199
( 2) = N Wedz — (p q p+q. (199)
Thus, after step 3 and 4 of the respective filtration cycle,
N—1—t ¢ 24+
o =Y Y ko] [ [ - 3] o G- DN — 1=t 3 (k 2 p)

k>1 Y t;=N—1 p=0

i

24p
X ( > Bx—2+p-qN—1-t—p+9q
q=0

N—tx—p—1
-y B(N—tk—p—l—q,tk—2+p+q))
q=0
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N-3 p
+Y > k[a].[eea][—2 1J(N=3)"!>"> Bp—-q.N-3—-p+q
k=13 t=N-1 p=0 q=0
+[N=2 1]a"" P wea — —— (N-2 1}
N-2 p—1
X Bp—1—q,N—2—p+q+.... (200)
p=1 q=0

Note that we do not take the filtered term [N — 2 1 ]a, LeN-2

contribute to the term in Eq. (185).

We now proceed as in the derivation of the master differential equation in Section 4.2. We denote
by {N — 3}(4;,4,) the number of words on the rhs of Eq. (200) with (N — 3) letters a; and one letter
[a1, a2]. As in Section 4.1, {N — 3}4, q,] is related to the indexed matrix [N — 3 ] (4, 4,; bY

LW ga, into account because it does not

1
[N =30 = T {IN=3} . 0 (201)
We obtain {N — 3}4, q,) by setting all words B(-, -) on the rhs of Eq. (200) to 1, hence
{N=3} 0 =Y Y Kl [t — 3000 — 3N —1—1)!
k>1 Zr, N—1
N—1—ty ¢ _2+
x > (" p)(Ztk—l—Zp—N—l)
p=0
N—2
+ M= D Al =21]1- ——{N-2 1}.
k=173 ti=N-1
(202)
Standard combinatorial calculation yields
N—1—t
f—2+4p (N —1)!
ti —3)IIN—-1—-1)! 2ty +2p—N—-1) = ———. 203
(6 — 3)!( o) Z( ) )u p )= = (203)

p=0

Furthermore, we find {N —2 1} = (N—1)![N — 2 1]fromEq.(133). We divide Eq.(202) by (N—1)!
and insert Eq. (201) on the lhs. This results in

1
—[N g =y, ., Kol el 1= 3o

k>1 Z tl N—1 tk(tk

+y > fk[h] [tk—ll[fk—21]—¥[N—2]]. (204)

k=1 Zt -1 2

Finally, we multiply with zV~! and sum over all N e N. This will give us f [ ® li4,,a,1 42 on the lhs with
zero integration constant. On the rhs, we obtain

> 1
/ [ ][apaz] dz = Z(Z Z K[ t1 ]ztl o[ tk=1 ]ka—l m [ty —3 ][a1,az] Zlk

k>1 Zt =N-1

+y. > 7k[t1 2. [t 2% [ — 2 1]2% ]

k=1 Y ti=N— 12
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z2d 1 N—1

= ;k[o]"]/</[o][al,a2]dz> dz

2d1
+ Y SkleF e 1]= S [e1]

k>1

1 1
T1-2 f (f['][“"”z] dz) dz + 41— 2z

1 1 1
- + log [ — ),
4/1 =22 2J/1—2z g(«/l—Zz)

where we used the explicit form of the generating functions [ e | and [ e 1 | in the last line (Egs. (143)
and (151)). Again, the integration constants are zero.

Eq. (205) is an ordinary first order differential equation for f ( f [® a0 dz) dz with the same
homogeneous part as in the case of index-free generating functions, see Section 4.2. We can thus, use
Eq. (146) to obtain

_ J1-2z2 1
/(/[.][al,aﬂdz%z_— T i

1—2z

(205)

1 1 1
e (m) Vi (m) /(208)
The second derivative finally results in the generating function
1 1 1 1
@ e = aWi—22 4ai-22 " 4/1-27 ‘o8 («/1 - 2z>
__ 3 Slog( ! ) (207)
4J/1—2z Vi-2z

4.5.2. The generating function [e]i4, ©(a;,a1)]

In this section, we derive the generating function [ ® ], ©(a,q,); fOr the matrices [N — 3 ]iq, o(a,a;)1-
These belong to the shuffle products a]m@ N=3 Welai, ®(ay, ar)] in the filtered word wy.

In full analogy to the previous section, we derive an equivalent to Eq. (202). In the partly filtered

wy, we denote the number of words with (N — 3) letters a; and one letter [a;, ®(ay, a;)] by

{N - 3}[01’(_)(‘11’01)1 =N —=2!'[N -3l 0.0 (208)
We then find
IN=3} 0 o@an =2_ D Kbl [ttt =3 0@

k>1 Zti:N—l
i

N—1—t; ¢ 9 +p
" —
X (ty —3)I(N —1—1t)! pio ( P )

xQu+2p-N-D+Y Z W=D [rk_ll[fkgz]

k=1 Y G=N—1

i
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£ Y sV =) g

k=1 Y t=N-1
i

N—-2(N-2
—2{ 5 } (209)

Compared to Eq. (202), we made the obvious replacements

(6= 3N = (6 = 3No oy (=211 [452],

{N-2 1}—>{N;2}.

The only new term is the third one. It arises because on the rhs of Eq. (186), one must also consider
the term

BYY Y [tilay " [t lay " (211)

k>1 3" t;=N-1
i

(210)

and calculate

e Ut (R HUES) E IO (212)
——

(N—1)x
We divide Eq. (209) by (N — 1)! and use Egs. (133), (203) and (208) to obtain

1
— [N 3 liay. 0.0 = Z Z k[t ]... [tk ]m [t = 3 lay.0.a11
K

k>1 Zt, N-1
DNDWETTIRTS L]
k>1 Zr =N— 1
1
N-—3
DI (LEad UERY ELIRATY
k=13 6=N-1
N-—2 N-—2
_ T4 N=2|_2Y"=< N-—-2
e L B (R NT T (213)
As in the previous section, we multiply with z¥~! and sum over all N € N. With
_ NN —1)
N—2 _
5([ 5 ],[N])— SR (214)
we find
o0
/['][am(a].am dz = Z(Z D Kt [t g
N=0 “k>1 Zq:N—]
X e —1) L [t = 3 liay 0001011 2"

> ’k[ ]z [t J2 [ B 2 z]sz”

k>1 fo N— 1

+y > 4d2[t1]z“...[tk]z“<

k=1 Y G=N—1

i
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2 d1 2 d3
_ z***[N_Z]ZNq—Z*f[N]ZN
2dzz 4 dz3

= Zk[O]k*] / (/['][al.@(a],a])] dz) dz
k>1

z k=11 ® 22 dz k
D IELD R FIEDBES-1t)

k>1 k>1

zzdl[.] z? d3[ |
- ———e

2dzz"'2 4 dz3

1 1
= a1 42 ) dz =
1— 2z / </[.][01,O( 1.a1)] Z> z 8 /1 — 27

1 1 1
+ — lo .
8/1—27 4J/1—2z g<«/1 —2z>

Note that the third and the fifth term on the rhs of the second equation cancel. This is an interesting
incidence. Because of Eq. (160), the inhomogeneous parts of the differential equations Egs. (205) and
(215) only differ by a factor of —1/2. We therefore obtain

1 1
+
8J1—2z 8J/1—=22

(215)

[®]ia.0@.ap1 = =5 [®)iaj.a1 = —

2

(216)

1 1 3 1
- log ( ) + log ( ) .
8y1—2z Vi=2z) g/1=27 V1=2z

4.6. Results

We now demonstrate the power of the generating functions derived in the previous sections: one
can write the next-toU'-leading log order as a function of terms up to @ (/™) in the log-expansion
(Eq. (1)). We will show this for the Yukawa fermion propagator (Eq. (3)) up toj = 2 using the explicit
generating functions obtained in the previous section. They are also collected in the second column
of Table 1. We discuss our results for j = 0, 1, 2 separately.

4.6.1. Leading log expansion
Consider the filtered solution Wy, of the DSE Eq. (43), see Eq. (45). The leading log order is

Wyl = Z (a"wy™)

n>1

Contributing terms in the filtered words w, map to L" under renormalized Feynman rules since the

(217)

LL

leading log order is oc «"L". These are only the full shuffle products alLU(') " (see Section 3.2 that
A (a]m(.) “) oc [M). Thus,
n Wen 1 2 1 3 W3
Wyl = ZOt [n]a, =oaa; + S a1 e + 7% 4
n>0
5 7
+ §a4a1m”4 + goﬁa]“@5 +eee (218)

See the first row of Table 2 for the explicit multiplicities. Acting with renormalized Feynman rules ¥
on both sides results in

W Wyw) | =D _[n]e"Wr(ar)" = o] : (219)

LL n>0 z—a¥g(ay)
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We write this equation in terms of Feynman graphs. Therefore, set ¥3 = & o T~!. We find
that Yz(a;) = ®g(I}) on the rhs using the properties of the Hopf algebra morphism 7! in Eqs.
(35)-(40). On the lhs, ¥y(Wyy) = PrXyw) = Gr(Xyuk), which is the full Green function of the
fermion propagator. Hence, Eq. (219) yields

GrRXyu) L. = [ ® Iz aapry)- (220)
Using Eq. (143) for the generating function [ e ], we finally obtain

GrXyu) 1. = 1 —+/1 = 2aPr(I1). (221)

Without this result, the computation of Gg(Xyuk)|i;, would be quite more complicated, even
impossible. Computing Gg(Xyyu)|;;. the ordinary way includes to calculate an infinite number of

Feynman integrals with any number of loops. For example, the graphs Bf (Bi1 (Bi‘ (. ))) contribute

to Gr (Xyuk)|1.1.. Using our formula in Eq. (221), we only need to compute the one-loop Feynman integral
@r (1) to derive the full leading log order Green function Gg (Xyuk) |1.1.-

4.6.2. Next-to-leading log expansion
The next-to-leading log order of Eq. (45) is

Wyuklnr1 = Z(a”w,ﬁ““) (222)

n>1

n.lLL

Contributing terms of the filtered words w, map to L"~! under renormalized Feynman rules since
the next-to-leading log order is o« «"L"~!. These are the full shuffle products almf') -2) Wedy and

a1m(") =2) We®(ai, a;). Indeed, renormalized Feynman rules are character-like. ¥ acting on a full
shuffle product of n — 1 letters is o L"~! in the log-expansion, see Section 3.2. Thus,

Wyuklnr1 = Z([ n—21](aa) ™ "2 we (a’az)

n>2
+[";2]<aa1)“@<”‘2m@ (oﬂ@(al,a]))). (223)
Acting with renormalized Feynman rules ¥ on both sides results in

OIS ([ n—21]a" 2 W(a)" e’ Ur(az)
n>2
+ ["5 2 |em @ e @ @, an) )
= [0 1]l;augan@* ¥r(az) + [5]|z—>awR<a1)a2‘1’R(@(al, ap)). (224)

Again, we write ¥ = &g o T ! and obtain the full next-to-leading log order renormalized
Green function of the Yukawa fermion propagator on the lhs. On the rhs, the only subtle point is that
©®(ay, a;) has no single corresponding Feynman graph. However, we find the period

WR(O(ar, a1)) = ®ro Y 1 (O(ar, a1)) = Pro T ' ((a weay) — 2B (ay))

(I)? — 2g (Bi1 (n)) . (225)
Thus,

GrXya) lnit. = [ @ 11z adgry o Pr(I2)

+ [5]|z—>a¢R([‘1)a2 (¢R(F1)2 — 2P (Bi] (Fl))) . (226)
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Using the generating functions in Eqs. (151) and (159), we finally derive

(XZ 1
GrXyu) Inr, = W log (m)

1
x (cDR(rz) + ax (B (M) - 54>R(n)2> . (227)

This is an enormous simplification: we only need to compute the one-loop Feynman integral ®g(I™) as
well as the two-loop integrals ®g(I%) and Py (Bi1 (1"1)) to calculate the full next-to-leading log order
Green function Ggr(Xyui) |n.L.1.-

4,6.3. Next-to-next-to-leading log expansion
The next-to-next-to-leading log order of Eq. (45) is

Yul
WYuk|nAnAlAlA = Z(O{“wnm)

n>1

(228)

n.n.LL

Contributing terms of the filtered words w, must map to L*~2 under renormalized Feynman rules
since the next-next-to-leading log order is oc &"L" 2. These are the full shuffle products

a]m@ (n—3) g s, a1m(') (n—4) LU@)GZLU e 27 (229)
0, "V weB(arar.a). 0"V WeO (a1, @), (230)
alLU(—) (=4 LU@@(CI],G])LUMZ, alLU(—) (n=4) Wedy LU6~)(9(alval)v (231)
alm(') "= Llas, a;l, a; 1o glay, Oar, @)l (232)

From Eq. (228),

Wyuk|n.ntl = Z([ n—301](aa) ™" wg (a’as)

n>0

+ [n—42](aa) e " we (o’a;) g2

+ [n 3 3](0“11) e g (®O(ar, a1, ay)
+ [n 1 3 ?](Olal) Ho = 16 (a?O (a1, a2))

n—4
+ |: 2 ](aal) Ho (=4 )4 (*O(ay, ay)) e
2
+ [n 2 4 (1)](05(11) oD g (0?ay) we (®O(ar, 1))
+ [n— 3] 0y (@ar) Heo =3y, (053[01, az])
+ [n = 3oy 00.a@an) ™ P we (o?[ar, O(ay, al)])>. (233)
Acting with renormalized Feynman rules ¥ on both sides results in

Yr (Wyyi) nntl = ([ 00 1]e’Wk(a3) + [ o2 |a*¥r(ay)?

+ [$l @@, ara) + [ 49 | vr(@ @, @)
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+ [g]a“%<@<a1, a)? +[ 3§ ] (@) #© @, ap)
+ [ i ][(11,a2] a3WR([al7 a2])

+ [ ® liay. 00,01 @ ¥r(a1, O(ay, al)])) (234)

z—aWp(ay)

We write ¥y = @ o T~ ! and obtain the full next-to-next-to-leading log order Green function
on the lhs. On the rhs, for example ¥k(as) = @r(I3). The letters @ (aq, ai, a;), ©(ay, az), [a, az],
[ai, ®(aq, a;)] do not correspond to single Feynman graphs but to uniquely determined homogeneous
polynomials in Feynman graphs.

We write
P 3 1
©(ai, a;, a1) =3B} (B+ (01)) + ial We®(ay, ar) — 501 W Wedr, (235)
O(ar, @) = — B (az) — B (a1) + a1 Weay, (236)
la1, az] =B (a2) — BY (ay), (237)

1 1
la1, © (a1, a1)] = 2B (a; Wwea;) — BY (311 (01)) + 501 We®(a, ar) — 501 Welr Wed.
(238)

Now, we act with ¥ = &z o 7! and use Eq. (225). We use that under 7 ~! the shuffle product maps
to the disjoint union - the product - on graphs and thus find the periods

W(O (a1, a1, 1)) =3z (Bi1 (Bil (rl))) — 30p(I)Pr (Bi1 (rl)) F (M), (239)
(O, 1)) = — g (BY (1)) — 0x (B (1) + 0r(1) @1, (240)
Wr([ar, az]) = Pp (Bil(rz)) — @y (3?(1})) , (241)

Wr(la1, O(ay, ap)]) =2z (Bi1 (I rl)) — oy (Bi1 (Bf (1“1))) — Bp(I) Py (Bi1 (rl)) .
(242)

Inserting these identities together with Eq. (225) into Eq. (234), we finally obtain the next-to-next-to-
leading log order Green function,

Gr(Xvui) lnntt, =0 ([ 00 11PR(I3) + af o 2 |PR(I3)*
+ [31 (32 (B2 (B2 () ) = 30n(r @ (BL (1) + @n(11)?)
+ [39] (~or (B2 (1)) = @r (BE() ) + @rT)on(1))
[ ] 2
+ a[%} (or(r)? = 204 (B (1))
+ al § 8 |@rtr) (@x(r? — 200 (B (1))
+ [ ®iay.0] (‘DR (Bil (F2)> — Py <Bi2(rl))>
+ [ ay.0ap.an) (2¢>R (87 v ) — o (BT (B ()

— Ox(I) Py (B m))))

(243)

z—adr(Il)
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We refer to the second column of Table 1 for the explicit expressions of the generating functions. This
shows the explicit dependence of the full next-to-next-to-leading log order Green function Ggr (Xyui) |n.n.L.L.
on the Feynman graphs

n, L, B, I3, B, -
244
B2 (M), B (Bi1 (n)) . Bl(un.

These are at most, three-loop graphs.

As a final remark, note that all generating functions have the structure 1/4/1 — 2z in common.
In particular, this structure is simply related to the leading-log generating function by Eq. (143). One
could also argue that all non-leading logs are some functions in the leading-log contribution. This was
expected because the non-leading-logs are recursively given in terms of the leading log generating
function [ e ].

In Appendix A we discuss the generating functions for the QED photon self-energy. There we ob-
serve again that all generating functions have one same structure in common. However, this structure
will be 1/(1 — z) rather than 1/4/1 — 2z because the underlying Dyson-Schwinger equation Eq. (47)
differs from the Yukawa case.
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Appendix A. Relations for the log-expansion of the QED photon self-energy

We relate the next-to¥!-leading log order to the first (j+ 1) terms of perturbation theory in the QED
photon self-energy Green function Gg(Xqep). There are two differences from the Yukawa propagator
Green function (Consider the DSEs equations (46) and (47)). First, there are no insertion points in the

one-loop primitive propagator graph. The sum in Eq. (47) starts with j = 2 rather thanj = 1 in

Eq. (46). This will simplify the following calculations drastically. Secondly, the term (2j a ,f +k) in

Eq. (46)is replaced by (j B i+ k) in Eq. (47). This will change the structure 1/4/1 — 2z in the generating

functions of Yukawa theory to 1/(1 — z) in QED.

In the first part, we treat index-free matrices. The corresponding shuffle products do not contain
[-, -]-letters. We repeat the same steps to derive the master differential equation as in Yukawa theory.
The two mentioned differences in the respective DSEs equations (46) and (47) change Eq. (141) to

— T dz

d / ’ ’
M(Z)/ = Z (— Z —z""‘_‘m ‘/5(111, m )m/z“’” + S\mHSn(.)(m)O

umv’ —1 amv’ —j .
—2+k
+ Z a- 5m1j0) Z <J k )

j=2 k=1

B fm|—1-3 ||

x Zz P4 (m o, @mi) myz™ImyzImal ..mkz'm") , (A1)
i

k
(*): t>1,i=1...k, Zti:umvr—j, umyv’ = ¢, Zumﬁ—up;:um.
i1 7
(A.2)
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This is an ordinary equation for .M (z)" and not a differential equation because the sum starts with
j = 2. We therefore call Eq. (A.1) master equation. We must integrate the master equation to obtain
M(z) such that M (0) = 0 (Eq. (142)). Egs. (134) and (135) remain valid,

m#(0) 1 d |m|
M=Mz) =Y m™,  m=—(—=) MDl|=. (A3)
= Im|! \ dz
Consider for example the case M(z) = [ e ]. The matrices m ~ M belong to the shuffle products
a1LU(") N Since there is no B‘_ﬂ, we already know that [N ] = O for N > 1. In the master equation, all
terms vanish except for §;18n,, (myo. Integrating the remaining equation [ e ] = 1 yields
[e] =2, (A4)

which generates the matrices [ N | = &y 1 as expected (see Eq. (A.3)).

In the following, we derive the generating functions up to next-to-next-to-leading log order for the
QED photon self-energy. As in Section 4, we consider the cases ng (m) = 0 and ng (m) # 0 separately.
In Appendix A.3, we treat indexed matrices m.

A.1. Generating functions for index-free matrices with ng(m) = 0

Index-free matrices with ng (m) = 0 belong to shuffle products without @ (-, -)- and [, -]-letters.
In full analogy to the Yukawa propagator, only one row in M (z) reduces the master equation to

M@ = 81x0 + S + Z (1 =38450) ( ot k) Z M (D) M2(2) . .. Mk (2), (A5)

Jj>2,k>1
where

A.1.1. The generating function [e 1]
Let M(z) = [e 1]. The sum in Eq. (A.5) is non-zero only for j = 2. Then, # = £, = M and
M; =[®] =2zVi< k. We obtain

[ol]—l—i-Z[o]"— :[ollzlog(i) (A7)

k>1

A.1.2. The generating function [e 0 1]
Let M(z) = [ 0 1]. The sum in Eq. (A.5) is non-zero only for j = 3. Then, # = 3 = M and
M; = [®] =z Vi < k. We obtain

1 1
[.01]—1+Z(k+]) I = = a2 = [e01]=~1+_—. (A8)

k>1

The term —1 is the integration constant such that[ e 0 1](0) = 0.

A.1.3. The generating function [e 2]
Let M(z) = [ e 2]. The sumin Eq. (A.5) is non-zero only for j = 2. Then, $ = $,.Eq. (A.6) implies
that foronei < k, M; = [ e 1] = log(1/(1 — z)) and for all other i, M; = [ ® ] = z. We obtain

1 1
le2]' =) kleI'le1]=1 2)210g<1—z)

k>1

Sle2l=1— —— 1 1 jeg( !
=1- (o] .
* 1—-z 1—-z & 1—-z

(A9)
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A.2. Generating functions for index-free matrices with ng(m) # 0

We now treat full shuffle products that contain © (-, -)-letters but no [-, -]-letters. Here, we have
to proceed from the master equation Eq. (A.1). The following generating functions simplify to zero,

[
31-131-|3] -0 A10
The reason is that the sum in the master equation starts with j = 2.
A.2.1. The generating function [; ?]
There is another simplification due to the missing (j = 1)-term. If the first row of a matrix m is
of the form [N 0 0 ...] with arbitrary N, then the second (and more complicated) term on the rhs of

the master equation Eq. (A.1) yields zero. For example for the next-to-next-to-leading log generating
function [ $9], Eq. (A.1) reduces to

/ O d
[39] =55 (s (4w ) )
:Z<_£1(N+1)[N+11]z”+2>
dz z
S (Lt )
_Z( dz z dzz[N+H]Z
= ——z——[e1]. (A11)

Integration with suitable initial conditions and using Eq. (A.7) results in

1 1 1
+ —log (—) . (A12)
1—-z =z 1—z

[39]=-Sie 11+ 2Hetl=-

A.2.2. The generating function [; (1)]
For M(z) = [ % ] the master equation Eq. (A.1) reduces to

’ O d
[5(1)] :Z<_EZ(N+2)_(N+3)5 ([g’ (1)] [N+2 1]) [N 421]N*
N=0

+Y LTI ([g] [N+2 ]) (6120 ... [t ]sz)

k=13 ti=(N+4)-2
i

= <_77<N+2>[N+21]ZN+3

= dz z

+y <N;2)[t112“...[tk]ztk>

k>1 Zt, N+2

M

di1z22 d® 1

= 2
- Tdzz2dz2%z e tr ]z .. [t 2%
Z( dZZZdZZ [N+21]Z +Z Z szz[l]z [k]z>

k=1 ¥ G=N+2
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dz*d*1 z ‘
“@za T gl
d [ 22d*1 1 1 g d 1 1 1 (A13)
=—|—-——=-—-log| — - — = . .
dz 2 dz? z & 1—z 2dz1—-z 21—z
In the last line, we used Egs. (A.4) and (A.7). We integrate with suitable initial conditions and obtain
1 1 1 1
o 1] _ . 1o ) A.14
[20 2+2(1—z) z g(l—z) (A.14)

A.3. Generating functions for indexed matrices

As in Yukawa theory, we only calculate the generating functions [ e ], 4, and [ ® ], o(q;,q;); that

belong to the shuffle products a]m(') N elar, az] and a]m(') N elar, ©(ay, ap)].
We find
[e ][01,@(01,111)] =0 (A.15)

because the sum in Eq. (47) starts with j = 2.
For the generating function [ e |4, 4, Eq. (205) reduces to

z2d1
/[‘][a1 0] 42 _—***[01] (A.16)

because in Eq. (186), the first two terms are missing. Here, the derivation of the generating function
is even simpler than in all previous cases. One only needs to differentiate instead of integrating or
solving a differential equation.

We differentiate Eq. (A.16) and use the explicit form of [ e 1] in Eq. (A.7). This results in

[.][al,azl - 2(1—-2) B 2(1 _2)2.

(A17)

A.4. Results

We repeat the steps in Section 4.6 to write the next-to"’-leading log order as a function of terms
up to O(j + 1) in the log-expansion (Eq. (1)). We show this up to j = 2 and use Egs. (220), (226) and
(243), which are universally valid (in the QED case below several terms vanish):

GrXvu) 1. = ® Iz aap(ry)» (A.18)
GrXyu) lnit. = 0 11l aaprp@” Pr(12) + [5]|zaa¢g(1"1)a2 (‘PR(FOZ —2dp (Bil (ﬂ))) ,
(A.19)

Gr(Xvu) lnnt, =’ ([ o 0 118r(13) + o 0 21Br(1)?
+ (%] (3q>R (Bf (Bf (n))) — 3p(I) Pk (Bi1 (rl)) 4 ¢>R(n)3)
+ [39] (=e (B2 () — @ (BE () + @r(rn@n(r))
+ a[g] @R(n)z — 20 (Bf (r])))2
(38 ]@rtrs) (on(riy? — 205 (Bl (1) ) )
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I I
+ [T (2r (B2 (1) — @ (B2 (1)) )

+ [®ay.0ap.a] (MR (B2 iU r) — o (B2 (B2 ()

— Ox(I)r (B (m)))

For the leading log and next-to-leading log expansions, we use the explicit generating functions in the
third column of Table 1. For the next-to-next-to-leading log order, we only discard the zero functions.
Thus, we finally obtain

(A.20)

zZ—adr(l)

Gr(Xqep) |1, = a@r(17), (A21)
Gr(Xqep) In.i. = &® Pr(I) log (1—013%(1“1)) , (A22)
Gr(Xqen) lnntt, =’ ([ ¢ 0 11Pk(I3) + o 0 21k (12)?
+[49] (—on (B () = @n (B2 (1)) + d(T@n(T))
+af § 8 |@rtr) (@x(r? — 201 (B (1))
+ 1@ a0 (qu (BQ (rz)) — &g (Bf(n)))) s (A23)

See the third column of Table 1 for the remaining generating functions.

Appendix B. Some multiplicities of shuffles in filtered words

We list some multiplicities m that are generated by the generating functions obtained so far, see
Table 1. We treat the Yukawa fermion propagator and the QED photon self-energy separately. If
sequences are known, we say so explicitly and refer to [19].

B.1. Yukawa fermion propagator

The generating functions that are necessary to simplify the log-expansion of the Yukawa fermion
propagator up to next-to-next-to-leading log order are collected in the second column of Table 1.
Some of the corresponding multiplicities are collected in Table 2.

[ @ ] generates the exponential sequence of double factorial odd numbers A001147,

2N —3)QN —5)@N—7)...1 _ (2N —3)!
[N]= N! TR

Furthermore, [ e 1] generates the exponential series for the scaled sums of odd reciprocals
A004041. The formula is

(B.1)

N+ DI 1
= . B.2
[N1] (N+1)!;2k+1 (8.2)
We finally find
2N + 2)!
[N01]=¥ (B.3)

NI(N + 1)12N+!

(exponential sequence A001879). As far as we are concerned, there are no known sequences for the
other rationals in Table 2.
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Table 2

List of some multiplicities m occurring in the filtration of the Yukawa fermion propagator graphs. These are derived from the
generating functions up to next-to-next-to-leading log order in the second column in Table 1.

m N
0 1 2 3 4 5
1 1 5 7
[N] 0 1 2 2 8 8
23 22 563 1627
[N 1] 1 2 6 3 40 60
N _1 _1 _» _1n 563 _ 167
2 2 12 3 80 120
15 35 315 693
[N 0 1] 1 3 2 2 8 8
[N 2] 3 41 265 3707 114961 219803
2 6 12 60 720 560
[N 1 1 61 253 7141 113623
3 2 6 12 20 240 1680
N O _ 20 _ 53 214 _ 5933 46597
1 1 3 3 5 60 210
N
5 1 3 389 1291 314431 93403
24 8 240 240 20160 2240
2
N 1 5 2 _ 857 _ 833 559579 156603
2 0 6 6 60 20 5040 560
71 155 9129 18823
[N ] [a1.a2] 1 6 3 2 40 30
1,42
1 71 155 9129 18823
[N][al.(-)(al,a])] 2 3 6 4 30 60

Table 3

List of some multiplicities m occurring in the filtration of the QED photon self-energy graphs. These are derived from the
generating functions up to next-to-next-to-leading log order in the third column in Table 1.

m N
0 1 2 3 4 5
[N] 1 0 0 0 0 0
1 1 1 1 1
(v 1] 1 2 3 i 5 3
N] 0 0 0 0 0 0
|2
[N o 1] 1 1 1 1 1 1
1 13 77 29 223
[N 2] 2 § V) & 2 120
N
_3] 0 0 0 0 0 0
[N 0 _1 _2 _3 _4 _5 _6
11 1 2 3 4 5 6 7
N
2 0 0 0 0 0 0
| 2
[N 1 1 1 3 1 5 3
_2 0 6 4 10 3 14 8

(continued on next page)
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Table 3 (continued)

m N
0 1 2 3 4 5
1 3 5
[N][abazl —2 -1 —2 -2 -2 =3
[N P 0 0 0 0 0 0

B.2. QED photon self-energy

The generating functions that are necessary to simplify the log-expansion of the photon self-energy
Green function up to next-to-next-to-leading log order are given in the third column of Table 1. Some
of the corresponding rationals are listed in Table 3. The reader immediately checks that these numbers
look much simpler than in the Yukawa case. Indeed, four rows only contain zero numbers (the first
line is almost zero, [N | = &y 1).

We find the trivial sequences

N+1
=1, [N0]=_7,
[NO1] 10 N1

201 7 2(N+3) la1.a2] = 3
One also finds that [ N 2 ] is the exponential series of the generalized Stirling numbers A001705,
1 N k+1
N2|= . B.5
[ ] N+2 ; N+1—k (B:5)
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