
Gyrokinetic study of ASDEX Upgrade inter-ELM pedestal profile evolution

D. R. Hatch
Institute for Fusion Studies, University of Texas at Austin, Austin, Texas 78712, USA

D. Told, H. Doerk, M. G. Dunne, E. Wolfrum, E. Viezzer, and The ASDEX Upgrade Team
Max-Planck-Institut für Plasmaphysik, Boltzmannstr. 2, D-85748 Garching, Germany

F. Jenko
Max-Planck-Institut für Plasmaphysik, Boltzmannstr. 2, D-85748 Garching, Germany and

Department of Physics and Astronomy, University of California, Los Angeles, California 90095, USA

M.J. Pueschel
University of Wisconsin-Madison, Madison, Wisconsin 53706, USA

The gyrokinetic GENE code is used to study inter-ELM H-mode pedestal profile evolution for an ASDEX
Upgrade discharge. Density gradient driven trapped electron modes (TEM) are the dominant pedestal instabil-
ity during the early density-buildup phase. Nonlinear simulations produce particle transport levels consistent
with experimental expectations. Later inter-ELM phases appear to be simultaneously constrained by electron
temperature gradient (ETG) and kinetic ballooning mode (KBM) turbulence. The electron temperature gradient
achieves a critical value early in the ELM cycle, concurrent with the appearance of both microtearing modes
(MTM) and ETG modes. Nonlinear ETG simulations demonstrate that the profiles lie at a nonlinear critical
gradient. The nominal profiles are stable to KBM, but moderate increases in β are sufficient to surpass the
KBM threshold. Certain aspects of the dynamics support the premise of KBM-constrained pedestal evolution;
the density and temperature profiles separately undergo large changes, but in a manner that keeps the pressure
profile constant and near the KBM limit.

I. INTRODUCTION

The H-mode [1] is an improved tokamak confinement
regime characterized by an edge transport barrier with steep
temperature and density gradients. H-mode operation with a
sufficiently large pedestal top temperature (in the range of ∼ 4
keV) is thought to be necessary in order for ITER to achieve
its fusion power targets [2]. This imperative is challenged
by the activity of edge localized modes (ELMs) [3]—cyclical
collapses of the edge pedestal, which, on an ITER-scale ma-
chine, would release unacceptable heat loads on plasma facing
components. ITER operation must achieve the fine balance of
producing a robust pedestal while avoiding large ELMs.

The stability of magnetohydrodynamic (MHD) modes typ-
ically defines upper bounds on what pedestal parameters are
achievable preceding an ELM crash [4, 5]. ELM-free scenar-
ios [6–12] rely on some other transport mechanism to arrest
pedestal evolution before the ELM-triggering MHD limits are
reached. In this context, a critical question is how pedestal
density and temperature profiles evolve in response to heat
and particle transport fluxes and their respective sources. One
might ask on the one hand whether such transport mecha-
nisms may be sufficient to avoid ELMs, and on the other hand
whether they might preclude realization of the 4 keV ITER
pedestal target. For example, various oscillations—sometimes
quasi-coherent—are observed in pedestals that apparently af-
fect transport and ELMS. Thus it is desirable to develop an un-
derstanding of pedestal profile evolution that goes beyond the
basics of the bounding MHD limits. In this work we explore
this question by using gyrokinetic simulations in conjunction
with time-resolved inter-ELM pedestal profiles to probe the

interaction between pedestal profile evolution and kinetic mi-
croinstabilities.

Various transport mechanisms have been proposed for the
pedestal [13, 14], including neoclassical [15], paleoclassi-
cal [16, 17], and microturbulent transport. Several analyses
of pedestal microinstabilities and profile evolution have been
published in recent years [18–21]. In Ref. [21], local lin-
ear gyrokinetic simulations were used to study the inter-ELM
behavior of MAST pedestal profiles. A transition from mi-
crotearing modes (MTM) to kinetic ballooning modes (KBM)
was observed as the pedestal recovered. In Ref. [19], local gy-
rokinetic simulations were applied to DIII-D pedestal profiles.
MTM was observed at the pedestal top and drift waves were
identified in the pedestal. KBM was found to be subdominant
but weakly unstable. In Ref. [18, 20], global gyrokinetic sim-
ulations were used to study DIII-D pedestal profiles and found
KBM unstable in the pedestal and a kinetic peeling ballooning
mode unstable prior to the ELM crash.

Here we use the GENE code [22] to study the relation be-
tween pedestal instabilities and profile evolution during sev-
eral inter-ELM time periods of an ASDEX Upgrade (AUG)
discharge. In this paper we report on local flux-tube results.
The fully developed pedestal width corresponds to approxi-
mately fifty gyroradii. For such scale lengths a local treatment
is likely to capture at least qualitatively most of the salient dy-
namics. Nonetheless, global operation is certainly preferable
and is the focus of ongoing work. Nonlinear simulations of
trapped electron mode (TEM) and electron temperature gradi-
ent (ETG) driven turbulence are used to characterize the trans-
port associated with these instabilities and elucidate various
properties of the turbulence. Future work will focus on global
effects and nonlinear KBM simulations.
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In this work we study three inter-ELM time periods from
an AUG H-mode discharge similar to those described in
Refs. [23, 24]. The profile evolution is characterized by an
early density-buildup phase during which TEM dominates,
and later phases during which the profile evolution appears to
be simultaneously constrained by ETG and KBM turbulence.

The early density-buildup phase occurs ∼ 3 ms after the
ELM crash. Density gradient driven TEM is predominant
during this phase and is characterized by significant particle
transport (as quantified by the ratio of normalized particle to
heat flux). Nonlinear simulations are used to characterize the
TEM particle transport.

The second phase of interest is an intermediate phase ∼ 8
ms after the ELM crash during which the profiles are still
evolving, but the electron temperature gradient has reached
a critical value and the outer pedestal is near the KBM limit.
Nonlinear ETG simulations demonstrate that the profiles are
at a nonlinear critical gradient; heat fluxes increase by an or-
der of magnitude with moderate adjustments to background
gradients.

The third phase of interest represents the final pre-ELM
state whose characteristics are largely maintained for the final
half of the ELM cycle. During this phase the outer pedestal re-
mains near the KBM limit. The profile evolution between the
second and third stages is consistent with a KBM-constrained
pedestal; the density and temperature profiles evolve sepa-
rately in a manner that maintains a near-constant pressure pro-
file over the outer half of the pedestal.

This paper is outlined as follows. In Sec. II the ASDEX Up-
grade discharge is described, along with the available experi-
mental data. In Sec. III we describe certain technical details of
the gyrokinetic GENE simulations performed, the properties
of the microinstabilities identified, and the procedure used for
identifying ballooning limits. In Sec. IV we examine in de-
tail the relation between the observed microinstabilies and the
profile evolution during each phase and characterize the TEM
and ETG transport. In Sec. V the details of the nonlinear simu-
lations are described. A summary and discussion are provided
in Sec. VI.

II. EXPERIMENTAL DETAILS

The discharge chosen for this analysis was AUG discharge
#27963, which featured a 1 MA plasma current, a -2.5 T field
and medium average triangularity of 0.25 in a lower single
null configuration. A mixture of neutral beam injection and
electron cyclotron resonance heating were used in this dis-
charge. Timetraces of (a) heating power, (b) deuterium fuel-
ing rate, (c) normalised plasma beta, (d) core (black) and edge
(blue) line integrated densities, and (e) ELM frequency are
shown in Fig. 1. In order to increase the radial resolution of
the diagnostics, a radial sweep of the plasma position by 2 cm
was performed between 4 and 4.5 s. Data for the profiles used
in this work were taken between 3 and 4.5 s where all plasma
parameters (apart from the radial position) and the ELM fre-
quency were constant. This particular shot is well suited to
the analysis undertaken here due to the long inter-ELM time

of 30 ms.
The electron temperature and density profiles were inter-

preted by using the electron cyclotron forward modelling
(ECFM) method [25]. This accurately models the measured
radiation temperature from electron cyclotron emission in the
plasma edge and determines the correct electron temperature
based on this. The electron density profiles are also fitted as
part of this interpretation. The edge ion temperatures were
measured using poloidal and toroidal charge exchange recom-
bination spectroscopy diagnostics which also allows the radial
electric field in the pedestal to be calculated [26] and aligned
with the other kinetic profiles.

The data from the analysed time range were combined into
a single composite ELM cycle, as discussed in Ref. [24], al-
lowing a highly temporally resolved analysis of the ELM re-
covery. Several time windows during the ELM cycle, shown
in Fig. 2 were chosen for further analysis. The data during
each of these time windows were fitted to provide constraints
for the magnetic equilibrium, and also for the GENE simula-
tions. From the measured kinetic profiles and the extensive
set of poloidal magnetic field sensors installed at AUG, an
accurate equilibrium was also calculated using the CLISTE
code [27, 28] for each time point. Previous work on AUG [29]
has shown that this allows the edge current density, and hence
magnetic shear profile, to be determined with a high degree of
accuracy.

The ELM period in shot 27963 is approximately 30 ms and
is characterized by a complex succession of several distinct
phases. The time-resolved maximum pedestal temperature
and density gradients are shown in Fig. 2 (t = 0 represents the
ELM crash). Magnetic equilibria and temperature and den-
sity profiles have been reconstructed for six inter-ELM time
points (represented by the shaded regions in Fig. 2). Each re-
construction is averaged over ∼ 2 ms and separated by ∼ 5
ms. Additional details can be found in Refs. [23, 24]. In
the following analysis, we focus largely on the segments at
t = 3.5, 7.5,−2.5 ms with respect to the ELM crash, which
will be denoted S3, S4, and S1, respectively, consistent with
the labels in Fig. 2. Several important features of the profiles
are shown in Fig. 3: the electron density profiles (Fig. 3 A),
the electron temperature profiles (Fig. 3 B), the normalized
electron density gradient scale lengths a/Ln (Fig. 3 C), the
normalized electron temperature gradient scale lengths a/LTe

(Fig. 3 D), the ratio of the scale lengths ηe = Lne/LTe (Fig. 3
E), and the pressure (ion plus electron) profiles (Fig. 3 F). The
radial coordinate ρtor = (Ψϕ/Ψϕ0)

1/2 is the square root of
the normalized toroidal magnetic flux. The ion profiles are
also experimentally diagnosed and are qualitatively similar to
the electron profiles. The major distinction is in the temper-
ature profiles; whereas the electron temperature gradient in-
creases early in the ELM cycle and remains constant there-
after (see Fig. 3 D), the ion temperature profile remains flat
until later in the ELM cycle.

Phases S3 and S4 are characterized by rapidly evolving pro-
files (note the large differences in the density and tempera-
ture profiles shown in Fig. 3 A and B, respectively). While
the density and temperature profiles evolve in a complex fash-
ion, the resulting pressure profile evolution follows a simple
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trend: the pressure profile rises and steepens, approaching its
final pre-ELM value at radial points that move progressively
inward with time (see Fig. 3 F). After ∼ 13.5 ms, the pro-
files have largely recovered their final pre-ELM characteris-
tics, and only comparatively minor variations are observed
over the remaining time points. We study the final pre-ELM
segment S1 (−2.5 ms) in detail.

The radial electric field (Er) profiles [26, 30] and the result-
ing E ×B shear rates [31] are also highly relevant. The force
balance that determines Er is largely governed by the main
ion pressure gradient [26], so that the Er profile recovers in
tandem with the pressure profile. The Er profiles for S3 and
S1 are shown in Fig. 4 A, and the E ×B shear rates [32]

ΩE×B =
B2

θR
2

B

d

dψ

Er

BθR
(1)

are shown in Fig. 4 B. In Eq. 1, ψ denotes the poloidal flux,
Bθ is the outboard midplane poloidal magnetic field, and
R is the outboard midplane major radius. The shear rates
greatly exceed the maximum low-ky growth rates throughout
the pedestal in S1, where ky is the wave number correspond-
ing to the binormal y coordinate. In S3, there is a portion of
the pedestal centered around ρtor = 0.95 where the shear rate
is small, allowing low-ky TEM turbulence to be active. Al-
though the Er profile for S4 is not available, the similarity of
the S4 and S1 pressure profiles indicates that large shear rates
have likely been reestablished.

Note that the Hahm-Burrell shear rate defined above is dif-
ferent from the shear rate used as the input parameter for
GENE , which is defined as

ΩE×B =
ρtor

q

d

dρtor
Ωtor , (2)

where q is the safety factor and Ωtor is the toroidal rota-
tion. This definition produces values that are nearly an order
of magnitude smaller than the corresponding Hahm-Burrell
shear rates (Ωtor = Er/BθR is used in this calculation). The
GENE shear rates are also plotted in Fig. 4 (solid lines) in
order to emphasize that in the pedestal different definitions of
shear rates can significantly affect interpretation of standard
comparisons between shear rates and growth rates.

III. GYROKINETIC ANALYSIS

A. Description of simulations

The GENE code [22] is a comprehensive gyrokinetic code
that includes electromagnetic effects (including B||), a lin-
earized Landau-Boltzmann collision operator, and an inter-
face with experimental equilibria and profiles, all of which
are used routinely in this study. GENE is used largely in its
local linear mode, with targeted nonlinear simulations used
to verify and explore certain conclusions. Global simulations
and more extensive nonlinear simulations will be the focus of
future work.

As will be described below, a wide range of microinstabili-
ties is manifest in the AUG pedestal. These require varying
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FIG. 1: Time traces of (a) heating power, (b) deuterium fueling rate,
(c) normalised plasma beta, (d) core (black) and edge (blue) line inte-
grated densities, and (e) ELM frequency for AUG discharge #27963.
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FIG. 2: Time-resolved maximum pedestal temperature (top) and den-
sity (bottom) gradients for ASDEX Upgrade shot 27963. The shaded
regions denote the segments for which profiles and magnetic equilib-
ria have been reconstructed. Segments S3 (iii), S4 (iv), and S1 (i) are
studied in detail.

amounts of grid resolution to properly resolve. The high-
dimensional parameter space of interest (spanning radial lo-
cation, binormal wavenumber, inter-ELM time point, and var-
ious scans in gradient scale lengths and β) precludes exhaus-
tive convergence tests for every linear simulation. In the
course of this study, convergence tests were performed for
cases representative of the major microinstabilities in each
time phase. Moreover, important mode characteristics, like
ballooning mode structures for the electrostatic potential φ
and the parallel magnetic vector potential A|| were consis-
tently monitored in order to avoid any indication of numeri-
cal under-resolution. We routinely used 128− 192 grid points
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FIG. 3: Various features of the profiles during S3 ( density buildup
phase—dashed, red online), S4 (intermediate phase—dot-dashed,
blue online), and S1 (final pre-ELM phase—solid, black). The elec-
tron density profiles are shown in A, the electron temperature profiles
in B, the normalized inverse density gradient scale length a/Lne in
C, the normalized inverse electron temperature gradient scale length
a/LTe in D, the ratio of the scale lengths Lne/LTe in E, and the
pressure (ion plus electron) profiles.

in the parallel coordinate z, 64 grid points in parallel velocity
space v||, 16 grid points for the magnetic moment µ, and 5−9
kx (where kx is the wave number corresponding to the radial
coordinate x) modes linked by the flux tube parallel boundary
condition [33]. This resolution was chosen to resolve the most
difficult modes in the high-dimensional parameter space, and
thus typically over-resolves the majority of the microinstabil-
ities simulated. Fourth-order hyperdiffusion [34] was used in
the parallel coordinate in order to stabilize grid-scale numer-
ical modes. Numerical details regarding the global simula-
tions and nonlinear simulations will be discussed in the rele-
vant sections.
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FIG. 4: A. The radial electric field Er profiles for S3 (dot-dashed
line, blue online), and S1 (dashed line, green online). B. The Hahm-
Burrell E × B shear rates for S3 (dot-dashed line, blue online) and
S1 (dashed line, green online). The shear rates calculated using the
definition used for GENE input are also shown (solid lines, labelled
γG ).

B. Important microinstabilities

Linear gyrokinetic GENE simulations identify four impor-
tant microinstabilities in the different phases of the AUG inter-
ELM pedestal evolution: density-gradient-driven TEM, ETG
modes, MTM, and KBM.

TEM [35–37] instabilities are observed at intermediate ky
scales during all inter-ELM phases, and are (almost) the sole
microinstability observed during S3 (β and pressure gradi-
ents are too low to excite KBM, and ηe is too small to ex-
cite electron modes during S3). The TEM growth rates typi-
cally increase with a/Ln and decrease with increasing a/LTe.
The mode is characterized by mode structures that extend to
larger ballooning angles (higher kx) than the other modes, and
the amplitude often peaks away from the outboard midplane
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(z = 0) (a feature also observed in Refs. [38, 39]). Ref. [38]
notes that density gradient driven TEM develops this double-
peaked mode structure at sufficiently high density gradients.
The mode structures of the electrostatic potential φ and the
parallel magnetic vector potential A|| are shown in Fig. 5 A
and B. The dispersion relation for the TEM exhibits a mode
frequency that often transitions from negative to positive fre-
quencies as ky increases, as can be seen in Fig. 8.

MTMs are small-scale, electron-temperature-gradient-
driven analogs to MHD tearing modes [40] that produce (al-
most exclusively) electron thermal transport. They are unsta-
ble at low ky during S4 and S1, and have negative frequencies
that strongly increase with ky . MTMs have often been ob-
served to be unstable inside the pedestal top [19, 21, 41], as is
also observed in this AUG discharge. A representative mode
structure is shown in Figs. 5 C and D. Note that the up-down
asymmetry of the magnetic equilibrium allows the modes to
deviate from the exact symmetry about the outboard midplane
(z = 0) that would otherwise be enforced.

KBM shares many of the same properties of its counterpart,
the ideal ballooning, including being driven (primarily) by
pressure gradients (i.e., they are driven by contributions from
gradients in temperature and density for all species). Repre-
sentative mode structures are shown in Figs. 5 E and F. KBM
produces robust particle and thermal transport and constrains
pedestal pressure gradients in many [5, 14] (but possibly not
all [14, 42]) H-mode scenarios. Some experimental observa-
tions are also consistent with KBM properties [43, 44].

The properties of ETG modes include instability at small
scales (kyρi ≫ 1), predominantly electron thermal transport,
a threshold in ηe = Lne/LTe, and negative frequencies that
increase with ky [45, 46]. ETG modes are unstable at small
scales during all phases later than S3. Analysis of ETG insta-
bility in AUG pedestals is also discussed in Refs. [47–49].

C. Discussion of Ballooning Limits

The proximity of the pedestal profiles to the KBM and
ideal ballooning limits is of particular interest. Predictions
of pedestal properties appeal to KBM instability in setting the
scaling of the pedestal width with β [50], thereby providing
a constraint on the pedestal height. Here we discuss a proce-
dure for identifying the linear ballooning limits (which appear
to be a good proxy for nonlinear limits [51]) in the context of
the modes observed in these simulations. We first note that
(as will be described in the following sections) all nominal
pedestal profiles are stable to KBM. However, KBM can be
destabilized by increasing β (or alternatively gradients) to var-
ious degrees.

Two transitions to the critical β KBM limit are observed.
First, a sharp transition from MTM to KBM similar to that de-
scribed in [21]. Second, a smooth transition is observed from
a mode with an electron-diamagnetic (negative) frequency and
a more-complex mode structure to a KBM, which is charac-
terized by a smoother more strongly-ballooning mode struc-
ture and an ion-diamagnetic (positive) frequency. This transi-
tion is illustrated in Fig. 6, which demonstrates that the mode
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FIG. 5: Representative parallel mode structures for three important
micro-instabilities: the electrostatic potential φ and the parallel mag-
netic vector potential A|| for a TEM (A and B), a microtearing mode
(C and D), and a kinetic ballooning mode (E and F).

structures become smoother and more peaked as β increases,
and Fig. 7, which shows the dispersion relation as β increases
from its nominal value to a value that is 30 % greater. In Fig. 7,
the MTM-KBM transition is manifest at kyρs = 0.04, 0.05,
and the smooth transition is observed at higher wave numbers.
Note that the growth rates in the range kyρs ∼ 0.1 − 0.16
exhibit very little sensitivity to the initial increase in β, in-
dicating that the electromagnetic nature of the mode under-
goes a fundamental change as it transitions to ion diamag-
netic frequency. The mode structures in Fig. 6 correspond to
kyρs = 0.08 in Fig. 7. We define the KBM limit as the value
at which the modes transition to ion-diamagnetic frequencies,
which in this case corresponds to β = 1.1× β0.

The KBM limit is reached at a lower value than the ideal
ballooning limit [51, 52]. Since the KBM threshold converges
to that of infinite-n ideal ballooning modes in the limit ky →
0 [53], we can estimate the ideal ballooning limit as the β
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FIG. 6: Parallel mode structures of the electrostatic potential as the
mode transitions from a TEM to a KBM. The mode structure be-
comes smoother and more peaked as β increases. This scan corre-
sponds to kyρs = 0.08 in Fig. 7

value at which an extrapolation of the growth rates to ky = 0
is positive. This occurs at roughly β = 1.15 × β0 in Fig. 7.
This procedure will be used to characterize the proximity of
the profiles to ballooning instability in the next sections.

IV. INTER-ELM PHASES

In this section we examine each phase of the profile evo-
lution in detail with the goal of characterizing transport and
identifying connections between the profile evolution and the
underlying microinstabilities.

A. Phase S3

During S3, TEM is the dominant instability across the
pedestal, as seen in Fig. 8, which shows growth rates and
frequencies for various radial locations. The Er profile has
not fully recovered during this phase, leaving a significant
window of low E × B flow shear in the region centered at
ρtor = 0.95, as seen in Fig. 4. Thus, we may expect low-ky
turbulence to be active in this region, which is consistent with
the profile evolution, as described below. In order to interpret
the profile dynamics during S3, we consider the variation from
S3 to S4 to provide a rough time derivative for the quantities
of interest (compare the red and blue lines in Fig. 3). During
this phase, the density across the entire pedestal rises sharply,
as seen in Fig. 3 A. A key question is the mechanism for this
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FIG. 7: Growth rates (top) and frequencies (bottom) for a β
scan demonstrating the transition to KBM instability. At kyρs =

0.04, 0.05, there is a transition from MTM to KBM. At higher ky ,
the mode smoothly transitions from a TEM whose growth rate is in-
sensitive to β to a KBM whose growth rate strongly increases with
β.

density buildup. The two candidate mechanisms [13, 54–56]
are neutral fueling and a particle pinch, the latter mechanism
being beneficial for ITER, which will have a narrow neutral
penetration length [57].

A nonlinear TEM simulation produced a particle flux
Γ/ΓGB = 6.8 ± 1.1, with ΓGB = n0csρ

2

s/a
2 (for reference,

the neoclassical contribution to the particle flux was calculated
by GENE to be ΓNC/ΓGB = 1.54). This net outward trans-
port can be reconciled with the density buildup by appealing to
a particle source that dominates the transport. The TEM parti-
cle flux translates into a diffusivity D = 0.025± 0.004m2/s,
which is very similar to the quantity (D = 0.031m2/s) deter-
mined by predictive-iterative modeling to best fit the profile
evolution of the density buildup during the L-H transition of
a similar AUG discharge [55]. A scan of the density gradi-
ent scale length was conducted in order to extract diffusive
and pinch components of the flux. However simulations with
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denoted by + (green online) and microtearing modes are denoted by
x (red online).

15% and 30% increases in a/Ln produced widely different
estimates of diffusive and pinch components.

This analysis indicates that the particle source (i.e., neutral
fueling) is the dominant mechanism for the density buildup in
this scenario. However, the possibility of a substantial TEM-
driven particle pinch in other pedestal scenarios cannot be
ruled out.

B. Phase S4

S4 is characterized (in relation to S3) by much steeper
temperature gradients but comparable density gradients over
much of the pedestal. Thus ηe is large enough to excite elec-
tron instabilities like MTM at low ky and ETG at high ky ,
as seen in Fig. 10. As in S3, TEM (green) is still unstable
at intermediate scales. Although the Er data is not available

during S4, the recovering pressure profile (whose gradient de-
termines Er) indicates that substantial shear rates are to be
expected during this phase, likely stabilizing the intermediate-
scale TEM. The effect of shear-flow on MTMs is still an open
question, with some results indicating an insusceptibility of
MTMs to shear flow [58], and others indicating strong sup-
pression due to shear flow [59].

During this phase, the temperature gradient scale lengths
have already approached a critical value across the pedestal
that is maintained through the remainder of the ELM cycle
(compare the gradients for S4 and S1 in Fig. 3 D). This is in
spite of the fact that the temperature itself is still increasing
over much of the pedestal as seen in Fig. 3 B. The fixed tem-
perature gradient may be due to either the low-ky MTM or
the high-ky ETG modes, both of whose growth rates increase
strongly with the temperature gradient.

Nonlinear MTM simulations and multi-scale ETG simu-
lations are beyond the scope of this work. Nonlinear elec-
tron scale ETG simulations (described in more detail below
in Sec. V) indicate that the profiles are at a nonlinear critical
gradient—moderate variations in gradient scale lengths (in-
creasing a/LTe by 20% and decreasing a/Ln by 20 %) are
sufficient to increase the heat flux by an order of magnitude,
as shown in Fig. 9.

The resulting power flowing through the flux surfaces of in-
terest ranges from tens to hundreds of kW depending on the
gradient modifications as shown in Fig. 9 B. This discharge
is powered by 5 MW of neutral beam injection (NBI) heating
and 1 MW of electron cyclotron resonance heating (ECRH).
Radiation accounts for 3-5 MW of power loss, leaving 1-3
MW attributable to transport mechanisms. The resulting elec-
tron power flows may also be modified to various degrees by
ohmic heating, and collisional and turbulent energy exchange
with ions. Further ambiguity is introduced by the dynamic
nature of the pedestal evolution. In light of the uncertainties,
a conservative conclusion is that ETG is plausibly responsi-
ble for a significant fraction of the electron heat flux in the
pedestal of this discharge, but other transport mechanisms are
likely necessary to account for the full transport level. The
drastic increase in ETG transport with moderate gradient vari-
ations suggests that the electron temperature gradient is con-
strained by ETG turbulence. Candidate mechanisms for addi-
tional electron heat transport include neoclassical, and MTM
and KBM turbulence. Paleoclassical transport has also been
proposed as a pedestal transport mechanism [13].

The profiles during S4 are already quite close to the KBM
limit in the outer region of the pedestal. This is consistent
with the pressure profiles shown in Fig. 3 F, which are almost
identical during phases S4 and S1 at positions ρtor & 0.95.
Increases in β of 10 % and 15 % are sufficient to excite KBM
at ρtor = 0.95 and ρtor = 0.97, respectively (also shown
with black symbols in Fig. 10). Variations of β of this magni-
tude are justified by experimental uncertainties in the profiles,
which range from ∼ 10% to ∼ 30% across the pedestal (note
that, e.g., a 15% increase in β can be achieved with only ∼ 7%
increases in both the temperature and density).

KBM activity during S4 is also supported by the observa-
tion that the density decreases during the transition between



8

0.92 0.93 0.94 0.95 0.96 0.97 0.98
ρtor

0

1

2

3

4

5

6

Q
/
(n

e
T
e
v T

eρ
2 e
/L

2 T
e
) A.

a/LTe×1, a/Ln×1
a/LTe×1.2, a/Ln×1
a/LTe×1.2, a/Ln×0.8
a/LTe×1.3, a/Ln×0.7

0.92 0.93 0.94 0.95 0.96 0.97 0.98
ρtor

0

100

200

300

400

500

600

700

Po
w

e
r(

kW
)

B.

FIG. 9: Electron heat flux (A) and the corresponding power trans-
ported through flux surfaces (B) attributable to ETG turbulence using
variations of the background gradients as input. The sharp increase
in transport with changes in gradients is an indication that the pro-
files lie near a nonlinear critical gradient for ETG turbulence. The
transport can reach experimentally significant levels with moderate
modifications to the gradients.

S4 and S1. The region of decreasing density (ρtor & 0.95)
corresponds closely to the region where the profiles are near
the KBM limit. The temperature in this region increases con-
current with this decrease in density, suggesting that density
and temperature profiles are free to evolve as long as the pres-
sure profile is kept at the KBM limit.

C. Phase S1

The profiles achieve their final pre-ELM characteristics ap-
proximately 13 ms after the ELM crash, so that phases S5, S6,
and S1 have largely similar properties with respect to microin-
stabilities. We analyze S1 in detail. Similar to S4, MTMs are
unstable at low-ky and ETG modes are unstable at high ky as
seen in Fig. 11. The TEM has become almost completely sta-
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FIG. 10: Growth rates and frequencies for S4 at ρtor = 0.91 (A),
ρtor = 0.93 (B), ρtor = 0.95 (C), ρtor = 0.97 (D). TEM is denoted
by + (green online), MTM is denoted by x (red online), and ETG
modes are denoted by asterisks (blue online). KBM growth rates and
frequencies, attained by increasing β by 20 and 10 % are shown in
C and D, respectively, and are denoted by circles. Note that the fre-
quency plot range is kept small, eliminating many ETG frequencies,
in order to make the ion-scale dispersion relations discernible.

bilized at ρtor = 0.93, 0.95. Similar to S4, scans in β show
that the nominal profiles in the outer pedestal lie just below
both the KBM and ideal ballooning β limits. At ρtor = 0.97,
the KBM limit is reached with a 10 % increase in β, while
the infinite-n ideal ballooning limit is reached with a 15 %
increase (as already discussed in subsection III C and shown
in Fig. 7). At ρtor = 0.95 and ρtor = 0.93 the KBM limit
is reached with increases of 20 % and 30 %, respectively. In
these cases there appears to be little separation between the
infinite-n and KBM limits. The 30 % β increase necessary
to find the KBM limit at ρtor = 0.93 is easily justified when
uncertainties in gradients (in addition to β) are also taken into
account.

The premise of KBM-constrained profile evolution is
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FIG. 11: Growth rates and frequencies for S1 at ρtor = 0.91 (A),
ρtor = 0.93 (B), ρtor = 0.95 (C), ρtor = 0.97 (D). TEM is denoted
by + (green online), MTM is denoted by x (red online), and ETG
modes are denoted by asterisks (blue online). KBM growth rates and
frequencies, attained by increasing β by 30, 20, and 10 % are shown
in B, C, and D, respectively, and are denoted by circles. Note that the
frequency plot range is kept small, eliminating many ETG frequen-
cies, in order to make the ion-scale dispersion relations discernible.

strengthened by the manner in which the density and temper-
ature profiles evolve during the transition from S4 to S1. In
the region ρtor > 0.95, the density decreases and the temper-
ature increases in such a way that the pressure profile itself
is unchanged (compare Figs. 3 A [density], B [electron tem-
perature], and F [ion plus electron pressure]). Note that the
ion temperature (not shown) increases more than the electron
temperature. This is consistent with the observation that the
profiles during each segment are of comparable proximity to
the KBM limit, each requiring increases in β of approximately
10 to 20 %.

V. PREDICTED TURBULENCE PROPERTIES

In this section we describe the numerical details and phys-
ical properties of nonlinear simulations of TEM turbulence
during S3 and ETG turbulence during S4.

A. Properties of TEM Turbulence

Nonlinear simulations were performed for the S3 case cen-
tered at ρtor = 0.95. During this phase, the flow shear is
very weak in this radial region, allowing the TEM turbulence
to be active. We use GENE in a local mode with Dirichlet
boundary conditions enforcing zero fluctuations at the edge
of the box. Local simulations with periodic radial bound-
ary conditions saturate only with very large box sizes (sev-
eral times the pedestal width) and at extremely high trans-
port levels. Fully global nonlinear simulations are beyond the
scope of this work and will be left for future studies. The ef-
fect of retaining the global shear flow profile (implemented as
toroidal rotation with a rotation frequency Ω = Er/(RBθ)
across the radial simulation domain was tested and resulted in
only minor quantitative differences with the shear-free simu-
lations. A radial box size of 48 ρs was used (corresponding
to ρtor = (0.92 − 0.98)), with 8% of the radial domain on
each side devoted to buffer zones for enforcing the Dirichlet
boundary condition. Resolution of (96, 96, 64, 32) grid points
in the (x, z, v||, µ) directions was used. A box size of 125ρs in
the y direction was used, which for 32 ky modes corresponds
to ky,minρs = 0.05 and ky,maxρs = 1.55. Various conver-
gence tests were conducted, including doubling the x resolu-
tion, doubling the y box size for fixed ky,max, and increasing
ky,max by a factor of 1.5 for fixed box size. Spectra exhibit
power-law decay and are shown in Fig. 12 for the electrostatic
potential.

A distinctive feature of the TEM is the peaking of the trans-
port away from the outboard midplane [38]. This is observed
in the linear eigenmodes, and is retained in the nonlinear tur-
bulence as seen in Fig. 14, which shows the parallel depen-
dence of the fluxes peaking at z = −0.75π (near the inboard
midplane) for both the linear and nonlinear scenarios. Other
linear features of the turbulence are also maintained in the
nonlinear system, albeit with substantial modification. The
cross-phase angle α = −i ln(φ∗knk/|φ

∗
knk|) in the nonlin-

ear simulations has the same qualitative dependence on ky
as the linear phase angle, but is shifted significantly toward
α = 0. This comparison is shown in Fig. 13, which shows
a time-accumulated probability distribution function (PDF) of
the nonlinear cross phase angle along with the correspond-
ing linear phase angles; the nonlinear phase angles are con-
sistently down-shifted from the linear phase angles. The shift
is most pronounced in the range kyρs = 0.2− 0.4, where the
most unstable mode appears to be different from the neighbor-
ing (in ky) modes, and a subdominant mode with comparable
growth rate is likely the most active mode in the turbulence.
Even for the lower wavenumbers where the spectrum peaks
(ky = 0.1), the shift is larger than is seen in many core-like
turbulence systems [36, 60], and may be an indication of sub-
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turbulence during S3. The bumps at high kx are physical and can be
attributed to the flux-tube parallel boundary condition.

stantial damped eigenmode excitation [61–63]. Quasilinear
models [64] would need to account for such a strong nonlinear
modification of the cross phase in order to accurately model
such transport. Significant deviations from linear properties
for edge drift wave turbulence are also described in Ref. [65].

Zonal flows [66] are very active in the dynamics,
with a large ratio of the electrostatic potential inten-
sity at zonal wavenumbers to nonzonal wavenumbers:
|φky=0|

2/|φky 6=0|
2 = 6. The zonal-flow-regulated nature of

the turbulence would suggest that such turbulence may, under
certain conditions, be subject to the so-called non-zonal tran-
sition [67]–enhanced transport associated with degradation of
zonal flows by magnetic fluctuations. Proximity to the non-
zonal transition (as described in Refs. [67–69]) was tested for
this simulation and the turbulence was found to be far from
any such threshold, likely due to low fluctuation levels.

B. Properties of ETG Turbulence

Nonlinear ETG simulations were performed for the S4
phase at ρtor = 0.93, 0.95, 0.97 using the adiabatic ion ap-

−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
α(rad.)

0.0

0.2

0.4

0.6

0.8

1.0

k
y
ρ
s

Phase Angle φ ∗ n

Linear

FIG. 13: Comparison of linear (black dots) and nonlinear (contours)
φ∗n cross phases for TEM turbulence during S3. Note the nonlinear
reduction of the cross phase.
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FIG. 14: Parallel dependence of the heat and particle fluxes for the
nonlinear case (solid lines) and linear case (at kyρs = 0.1, dashed
and dot-dashed lines). The fluxes for both cases peak near the in-
board side.
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proximation. A radial box size of 3.1ρs was used in conjunc-
tion with 192 kx modes (positive and negative). The minimum
y wavenumber for the simulations was kyρs = 5.0 in con-
junction with 64 modes (positive) resolving up to kyρs = 315.
Convergence in the perpendicular coordinates was established
with extensive convergence tests. For the remaining phase
space, resolution of (78, 32, 10) grid points in the (z, v||, µ)
coordinates was used.

The nominal gradients produce small transport levels and
flux spectra with significant contribution from the low-ky por-
tion of the spectrum, indicating that the single-scale treatment
is inadequate for these cases. Increasing a/LTe by 20% pro-
duces an increase by a factor of five in the heat flux and
shifts the transport spectrum to predominantly ETG scales,
indicating that the single-scale treatment becomes viable at
slightly higher gradients. Further modification of the gradi-
ents (a/LTe increased by 20% and a/Ln decreased by 20%)
results in an order of magnitude increase in transport. These
results are summarized in Fig. 9. Gradient adjustments to this
degree are justifiable in light of the 10 to 30% uncertainties in
the experimental profiles, resulting in even larger uncertainties
for the gradients. Note that the gyroBohm normalization used
in Fig. 9 A QGB = neTevTeρ

2

e/L
2

Te, which uses the electron
temperature gradient scale length and electron values for the
gyroradius and thermal velocity, is well suited to the resulting
transport; the fluxes are of order unity and vary only moder-
ately over the different radial locations (even though vte, ρe,
and a/LTe vary enormously over the same range).

The high sensitivity of the ETG heat flux to modifications
of the gradients slightly away from the nominal values is an
indication that the profiles lie at a nonlinear critical gradient
for ETG. Since ETG growth rates depend on ηe = Ln/LTe,
this would suggest that high density gradients are a precondi-
tion for the accessibility of high electron temperature gradi-
ents. Since both a/Ln and a/LTe contribute to KBM drive,
the increase in both gradients would ultimately be constrained
by the KBM stability limit.

The heat flux spectrum for the ρtor = 0.95 case with the
20% modification to both temperature and density gradients
is shown in Fig. 15; the flux peaks at kyρs ∼ 40, and almost
all the transport occurs at scales larger than kyρs ∼ 150. Con-
tours of the electrostatic potential are shown in Fig. 16, which
accounts for the appropriate geometric coefficients in order to
show both coordinates according to physical scale. Similar
to ETG turbulence described in [49], the turbulence is largely
isotropic, exhibiting no pronounced streamers or zonal flows.

VI. SUMMARY AND DISCUSSION

We have presented a gyrokinetic analysis of time resolved
ASDEX Upgrade inter-ELM pedestal profile evolution. The
pedestal evolution entails an early density-buildup phase dur-
ing which density gradient driven TEM is the predominant
instability, and later phases that are likely constrained by both
ETG and KBM turbulence.

The early density-buildup phase (∼ 3.5 ms into the 30
ms ELM cycle) produces almost exclusively TEM instability.
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FIG. 15: The ky spectrum (summed over kx) of the electron heat flux
from a nonlinear ETG simulation using values of a/LTe and a/Ln

that were modified by 20 %.

The E × B flow shear is weak across much of the pedestal
during this phase, allowing low-ky TEM turbulence to be
active. Nonlinear simulations produce transport levels that
are consistent with experimental expectations; the diffusivity
D = 0.025m2/s calculated by GENE is very close to the
value calculated in an analysis of the L-H transition in a simi-
lar ASDEX Upgrade discharge [55].

The electron temperature gradients appear to reach a critical
value early in the ELM cycle (at ∼ 8.5 ms) concurrent with
the appearance of both MTM and ETG instability. The ETG
transport was characterized with nonlinear single-scale ETG
simulations. The nominal gradients produce low levels of heat
flux, but the transport exhibits a high degree of stiffness, in-
creasing by orders of magnitude with reasonable variations of
the temperature and density gradients. These results suggest
that ETG turbulence is plausibly responsible for a significant
portion of the electron heat flux, but other mechanisms are
likely necessary to account for the full transport level. MTM
and KBM turbulence are candidates for producing additional
electron heat flux.

The nominal profiles lie just below the KBM limit in the
outer half of the pedestal during the last two-thirds of the ELM
cycle. Increases in β of 10 % to 20 % (within the experimental
error bars) are sufficient to excite KBM. Two factors support
the premise that KBM constrains the pedestal evolution. First,
after the initial density buildup, the density profile decreases
across the outer pedestal at the same time and radial locations
at which the profiles approach the KBM limit. Second, the
density and temperature profiles separately undergo signifi-
cant changes in the outer pedestal, but in a manner that keeps
the pressure profile fixed and near the KBM limit.

These results suggest the possibility that the pedestal is si-
multaneously constrained by both ETG and KBM turbulence.
The ETG constraint would mandate an increasing density gra-
dient prior to or concurrent with an increasing electron tem-
perature gradient in order to prevent ηe from becoming too
large. The KBM constraint would ultimately arrest the in-
crease of both gradients since both gradients contribute to
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KBM drive.

This work elucidates several ways in which turbulent trans-
port can constrain pedestal evolution, providing a foundation
for the study of additional effects (e.g., global effects and non-
linear KBM turbulence) in the pedestal and exploration of a
broader range of pedestal scenarios.
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