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Individuals can partly recreate the “wisdom of crowds” within their own minds by combining nonre-
dundant estimates they themselves have generated. Herzog and Hertwig (2009) showed that this accuracy
gain could be boosted by urging people to actively think differently when generating a 2nd estimate
(“dialectical bootstrapping”). Although the “crowd within” promises accuracy gains, it remains unclear
whether and when people spontaneously reap those gains. What makes people combine their estimates
rather than trying to identify the better one? This research found that participants were more likely to
combine when they were instructed to actively contradict themselves. Furthermore, they were more likely
to combine as the size of the disagreement between 1st and 2nd estimate grew. People thus acted as if
they were hedging against the risk of making large errors. Finally, when people pursued a strategy other
than combination, they were not able to outperform their crowd within.

Keywords: estimation, judgments under uncertainty, dialectical bootstrapping, judgment aggregation,

wisdom of crowds

In his classic polemic Psychologie des Foules (published in
English as The Crowd), the French writer Gustave Le Bon (1895/
1995) scorned the idea that groups should be allowed to make
political decisions. A self-appointed critic of democratic political
movements, he likened crowds to “beings belonging to inferior
forms of evolution” (Le Bon, 1895/1995, p. 56) and stated that “the
crowd is always intellectually inferior to the isolated individual”
(p. 53). Crowds are, of course, not always wise. But as we now
know, Le Bon thoroughly misjudged the intellectual prowess of
groups. Crowds can make decisions superior to those of isolated
individuals (Page, 2007)—a phenomenon referred to as the wis-
dom of crowds (Surowiecki, 2004). Even more surprising, an
isolated individual can boost his or her performance by simulating
what would have appalled Le Bon: a crowd of diverse opinions
within his or her own mind (e.g., Herzog & Hertwig, 2009; Vul &
Pashler, 2008). However, it seems that we humans share some of
Le Bon’s sentiments to the extent that we do not necessarily
welcome a diversity of opinions within our minds and may thus
miss the opportunity to benefit from them. The latter issue is the
topic of this article.
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The Crowd-Within Effect

Several researchers have demonstrated the benefits of a crowd-
within effect (Vul & Pashler, 2008) by averaging “quasi-
independent” estimates from the same person (Herzog & Hertwig,
2009; Hourihan & Benjamin, 2010; Miiller-Trede, 2011; Rauhut &
Lorenz, 2011; Stroop, 1932; Vul & Pashler, 2008; Winkler &
Clemen, 2004). However, because it is difficult to liberate oneself
from the anchor set by one’s previous estimate, the errors of n
estimates from the same individual are likely never as independent
as the errors of n estimates from different individuals. Therefore,
the averaging gains due to error cancelation are likely to be larger
for real crowds than for simulated “crowds within” (Ariely et al.,
2000; Herzog & Hertwig, 2009; Rauhut & Lorenz, 2011; Vul &
Pashler, 2008; Winkler & Clemen, 2004). However, it is possible
to boost the wisdom of the crowd within by making the errors of
multiple estimates by the same person less dependent. There are
various ways of at least partially releasing a second estimate from
the control exercised by the first. Vul and Pashler (2008) showed
that introducing a time delay between first and second estimates in
response to general knowledge questions increased independence
of errors and thus aggregation gains—presumably because forget-
ting reduced the mnemonic accessibility of the first estimate and
the knowledge retrieved at the time to construct it.

Dialectical Bootstrapping: Improving Judgment by
Contradicting Oneself

Beyond mere passage of time, another way to foster the wisdom
of the crowd within is to explicitly encourage the production of
diverse estimates and, by extension, diverse errors within the same
person (Herzog & Hertwig, 2009). We have proposed a simple
mental tool—dialectical bootstrapping—to simulate a dissonant
crowd within one’s mind (Herzog & Hertwig, 2009). Dialectical
bootstrapping promises to enhance the quality of quantitative
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estimates by exploiting people’s capacity to construct dissonant
realities in their mind and to then average them. For illustration,
take an off-the-wall question such as “how many hairs does a
person have on his or her head?” (Santos, 2009). Dialectical
bootstrapping assumes that it is possible for a respondent to reduce
her error by averaging her initial estimate with her second one.
This second, dialectical estimate recruits somewhat different as-
sumptions or knowledge, thus rendering the two estimates’ errors
less dependent. For instance, in the initial estimate, a person may
guess the density of hair on a human head and how much area is
covered by hair, and then multiply both quantities. When asked to
generate a second, dialectical estimate, the person may dig deeper
and wonder whether her belief about, say, density, was too low.
Based on a revised figure of density, she then generates a second
estimate. Averaging both estimates is likely to produce a gain in
accuracy relative to the first estimate whenever it is not clear
which assumptions are more accurate—the first or the second set.

In order to boost people’s ability to recruit different knowledge
and assumptions in the process of generating a second, dissonant
estimate, Herzog and Hertwig (2009) adopted the consider-the-
opposite instruction (Lord, Lepper, & Preston, 1984) as one of
several possible dialectical techniques. They instructed partici-
pants as follows:

First, assume that your first estimate is off the mark. Second, think
about a few reasons why that could be. Which assumptions and
considerations could have been wrong? Third, what do these new
considerations imply? Was the first estimate rather too high or too
low? Fourth, based on this new perspective, make a second, alterna-
tive estimate. (Herzog & Hertwig, 2009, p. 234)

Using this secular variant of Oliver Cromwell’s exhortation “I
beseech you, in the bowels of Christ, think it possible that you may
be mistaken” (Carlyle, 1855, p. 448), Herzog and Hertwig (2009)
provided an existence proof of the crowd-within effect: By en-
couraging people to actively think differently, one can nudge them
to simulate a virtual crowd within the mind, leading to a boost in
accuracy (see also Miiller-Trede, 2011). Specifically, the aggrega-
tion of first and second estimates yielded greater gains in accuracy
relative to a baseline condition in which respondents generated a
second estimate without being instructed to “consider the oppo-
site” (see the reliability condition in Herzog and Hertwig; but see
also Herzog & Hertwig, 2013; White & Antonakis, 2013). The
potential of dialectical bootstrapping should not be reduced to
Cromwell’s exhortation, that is, the consider-the-opposite instruc-
tion; rather, “any elicitation procedure that taps into somewhat
nonredundant, yet plausible knowledge is potentially capable of
eliciting effective dialectical estimates” (Herzog & Hertwig, 2009,
p- 236). The key to dialectical bootstrapping is to have people
ponder the same question from different angles. Adopting a dif-
ferent perspective ideally results in estimates whose errors cancel
each other out.

Do People Apply Dialectical Bootstrapping Intuitively?

Although research on the crowd-within effect has identified
conditions under which combining multiple estimates from a sin-
gle person works especially well (e.g., increased time delay; Vul &
Pashler, 2008), little is known about the extent to which people
spontaneously apply this error-cancelation tool. In the absence of

explicit instructions, will people who are of two minds aggregate
their conflicting opinions? Or will they aim to identify the more
accurate one? In what follows, we propose two complementary
hypotheses as to how people respond to disagreement within their
own mind.

Suppose a person first estimates that humans have, on average,
100,000 hairs on their head. Following the consider-the-opposite
instruction, she then re-estimates this number to be 150,000. There
are at least three ways to now come up with a final estimate. First,
she can opt for one of the two estimates, hoping to choose the more
accurate of the two. Second, she can determine an intermediate
value between 100,000 and 150,000 by somehow combining the
two estimates, with this final value representing a (weighted)
average. Combining conflicting estimates is thus a kind of diver-
sification strategy, in which a decision maker hedges the risk of
choosing the wrong estimate by creating an “error portfolio within
one mind.” In a special case of such a combination strategy, a
person can assign equal weight to both estimates and simply
average the two numbers (i.e., 125,000). Third, the person can
abandon both estimates and start afresh—rendering a completely
new estimate, possibly arriving at a new value located outside the
initial range of 100,000 to 150,000. Before we explicate the two
hypotheses tested in this article, let us briefly review the only
published study to have investigated how people deal with con-
flicting estimates within one mind (Miiller-Trede, 2011).

In Miiller-Trede’s (2011) investigation, participants applied di-
alectical bootstrapping to a set of general knowledge questions.
They were then presented with their first and their second (dialec-
tical) estimates and asked to give a final estimate. Two findings are
particularly relevant for our purposes. First, most people were
consistent in how they derived their final estimates. Second, about
half the participants tended to combine their first and second
estimates, about a quarter tended to choose one of their estimates
or to switch between strategies, and another quarter tended to
produce final estimates that were outside the range of their initial
estimates (see his Figure 2, p. 288). The latter participants pre-
sumably “started from scratch,” that is, abandoned their first two
estimates, retrieved new knowledge, and then rendered a new
estimate outside the range defined by their initial estimates.'

These results provide first insights into what people appear to do
in light of dissonant estimates, but they also leave important
questions unanswered. Notably, Miiller-Trede (2011) did not em-
ploy a reliability (control) condition. Consequently, it is unclear to
what extent the modal preference—combining conflicting esti-
mates—hinges on the consider-the-opposite instruction or would
also have arisen without it. Because this instruction makes people
aware of legitimate alternative opinions on the same issue, it may
simultaneously lead them to combine estimates. Another question
left open by this first study is what triggers people to combine their
opinions or to choose between them. Specifically, although
Miiller-Trede’s results show consistent individual differences in
how people deal with their conflicting opinions, it may be that the
propensity to combine or to choose is a function of the degree to

! Let us emphasize that the “starting from scratch” interpretation is only
a working hypothesis at this point. However, it seems clear that participants
whose final estimates were outside the range did not combine or choose
between their first and second estimates (see also Soll & Mannes, 2011, for
further discussion of final estimates outside the range).
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which people disagree with themselves. We now formulate two
mutually compatible hypotheses as to how people respond to the
presence of two dissonant self-generated estimates.

The Diversity-Inclusion Hypothesis

Herzog and Hertwig’s (2009) consider-the-opposite instruction
encouraged judges to produce two different views on the same
issue. In the process of generating these views, people may de-
velop an appreciation for conflicting, but nevertheless reasonable,
arguments. Combining the different views into one may thus offer
a simple and elegant way of respecting the merits of the different
arguments and giving each view a voice. The diversity-inclusion
hypothesis therefore predicts that the propensity to combine esti-
mates is more pronounced when a person is explicitly instructed to
think twice (i.e., in the dialectical condition) than when no such
instruction is given (i.e., in the reliability condition).

The Hedging Hypothesis

According to our second hypothesis, people who disagree with
themselves “hedge their bets” by combining their conflicting es-
timates. Such a “combining strategy” can be seen as managing the
risk of choosing the less accurate of two estimates (i.e., risk
diversification; see Larrick & Soll, 2006). The more people dis-
agree with themselves (i.e., with increasing quantitative difference
between the two estimates), the larger the worst-case error should
they choose the wrong estimate. Assuming that most people are
averse to the risk of making large errors and because combining
reduces that risk (e.g., Armstrong, 2001; Hibon & Evgeniou, 2005;
Larrick & Soll, 2006), we hypothesize that people become more
inclined to combine their estimates, the more they disagree with
themselves. Although people’s intuitions about averaging do not
correspond to normative theories of judgment aggregation (Larrick
& Soll, 2006; Soll, 1999), large internal disagreements may prove
to be a forceful trigger of aggregation.

Because the dialectical technique aims to produce diverging
estimates with ideally uncorrelated errors, the diversity-inclusion
and the hedging hypotheses both predict more combining in the
context of dialectical bootstrapping than when people simply give
another estimate. Unlike the diversity-inclusion hypothesis, how-
ever, the hedging hypothesis predicts that the tendency to combine
increases with the size of the disagreement (irrespective of whether
it stems from the dialectical technique or simply from giving
another estimate). Thus, a critical test of the diversity-inclusion
hypothesis is whether the dialectical technique still has an influ-
ence when the size of the disagreement within a person is con-
trolled.

Diversity Inclusion or Hedging: An Experimental Test

In order to test the diversity-inclusion and the hedging hypoth-
eses, we combined the dialectical bootstrapping paradigm (Herzog
& Hertwig, 2009) with the advice-taking paradigm (Bonaccio &
Dalal, 2006; see also Miiller-Trede, 2011). The latter comprises
three steps: (a) determining one’s initial opinion, (b) receiving
advice, and (c) possibly revising one’s initial opinion in light of
that advice. Adopting this three-step process, we asked partici-
pants, first, to answer a set of general knowledge questions. They
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were then asked to answer the same questions again under two
different conditions. In the dialectical condition, they were shown
their original answers and instructed to employ the consider-the-
opposite strategy. In the reliability condition, they received no
special instructions (Herzog & Hertwig, 2009). The aim of this
condition was to approximate the situation in which participants
merely “sample” a second estimate from (roughly) the same sub-
jective probability distribution underlying their first estimate (see
Herzog & Hertwig, 2009; Vul & Pashler, 2008). Due to random
error, the first and second estimates are likely to vary somewhat,
and some aggregation gain is possible. Presenting the first esti-
mates again, as we did in the dialectical condition, would likely
have attenuated the independence of the errors and thus the po-
tential for aggregation gains. Therefore, we did not present partic-
ipants in the reliability condition with their first estimates again
(see also Herzog & Hertwig, 2009; Vul & Pashler, 2008).2 Finally,
in the third and final step, participants in all conditions were
presented with the questions along with their first and second
estimates and were asked to give a final estimate.

In order to test the diversity-inclusion and the hedging hypoth-
eses, we analyzed (a) how often participants chose one of their
previous two answers as their final estimate, (b) how often they
combined them, (c) how much they deviated from an equal weight-
ing scheme, and (d) how the size of the gap between first and
second estimates influenced how participants resolved their con-
flicting opinions. Furthermore, we investigated whether partici-
pants were able to perform more accurately than their own crowd
within by identifying the better answer. Finally, we conducted
exploratory analyses of the time participants took to come up with
their final estimate to shed additional light on their revision strat-
egies.

Beyond testing the diversity-inclusion and the hedging hypoth-
eses, we examined whether applying the consider-the-opposite
instruction works repeatedly, that is, whether dialectical bootstrap-
ping can improve estimates that have already been “debiased”
(Larrick, 2004). Applying the instruction to their first estimate may
leave judges no room to contradict themselves a second time, such
that there is no gain to be reaped by combining two dialectical
estimates. To test whether “double bootstrapping” is indeed re-
dundant, we introduced the d® condition (i.e., “double dialectical
condition”), in which participants were instructed to think differ-
ently (through the consider-the-opposite instruction) when gener-
ating both their first and second estimates. Assuming effective
debiasing, we predicted that the first estimates in the d* condition
would be more accurate than the first estimates in the other two
conditions. However, no differences were predicted in how par-
ticipants in the dialectical and d* conditions would generate their
final estimates.

2 This setup confounds the dialectical instruction with the presentation of
the first estimate in the second step of the study. Although this confound
was motivated by the aim of not handicapping the reliability condition with
respect to aggregation gains, it may invite alternative interpretations of
some of the results. We therefore address this confound experimentally
below.
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Method

Participants

Two hundred eighty-five students from the University of Basel
participated. On average, they were 23.1 years old, interquartile
range or IQR [20.0, 24.0]; 79% were female. They received course
credit or a flat fee of CHF 10 (about U.S.$9.20 at the time) for
participating and could win up to an additional CHF 6 (about
U.S.$5.50), depending on the accuracy of their estimates (the
payoff scheme is detailed below). On average, they earned an
additional CHF 2.56, IQR [2.20, 3.00], about U.S.$2.40. Further-
more, participants were entered in a lottery for a chance to win
eight movie vouchers of CHF 20 each (about U.S.$18.50); all
participants had the same chance of winning.

Materials and Procedure

Participants responded to 20 general knowledge questions (see
Appendix A), each requiring a percentage number as an answer
(e.g., “What percent of the world’s population aged 15 years or
older can read and write?”). We translated all eight items (Vul,
2008) used by Vul and Pashler (2008) into German and created 12
more items based on facts reported in The World Factbook (Cen-
tral Intelligence Agency, 2008). The study was run on computers.

Participants were randomly assigned to one of three conditions.
In the reliability (n = 95) and dialectical (n = 95) conditions, they
first generated their best estimates (without knowing that they
would be asked the same questions again). In the d° condition (i.e.,
“double dialectical condition”; n = 94), participants were in-
structed to produce their first estimate by applying the consider-
the-opposite strategy (also without knowing that they would be
asked the same questions again). Specifically, they were instructed
as follows (translated from German):

First, please make an estimate. But don’t enter it into to the computer
yet. Second, think about a few reasons why your initial estimate could
be wrong. Third, now make your best estimate and enter it into the
computer.

These instructions were meant to “debias” participants’ first esti-
mates as envisioned by debiasing research (Larrick, 2004) through
application of a consider-the-opposite strategy (see Lord et al.,
1984).

In the second phase of the experiment, participants in the reli-
ability condition made a second estimate without the consider-the-
opposite instruction and without their first estimates being dis-
played. Specifically, they were instructed as follows (translated
from German; see also Herzog & Hertwig, 2009):

Imagine you are starting this study now and that you are making your
estimates for the first time. For each question, please give your best
estimate.

Participants in the dialectical and the d” conditions were asked to
give a dialectical estimate using the consider-the-opposite strategy
and with their first estimate being displayed in front of them. Specif-
ically, they were instructed as follows (translated from German; see
Herzog & Hertwig, 2009, p. 234):

First, assume that your first estimate is off the mark. Second, think
about a few reasons why that could be. Which assumptions and

considerations could have been wrong? Third, what do these new
considerations imply? Was the first estimate rather too high or too
low? Fourth, based on this new perspective, make a second, alterna-
tive estimate.

Finally, participants in all three conditions were presented for a
third and final time with each question and their two previous
answers and were asked to give a final estimate: “You now have
the opportunity to consider your previous two estimates while
making a third and final estimate for each question” (translated
from German). The order of the items was randomized for each
participant but kept constant across the three blocks of estimates
within each participant.

Participants received CHF 0.10 (about U.S.$0.09) for each
answer with a lower absolute error than the median absolute error
from a pool of answers collected previously. This payment scheme
was announced at the beginning of the study. Prior to their second
estimates, participants were told that the better of their first two
estimates for each question would determine their payoff in the
second phase. Answers in the third phase, like those in the first
phase, were incentivized in isolation. This payment scheme aimed
at encouraging participants in the dialectical and d* conditions to
give dissimilar second estimates. To render all conditions compa-
rable, we used the same incentive scheme in the reliability condi-
tion (see Herzog & Hertwig, 2009). Participants received no per-
formance feedback throughout.

Statistical Analysis

Our accuracy measure is mean absolute deviation (MAD). We
chose this measure of the quality of estimates because it is widely
used in the advice-taking literature (e.g., Soll & Mannes, 2011; Yaniv
& Kleinberger, 2000) and because it does not favor averaging over
choosing to as great an extent as, for example, mean squared deviation
(MSD) does (by heavily punishing large errors; see, e.g., Soll &
Larrick, 2009, p. 784). All averages of two estimates were rounded, so
that any superiority of the averages did not result from them being
more fine-grained than the raw estimates.

With the one exception stated above (accuracy of the first esti-
mates), we did not predict any differences between the dialectical and
the d” conditions. We therefore pooled the two dialectical conditions
and report contrasts between them, on the one hand, and the reliability
condition, on the other, unless another analysis was more appropriate.

We used a Bayesian parameter estimation approach with vague
priors to analyze the data (e.g., Kruschke, 2011a, 2011b). To this
end, one (a) selects an appropriate descriptive statistical model of
the data (e.g., normal distribution), (b) postulates prior distribu-
tions of the parameters (e.g., mean and standard deviation of a
normal distribution) acceptable to a skeptical audience, and (c)
updates those prior distributions in the light of the data, using
Bayes theorem. Vague priors are quickly overruled by data and
thus do not have a substantial influence on inference. The resulting
posterior distributions of the parameters represent what one should
believe about the parameters after having seen the data. We report
the mode of a posterior and the 95% highest posterior density
interval (HDI); the HDI indicates the parameter range “for which
all values inside the interval have higher credibility than values
outside the interval, and the interval contains 95% of the distribu-
tion” (Kruschke, 2011a, p. 302). In Appendix B, we report the
methods in more detail (for information on the strengths of a
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Bayesian approach to statistics see, for example, Dienes, 2011;
Kruschke, 2010, 2011a, 2011b; Wagenmakers, 2007).

Results and Discussion

Table 1 gives an overview of the main results for the three
conditions separately, whereas in the following we report linear
contrast analyses between the two dialectical conditions and the
reliability condition as specified above.?

Preliminary Analyses

First, measured in MADs, participants’ first, debiased estimates in
the d” condition were more accurate than the first estimates in the
reliability and dialectical conditions by 1.56 percentage points, 95%
HDI [0.64, 2.64], d = 0.42 (see also row MAD, in Table 1). Thus, the
debiasing of first estimates in the d* condition was successful.

Second, participants in the two dialectical conditions produced first
and second estimates that were further apart than those of participants
in the reliability condition. In terms of a participant’s median absolute
difference between estimates across items, the answers differed by
10.44 percentage points, HDI [9.69, 11.24], in the dialectical condi-
tions relative to 6.66, HDI [6.04, 7.29], in the reliability condition
(Cohen’s d = 0.91; see also row Median AD,, in Table 1).

Third, the consider-the-opposite instruction used in the dialectical
and d? conditions boosted the independence of errors, relative to the
reliability condition. We used the bracketing rate (Larrick & Soll,
2006) as a measure of error independence (i.e., the proportion of
questions for which the correct answer was between the first and
second estimate and part of the error was thus canceled when the two
were averaged; higher values indicate less correlated errors). The
dialectical conditions showed higher bracketing rates than the reli-
ability condition did (see also row Bracketing rate in Table 1): 22%,
HDI [0.20, 0.23], versus 14%, HDI [0.12, 0.16]; Cohen’s
d = 094.

Fourth, dialectical bootstrapping increased accuracy somewhat
(see Table 1)—also when the first estimates were already gener-
ated under the consider-the-opposite instruction (i.e., d*> condi-
tion). In the reliability condition, averaging first and second esti-
mates did not reduce error relative to first estimates: The MAD of
the average of the first and second estimates was, on average,
0.14%, HDI [-1. 58, 1.72], d = 0.02, larger than the MAD of the
first estimates. In contrast, averaging first and second estimates in
the dialectical and d* conditions reduced the MAD of the average,
relative to the MAD of the first estimate, by 1.89%, HDI [0.47,
3.14], d = 0.22.* The posterior probabilities that those accuracy
gains are positive were 47% and 99.6% for the reliability and the
two dialectical conditions, respectively. The relative error reduc-
tion in the dialectical conditions was 1.96 percentage points higher
than in the reliability condition, HDI [-0.16, 4.05], d = 0.23; the
posterior probability that this difference is positive was 96%.

Modeling the Final Estimate

We modeled a participant’s third estimate (e5) for each question as
a weighted average of the first (e;) and second (e,) estimates as
follows:
e3=w; Xe;+(1—wp) Xe,,

where w, is the weight a participant places on her first estimate.
Rearranging terms gives w, = (e, — e5)/(e, — e;) for the weight

placed on the first estimate (see Bonaccio & Dalal, 2006, p. 141).
When participants offered the same quantity for the first and
second estimate, then w, is undefined; this happened in 15%, 1%,
and 3% of cases in the reliability, dialectical, and d* conditions,
respectively. Participants’ third and final estimate was situated
outside the range of the first two estimates in 20%, 19%, and 20%
of trials in the reliability, dialectical, and d? conditions, respec-
tively; the latter three quantities are lower than the 30% reported in
Miiller-Trede (2011, p. 288).

Following Miiller-Trede (2011, p. 288), we calculated for each
item and each participant a quantitative measure of how much the
final estimate deviates from an equal-weight strategy as follows:

A= |w;—05]|.

Replicating his result (Miiller-Trede, 2011, p. 288), we found
consistent individual differences in how much participants devi-
ated from such an equal-weight strategy. As a measure of reliabil-
ity, we calculated Cronbach’s a and found it to be 0.63 in the
reliability condition, 0.79 in the dialectical condition, and 0.83 in
the d? condition. The as in the latter two conditions were thus
close to the 0.85 reported by Miiller-Trede (2011). However,
participants in our reliability condition were markedly less consis-
tent (i.e., 0.63; Miiller-Trede, 2011, had no reliability condition).

In the light of these basic results, let us briefly reiterate our two
hypotheses. The diversity-inclusion hypothesis predicts that when
people explicitly take different perspectives on the same question
(induced by the consider-the-opposite instruction), they are more
inclined to combine the two resulting estimates than are people in
the reliability condition. The hedging hypothesis predicts that
people are more inclined to combine their two estimates the further
apart those estimates are. We now test both predictions.

Testing the Diversity-Inclusion Hypothesis

For each participant, we calculated the median A across items
(see Miiller-Trede, 2011, p. 288) and then classified the participant
to different revision strategies as follows. Participants who com-
bined their estimates on most trials (i.e., median A < 0.5, that is,
in at least 50% of the trials A was smaller than 0.5) were classified
as users of the “combining strategy.” Among those users, we
additionally categorized those who put roughly equal weight on
both their estimates in the majority of trials as users of the
“averaging strategy.” Specifically, following Soll and Larrick
(2009), we treated weights between 40% and 60% as tantamount
to averaging (i.e., median A < 0.1). Participants with final answers
outside the range of their first and second estimates on most trials
were classified as users of the “starting-from-scratch strategy”
(i.e., median A > 0.5). We suspect that most such estimates stem
from participants abandoning their previous two estimates, retriev-

3 Note that because of the Markov Chain Monte Carlo (MCMC) imple-
mentation of the Bayesian statistics (see Appendix B for details), the mode
of a posterior distribution of a linear contrast need not coincide with a
linear contrast value that is calculated using the modes of the posterior
distributions of the individual conditions (as presented in Table 1).

* The percentage improvement was calculated on the participant level as
(MAD-MAD,,,)/MAD, and then summarized across participants (anal-
ogously to the symmetrical case in Larrick & Soll, 2006; Soll & Larrick,
2009, where averaging is compared with choosing randomly between all
first or all second estimates).
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Table 1
Descriptive and Accuracy Measures for the Reliability, Dialectical, and Double Dialectical (d°) Conditions
Reliability condition Dialectical condition d? condition
Measure M SD 95% HDI d, M  SD 95% HDI d, M  SD 95% HDI d, logl0O (v)
Median AD,, 6.66 2.81 [6.04,7.29] 11.15 4.94 [10.05, 12.31] 9.77 4.42 [8.76, 10.75] 0.98
MAD, 18.70 4.03 [17.84, 19.56] 18.51 3.83 [17.69, 19.32] 16.98 3.79 [16.16, 17.78] 1.54
MAD, 19.88 4.04 [18.97,20.72] 19.56 4.57 [18.56, 20.64] 17.97 3.84 [17.11, 18.81] 1.01
MAD,-MAD, 1.12 259 [0.54, 1.73] 0.44 086 3.13 [0.16, 1.69] 028 090 224 [0.38,1.41] 040  0.79
MAD,,, 18.64 3.82 [17.84, 19.46] 18.16 3.90 [17.28, 18.96] 16.64 3.69 [15.82,17.40] 1.43
9% MAD reduction averaging
Relative to st estimate —0.14 744 [—1.72,1.58] —0.02 186 9.22 [—0.25,3.86] 0.19 1.83 7.40 [0.22,3.52] 0.26 0.95
Relative to 2nd estimate 5.67 7.53 [4.11,7.35] 076 7.14 9.29 [5.11,9.22] 0.75 7.02 8.94 [4.98,8.92] 0.78 1.15
Bracketing rate 0.14 0.06 [0.12,0.16] 0.22 0.09 [0.20,0.25] 0.21 0.10 [0.18,0.24]
Accuracy ratio 1.12 0.08 [1.10, 1.15] 1.11 0.08 [1.09, 1.13] 1.09 0.07 [1.07,1.11] 0.36
MAD, 18.93 4.16 [18.01,19.81] 18.34 3.81 [17.51,19.17] 17.19 3.80 [16.37,18.05] 1.24
Median A 0.43 0.16 [0.40,0.47] 0.36 0.19 [0.32,041] 0.37 0.19 [0.33,0.42] 0.76
Note. Participants answered 20 questions on a percentage point scale, and the first five measures in Table 1 are expressed as percentage points (calculated

on the participant level). Median AD,, indicates the median absolute distance between first and second estimates. MAD,, MAD,, and MAD; indicate the
mean absolute distance (MAD) between estimates and the correct answers for the first, second, and final estimates, respectively. MAD,-MAD), indicates
the increase in MAD when comparing second to first estimates. MAD,,,, indicates the MAD of the average of first and second estimates for a question.
% MAD reduction averaging indicates the proportional reduction in MAD when comparing the MAD of the average of first and second estimates to the
MAD of the first or second estimates, respectively. The bracketing rate is the proportion of items for which the first and the second estimates have an error
of different sign, that is, where one estimate overestimates and the other underestimates the true value; the bracketing rate is a measure of the independence
of the errors of the first and second estimates (see Larrick & Soll, 2006). The accuracy ratio is calculated as max(MAD,, MAD,)/min(MAD,, MAD,) and
indicates the MAD ratio of worse to better set of estimates (see Soll & Larrick, 2009). If the ratio is 1, both sets of estimates are equally accurate (MAD, =
MAD,); if the ratio is, for example, 1.1, then the worse set’s MAD is 10% higher than that of the better set. See the main text for the interpretation of the
bracketing rate and the accuracy ratio within the probability, accuracy, redundancy (PAR) model (Soll & Larrick, 2009). For each of these measures, which
are all calculated on the participant level first, we calculated statistics for each condition separately: the mean (M), the standard deviation (SD), the 95%
highest density interval (95% HDI) of the mean and the one-sample Cohen’s d, effect size (compared against zero; reported only where appropriate). Note
that because of the Markov Chain Monte Carlo (MCMC) implementation of the Bayesian statistics, the mode of a posterior distribution of a linear contrast
(e.g., the two dialectical conditions vs. the reliability condition, as reported in the main text) need not coincide with a linear contrast value that is calculated
using the modes of the posterior distributions of the individual conditions presented here. Dash indicates that there is no v parameter in the model used for
this variable. All distributions were treated as continuous (except for bracketing rates, which were modeled as proportions), and v is the normality parameter
of a ¢ distribution (lower values indicate kurtosis, higher values normality). See Appendix B for more details of statistical procedures. 95% HDI = 95%

highest posterior density interval; max = maximum; min = minimum; avg = average.

ing new knowledge, and rendering a novel estimate (and their
relatively long response times, see our analyses below, are con-
sistent with this interpretation; see also footnote 1). Finally, we
classified participants whose final estimate equaled one of their
first two estimates on most trials as users of the “choosing strat-
egy” (i.e., at least 50% of the As equaled 0.5, which implies
choosing one of the first two estimates). This leaves us with
participants who displayed a median A of exactly 0.5 but did not
reproduce one of their first two estimates on most trials: These
participants combined, chose, and went outside the range on var-
ious trials and by coincidence ended up with a median A of 0.5.
We classified these participants as users of the “eclectic strategy.”

Figure 1 shows the results of this classification. Several findings
are noteworthy: First, the majority of participants in the two
dialectical conditions were classified as using the combining strat-
egy (62%), HDI [.55, .68], relative to only 41%, HDI [.31, .50], in
the reliability condition—a difference of 21 percentage points.
Second, only a few participants strictly averaged their first two
estimates. Third, about the same proportions of participants in the
reliability condition and the dialectical conditions were classified
as choosers: 20%, HDI [.13, .28], and 15%, HDI [.10, .20],
respectively. Fourth, there were more users of the eclectic strategy
in the reliability condition (26%), HDI [.18, .35], than in the
dialectical conditions (11%), HDI [.07, .15], consistent with the
lower consistency of participants in the reliability condition (see

Cronbach’s « analysis). Finally, only a few (roughly 12%) partic-
ipants consistently started from scratch, as opposed to the 28%
reported by Miiller-Trede (2011, p. 288).

Our finding of more combining in the dialectical and d* condi-
tions relative to the reliability condition is consistent with the
notion that people are more likely to recruit the combining strategy
when instructed to adopt different views. Relatedly, we also found,
on average, lower median As (i.e., more equal weights on both
estimates) in the dialectical conditions (M = 0.37), HDI [0.34,
0.40], than in the reliability condition (M = 0.43), HDI [0.40,
0.47]; Cohen’s d = 0.37. Yet in the former two conditions, first
and second estimates were also further apart than in the reliability
condition (see analysis above). Consequently, we cannot yet rule
out the possibility that the higher proclivity to combine is due to
more hedging against large errors (rather than to an appreciation of
different views, as conjectured by the diversity-inclusion hypoth-
esis).

Testing the Hedging Hypothesis

Do people tend to put more equal weight on both estimates (i.e.,
lower As) when they are further apart, as suggested by the hedging
hypothesis? For the following regression analyses, we operation-
alized the magnitude of the within-person disagreement in terms of
the natural logarithm of the absolute distance between the first and
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(averaging)  vs. choosing scratch (averaging) vs. choosing scratch (averaging)  vs. choosing scratch
Figure 1. Classification of participants to five revision strategies in the reliability, dialectical, and d* condi-

tions. In all three panels, the bars to the left show the proportion of participants who mostly combined their
estimates (“combining”), with the lower, black part representing the subset of combiners who mostly averaged
their estimates (“averaging”). The middle bars show the stacked proportions of participants who mostly chose
one estimate (“choosing”: lower bar in grey) or who switched between strategies (“‘eclectic”: upper bar in light
grey). The bar to the right shows the proportion of participants who mostly gave final estimates outside the range
of their first two estimates (“‘starting-from-scratch™ in white; see main text for a description of the classification

procedure). d> = double dialectical condition.

second estimates for each item (logAD12). We estimated a Bayes-
ian mixed-effects linear model (Baayen, Davidson, & Bates, 2008;
Hadfield, 2010) that predicted A (dependent variable) simultane-
ously from (a) an intercept, (b) two indicator variables for the
dialectical and the d? conditions, respectively, (c) logADI2 (i.e.,
the size of the disagreement), and (d) the two interaction terms
obtained when crossing the two indicator variables with logAD12.
In addition to those fixed effects, participant effects for the inter-
cept, the slope of logAD12, and their covariance were estimated.’
In all regression analyses, we excluded seven extreme trials (0.1%)
with a A value greater than 10.

Table 2 shows the results. Consistent with the hedging hypoth-
esis, the more strongly participants disagreed with themselves (i.e.,
the larger logAD12), the more equal weights were put on both
estimates (i.e., lower A, as indicated by the negative slope for

Table 2
Predicting Deviation From Equal Weighting (A) Based on
Condition and Size of the Disagreement Within Participants

Parameter Coefficient 95% HDI

Fixed effects

Intercept 1.21 [1.03, 1.39]

Dialectical —0.47 [—0.71, —0.20]

d? —0.54 [—0.78, —0.27]

logAD12 —-0.32 [—0.38, —0.26]

Dialectical X logAD12 0.18 [0.08, 0.27]

d? X logAD12 0.20 [0.11,0.30]
Participant random effects: (Co)variances

Intercept 0.60 [0.49, 0.75]

Intercept-logAD12 —0.20 [—0.25, —0.16]

logAD12 0.07 [0.05, 0.09]
Note. Bayesian mixed-effects linear model (Baayen et al., 2008; Had-

field, 2010). 95% HDI indicates the 95% highest posterior density interval.
logAD12 = the natural logarithm of the absolute distance between the first
and second estimates for each item; d> = double dialectical condition.

logADI12). In addition, participants in the dialectical and d?
conditions placed more equal weight on both estimates, relative
to participants in the reliability condition (as indicated by the
negative estimates for the two indicator variables). Because the
regression model simultaneously controls for the magnitude of
the disagreement (i.e., logAD12), this finding implies that the
consider-the-opposite instruction prompts more equal weights on
both estimates irrespective of the magnitude of the disagreement.
From this follows that the more prevalent use of the combining
strategy in the dialectical and d” conditions is not solely due to the
larger disagreements in those conditions.

In conclusion, our analysis supports both of our hypotheses:
Participants put more equal weight on both of their opinions if they
were prompted by a dialectical technique (diversity-inclusion hy-
pothesis) and the more they disagreed with themselves (hedging
hypothesis).

What Are the Effects of Displaying the Original
Estimate?

Participants in the two dialectical conditions were shown their
original estimate while they generated their second, dialectal esti-
mate. As explained above, the same did not hold in the reliability
condition. It is not inconceivable that the availability of the first
estimate may have influenced the way the second estimate was

3 Preliminary modeling using maximum likelihood estimation showed
that, with regard to fixed effects, the inclusion of the interaction terms
improved model fit as indicated by the Bayesian information criterion
(BIC). Furthermore, regarding participant effects, permitting for variation
in the slope for logAD12 improved model fit, whereas condition indicator
variables did not. Including a random intercept or a logAD12 slope for
items did improve model fit, but the estimated (co-)variances were very
small. Because the estimates of fixed effects and participant effects were
barely affected by the inclusion or exclusion of item effects, we decided not
to estimate them in the Bayesian model.
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produced in the two dialectical conditions. Specifically, the larger
differences between first and second estimates, the higher brack-
eting rates, and the higher prevalence of combiners in the dialec-
tical conditions may have been caused by the renewed presentation
of the first estimates and have nothing to do with the dialectical
instruction per se.

To investigate this possibility, we conducted a control experi-
ment with both (a) the same reliability condition as implemented in
the main experiment (n = 50) and (b) a “reliability-plus” condition
(n = 50), which was identical to the reliability condition with one
exception: As in the dialectical conditions, each person’s first
estimates were displayed while he or she generated second esti-
mates. The only other differences from the reliability condition in
the main study concerned the participant pool and compensation.
Participants were recruited at the Max Planck Institute for Human
Development in Berlin. They received a flat fee of €10 (about
U.S.$13.3 at the time) and, in addition, could win up to €6 (about
U.S.$8) for accurate estimates. On average, participants earned an
additional €2.69, IQR [2.30, 3.10], about U.S.$3.60. No lottery
was conducted.

If the high prevalence of combining in the dialectical conditions
is indeed due to the first estimates being displayed, the results in
the reliability-plus condition should mirror those of the dialectical
conditions; otherwise, the results in the reliability-plus and reli-
ability conditions should be similar. We found three main results.
First, the distance between participants’ first and second estimates
was similar in the two reliability conditions: In terms of a partic-
ipant’s median absolute difference between the respective first and
second estimates across items, the answers differed by 6.44 per-
centage points (SD = 2.89), HDI [5.56, 7.44], in the reliability
condition, relative to 5.79 (SD = 2.80), HDI [4.94, 6.82], in the
reliability-plus condition, HDI of the difference [-1.89, 0.69];
Cohen’s d = —0.20. Second, the errors between first and second
estimates were similar in both conditions. The bracketing rates
were 17% (SD = 6%), HDI [0.14, 0.20], in the reliability condition
and 14% (SD = 5%), HDI [0.11, 0.17], in the reliability-plus
condition, HDI of the difference [-0.07, 0.01]; Cohen’s d =
—0.43. Third, when participants were classified to revision strat-
egies, 46%, HDI [.32, .58], of those in the reliability condition
were classified as combiners, relative to only 31%, HDI [.18, .43],
in the reliability-plus condition (and 41% in the original reliability
condition in the main experiment; see Figure 1).

In sum, the results from the reliability-plus condition did not
mirror those observed in the dialectical conditions (see Figure 1).
If anything, we found less combining in the reliability-plus con-
dition than in the two reliability conditions in which participants’
first estimates were not displayed. The differences observed be-
tween the two dialectical conditions and the reliability condition
(see Figure 1) thus do not appear to be attributable to the presen-
tation of participants’ first estimates in the dialectical conditions.

To Combine or Not to Combine:
Can People Outperform the Crowd Within?

We have shown that most participants tended to combine their
conflicting estimates when asked for a final answer. Sometimes,
however, participants chose either their first or second esti-
mate—or settled on an answer outside the range of their two initial
estimates. But did participants forgo combining under the right

circumstances? In the following, we report two sets of analyses
addressing whether participants’ revision behavior was well
adapted to the crowd-within context. First, we present an analysis
based on the probability, accuracy, redundancy (PAR) model (Soll
& Larrick, 2009), which focuses on two strategies for revising
quantitative estimates: choosing versus averaging. Second, we
investigate whether or not participants outperformed the crowd
within. That is, for those cases in which participants did not
combine their estimates, we analyze whether or not their final
answers were more accurate than a simple combination of their
first and second estimates.

PAR model analysis. The PAR model (Soll & Larrick, 2009)
was developed to evaluate the revision of quantitative estimates in
the advice-taking context; we adapted it for the crowd-within
context. The model distinguishes two basic, prototypical strategies
for revising estimates across a set of questions: consistently choos-
ing the (presumably) better set of estimates (i.e., either always
choosing one’s first estimate or always choosing one’s second
estimate) versus consistently averaging one’s estimates (i.e., av-
eraging one’s first and second estimate for each question using
equal weights).

According to the model, three conditions must hold for choosing
to be more accurate than averaging: (a) there is a substantial
probability, p, of selecting the better of two sets of estimates, (b)
one set of estimates is clearly better than the other (to capture this
difference in accuracy, an accuracy ratio, A, is defined as the ratio
of the MADs of the two sets of estimates, higher over lower), and
(c) the errors in the two sets of estimates must be relatively similar
(i.e., low bracketing rate, Br).

The PAR model identifies combinations of A and Br for which
choosing and averaging are equally accurate. Figure 2 plots iso-
accuracy curves for different values of p as a function of A and Br.
Averaging outperforms choosing above a given curve and under-
performs choosing below it. Several insights can be derived from
Figure 2 (see Soll & Larrick, 2009). First, there are situations in
which one set of estimates is less accurate than the other (say, A =
1.3), but averaging still outperforms choosing even with perfect
identification (p = 1.0). This is the case when Br is about 35% or
higher (see Figure 2). Thus, low error correlation, as indicated by
a high bracketing rate, can compensate for sizeable differences in
accuracy even when the better estimates can be identified with
certainty. Second, with more realistic values of p (ie., p < 1),
averaging outperforms choosing for an increasingly larger region
of the parameter space. In fact, when p becomes 50%, the iso-
accuracy curve coincides with the x-axis. This implies that aver-
aging is always more accurate than choosing (irrespective of p and
A) unless the bracketing rate is exactly zero, in which case aver-
aging and choosing are equally accurate (see Larrick & Soll,
2006).

Figure 2 plots the combination of Br and A for each condition
(see also Table 1). These combinations indicate the probability, p,
with which the typical judge needs to be able to identify the more
accurate set of estimates to outperform averaging. Using Figure 2,
we can now interpret the values observed in our study. We begin
with the bracketing rate. The consider-the-opposite instruction in
the dialectical and d* conditions produced a higher Br than the
reliability condition did: 22%, 21%, and 14%, respectively. The
average As were 1.11 in the dialectical, 1.09 in the d?, and 1.12 in
the reliability conditions. In the reliability condition, the inferred p
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O Reliability condition
A Dialectical condition
|- d? condition p=1

0.3

Bracketing Rate (Br)

1.00 1.05 110 1.15 1.20 1.25 1.30

Accuracy Ratio (A)

Figure 2. The figure plots accuracy ratios (A) and bracketing rates (Br)
for the reliability, dialectical, and d> conditions with the corresponding
95% highest density intervals. The figure also shows iso-accuracy curves
for different values of p (the probability of selecting the more accurate set
of estimates, that is, the first or second set). For a given p, consistently
averaging is more accurate for combinations of A and Br above the
respective curve and consistently choosing the more accurate set of esti-
mates is more accurate for combinations below the respective curve. d* =
double dialectical condition. Adapted from Figure 3 in “Strategies for
Revising Judgment: How (and How Well) People Use Others’ Opinions,”
by J. B. Soll and R. P. Larrick, 2009, Journal of Experimental Psychology:
Learning, Memory, and Cognition, 35, p. 785. Copyright 2009 by Amer-
ican Psychological Association.

is located between the iso-accuracy curves for ps of .6 and .8. In
the two dialectical conditions, the respective values are located
above the iso-accuracy curve for a p of 1. In other words, in the
two dialectical conditions, the typical participant is not expected to
outperform averaging by choosing the better set of estimates
(either all her first or all her dialectical estimates).

In sum, we took advantage of the PAR model (Soll & Larrick,
2009) to find out whether dialectical bootstrapping creates condi-
tions under which choosing is more effective than averaging, or
vice versa. Our analysis revealed that the consider-the-opposite
instruction employed in the dialectical and the d* conditions
boosted error independence, relative to the reliability condition. It
did so without increasing the errors of the estimates (i.e., similar
accuracy ratios). Consequently, participants in the dialectical and
d? conditions would need to be very skilled in identifying the more
accurate set of estimates for averaging to be outperformed by
choosing; they are thus well advised to combine their estimates
rather than take the risk of choosing the better set of estimates.

Can people outperform the crowd within? The previous
PAR model analysis compared the performance of two hypothet-
ical, “pure” strategies: (a) consistently choosing the presumably
better set of estimates (i.e., either all one’s first estimates or all
one’s second estimates) versus (b) consistently averaging one’s
first and second estimates. As our classification analysis showed,
however, not all of our participants followed pure revision strate-
gies (see Figure 1). Therefore, in a second set of analyses, we

investigated whether or not participants outperformed the crowd
within in those cases in which they did not combine their esti-
mates. We thus focused on those trials in which participants either
chose one of their initial two estimates as their final estimate or
went outside the range defined by those two estimates. We then
compared their final estimates’ error (i.e., mean absolute error,
MAD) to the error they would have made had they simply aver-
aged instead. Before turning to the results, let us emphasize two
things. First, similar results emerged when we analyzed all trials,
including those in which participants combined their estimates.
Second, combining both estimates using unequal relative to equal
weights (averaging) generally leads to similar accuracy gains be-
cause of the “flat maximum effect” (whenever the weights are not
extreme; Soll & Larrick, 2009); thus, using averaging (i.e., equal
weights) is a representative benchmark for this analysis.

Pooled across conditions, only 42%, HDI [0.36, 0.48], of par-
ticipants beat their crowd within, that is, achieved a lower error by
choosing or starting from scratch rather than averaging. Looking at
the conditions separately, we found that participants roughly
matched the performance of their crowd within in the reliability
condition and the dialectical condition (47%, HDI [0.37, 0.57] and
44%, HDI [0.33, 0.54], respectively); in the d* condition, however,
participants performed worse than their crowd within, 36%, HDI
[0.27, 0.46]. Our results are thus broadly consistent with Miiller-
Trede’s (2011) finding. His participants would have performed
better had they consistently averaged their first and dialectical
estimates.

How Long Does the Third and Final Estimate Take?

Response times can shed additional light on the strategy used to
produce the third and final estimate. Earlier, we suggested that
large numerical differences between the first and second estimates
represent a conflict that participants can reconcile by, for instance,
combining or choosing. As resolving conflicts commonly takes
time, this process can be expected to take longer, the more strongly
people disagree with themselves. Moreover, response times can
illuminate our interpretation of outside-the-range estimates as
mainly originating from the starting-from-scratch strategy (see
also footnote 1): When asked to come up with a third estimate, do
people indeed abandon their previous two estimates and judge
anew based on newly retrieved knowledge, or do they just ratchet
up one of their previous estimates? The starting-from-scratch in-
terpretation suggests that outside-the-range estimates take longer
than do final estimates that simply use the previous two estimates
as input; if people merely ratchet up one of their previous two
estimates, no such difference would necessarily be expected.

In the third and final phase of the experiment, we recorded the
time that elapsed between presentation of each item and the
participant’s entry of her final estimate. We ran two sets of
Bayesian mixed-effects linear regression models (Baayen et al.,
2008; Hadfield, 2010). In the first model, we predicted the loga-
rithm of the response time (dependent variable) from (a) an inter-
cept, (b) two indicator variables for the dialectical and the d>
condition, respectively, (c) the size of the disagreement (i.e.,
logAD12), (d) how much participants deviated from an equal-
weight strategy (i.e., A), and (e) the interaction between logAD12
and A; random intercepts for both participants and items were
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estimated.® As Table 3 shows, we observed that the more strongly
people disagreed with themselves and the more they deviated from
an equal-weight strategy, the longer it took them to produce a final
estimate (as indicated by the positive slopes for logAD12 and A).
Second, this slowing down was amplified when both the disagree-
ment and the deviation from an equal-weight strategy were large
(as indicated by the positive interaction effect for logAD12 and A).
Third, the three conditions did not reliably differ in response times
when we controlled for the magnitude of the disagreement
(logADI12), A, and their interaction (see the slopes for the indicator
variables for the dialectical and d* conditions).

In the previous analysis, we treated A as a graded quantitative
measure. Next, we categorized each trial for each participant into
one of the following four categories, corresponding to qualitatively
different ways of resolving the conflict in the crowd within: (a) the
final estimate was outside the range of the first and second esti-
mate (starting-from-scratch), (b) the participant chose one of the
estimates (choosing), (c) the participant combined the two esti-
mates, with more weight being placed on one of them (i.e., 0 <
w, < 0.4 or 0.6 < w, < 1; combining), and (d) the participant
averaged the two estimates (i.e., 0.4 < w, < 0.6). Then, separately
for each of the three conditions, we ran a mixed-effects linear
regression model and predicted the logarithm of the response time
(dependent variable) by (a) an intercept, (b) three indicator vari-
ables for the four categories described above (setting averaging as
the reference category), and (c) the size of the disagreement (i.e.,
logAD12); random intercepts were estimated for both participants
and items.”

Figure 3 shows the estimated differences in response time for
the different strategies relative to averaging. Three results are
noteworthy. First, across all conditions, the production of a third
estimate outside the range of the first and second estimates took
longer than any other third estimate. Rather than ratcheting up an
original estimate, people appear to rethink the issue (i.e., to start
from scratch). Second, there is no clear evidence that computa-
tionally simpler strategies (i.e., choosing or averaging) take less
time than does attributing different weights to both estimates (i.e.,
combining). And finally, there were no clear differences between
combining and choosing or between the three conditions.

Table 3

Predicting Log-Response Speed Based on Condition, Size of the
Disagreement Within Participants, and Deviation From Equal
Weighting (A)

Parameter Coefficient 95% HDI

Fixed effects

Intercept 1.99 [1.87,2.10]

Dialectical -0.10 [—0.21, 0.02]

d? —0.06 [—0.18, 0.05]

logADI12 0.10 [0.08, 0.13]

A 0.07 [0.04, 0.11]

logADI2 X A 0.05 [0.03, 0.08]
Participant random effects: Variances

Intercept participants 0.15 [0.13,0.18]

Intercept items 0.02 [0.01, 0.04]
Note. Bayesian mixed-effects linear model (Baayen et al., 2008; Had-

field, 2010). 95% HDI indicates the 95% highest posterior density interval.
logAD12 = the natural logarithm of the absolute distance between the first
and second estimates for each item; d*> = double dialectical condition.
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Figure 3. Response times for the combining, choosing, and starting-
from-scratch trials, separately for the three conditions. Bars represent the
regression estimates for the difference between the revision strategies
relative to averaging (i.e., indicator variables), with control for the mag-
nitude of the disagreement within participants (i.e., logAD12); the error
bars show 95% highest density intervals (HDI). For each condition, a
separate Bayesian mixed-effects linear model was estimated, predicting the
log of the response speed in seconds (see main text for details). d*> =
double dialectical condition.

In sum, our exploratory response time analyses suggest two
main insights. First, the more strongly people disagree with them-
selves, the longer it takes them to give a final estimate. This
suggests that two very different initial estimates cause a conflict
that people tend to resolve by hedging against large errors (i.e.,
combining estimates). Second, there were no clear response time
differences between the different strategies, except for when par-
ticipants presumably started from scratch. The reason could be that
only this strategy involves the retrieval of new knowledge,
whereas all other strategies operate with the initial estimates as
input.

The fact that we did not find differences in response time
between the different strategies—with the exception of starting
from scratch—raises the following possibility: The longer re-
sponse times for final estimates that deviated more from an equal-

¢ Preliminary modeling using maximum likelihood estimation showed
that including further fixed interaction effects (other than between
logADI12 X A) or adding random effects for condition, logAD12, or A to
participants, items, or both did not improve the model fit as indicated by
the BIC. Removing the indicator variables for the dialectical conditions
improved the model fit, but because those experimental manipulations
were theoretically motivated, we still estimated the slopes for the respec-
tive indicator variables in the Bayesian regression model.

7 We estimated three separate models because a single model trying to
account for all interactions between the two indicator variables for the
conditions and the three indicator variables for the revision strategies
would have been overly complex.
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weight strategy (see results for first regression model) may have
been driven by the longer time it took participants when they
started from scratch. Indeed, when we re-ran the first regression
model and excluded the trials in which the final estimate was
outside the range, a reliable effect of the deviation (i.e., A) was no
longer found (0.08), HDI [-0.20, 0.32]; however, larger disagree-
ments (i.e., logAD12) still predicted longer response times (0.13),
HDI [0.08, 0.17].

General Discussion

The emerging field of research on the “crowd within” shows
that people can, to some extent, simulate the “wisdom of crowds”
within their own mind by averaging nonredundant estimates (e.g.,
Herzog & Hertwig, 2009; Vul & Pashler, 2008). Much less is
known about whether people actually take advantage of the crowd
within. Previous findings have indicated that people show consis-
tency in how they deal with their conflicting estimates, with most
people using the combining strategy (Miiller-Trede, 2011), but
important questions remained unanswered. For instance, will any
repeated probing of the same issue trigger the use of the combining
strategy? Or is combining more likely to happen when people
explicitly take different perspectives on the same issue using a
dialectical technique? Relatedly, is the use of the combining strat-
egy rooted in people becoming cognizant of different views—or in
the need to hedge one’s risks?

This study offers answers to these questions: First, consistent
with the diversity-inclusion hypothesis, people were more likely to
combine their estimates when they actively contradicted them-
selves through dialectical bootstrapping (in this case, using the
consider-the-opposite instruction as one possible dialectical tech-
nique) than when they simply estimated anew (reliability condi-
tion). Second, consistent with the hedging hypothesis, people were
more likely to combine their estimates the more they disagreed
with themselves; that is, people seem to hedge the risk of choosing
the wrong estimate. Third, people who actively contradicted them-
selves were more inclined to combine (i.e., to place more equal
weight on both opinions) than were people in the reliability con-
dition—even with control for the magnitude of the disagreement.
Thus, the support for the diversity-inclusion hypothesis is not
confounded by the larger disagreements observed among people
who applied dialectical bootstrapping.

Like Miiller-Trede (2011), we found that participants who used
a dialectical technique were consistent in how they arrived at their
final estimate: Most of them tended to combine their estimates.
Moreover, we found that the tendency to combine conflicting
estimates was more pronounced both when participants actively
contradicted themselves through dialectical bootstrapping (as op-
posed to merely making a new estimate; i.e., diversity-inclusion
hypothesis) and as a function of the size of the disagreement within
oneself (i.e., hedging hypothesis).

The finding that people show consistency in how they arrive at
their final estimates (as both our Cronbach’s « analyses and those
by Miiller-Trede, 2011, show) could have meant that people cat-
egorically combine whenever they are confronted with two con-
flicting self-generated estimates. Our findings rule out this inter-
pretation, however. People are sensitive to how they generated
their second estimate (diversity-inclusion hypothesis) and to how

much they disagreed with themselves (hedging hypothesis) and
thus do not approach every question with the same, preset strategy.

Using the Crowd Within and Dialectical Bootstrapping

To combine or not to combine—what should people do? It is a
good strategy to reject combining in favor of choosing if (a) there
are large differences in the accuracy of the estimates, (b) the errors
between the estimates are similar, and (c) the probability of iden-
tifying the more accurate of the two estimates is high (Soll &
Larrick, 2009). As our results show, however, these conditions
barely apply to the crowd-within context: Errors of first and
second estimates are similar in magnitude; errors are not redundant
(especially with a dialectical technique); and people’s ability to
infer which estimate is more accurate is limited. Therefore, com-
bining is likely to be the better strategy in the crowd-within
context.

Of course, combining through dialectical bootstrapping will not
always be superior to choosing. For example, first estimates of
project completion times are notoriously optimistic and improve
with debiasing (Buehler, Griffin, & Peetz, 2010). Therefore,
choosing the second, and probably more realistic, estimate of the
completion time will likely be superior to combining estimates. In
many environments, however, it is difficult to figure out whether
the conditions under which choosing pays are met. The three key
variables—accuracy, error redundancy, and skill in picking the
more accurate estimate—are typically unknown at the time of
judgment and thus need to be gauged. Yet decision makers typi-
cally receive poor feedback from their environment on these
parameters— especially about how correlated errors are (Larrick &
Soll, 2006; Soll & Larrick, 2009). Consequently, the error-prone
process of estimating the environmental parameters adds an addi-
tional layer of uncertainty, again favoring combining and dialec-
tical bootstrapping over identifying the better estimate.

When evoking the crowd within, should a judge use a dialectical
technique or simply ask herself again (as in the reliability condi-
tion)? We suggest that using a dialectical technique is a good
default strategy for the following reason: Combining a first esti-
mate with a dialectical estimate delivers either (a) superior aver-
aging gains as compared with combining the first estimate with a
second, nondialectical estimate or (b) at least the same averaging
gains (Herzog & Hertwig, 2013; White & Antonakis, 2013). In
either case, however, people using a dialectical technique appear to
be more willing to combine their two estimates to produce a final
estimate (as we showed in our study; i.e., diversity-inclusion
hypothesis). Thus, people are more likely to realize potential
averaging gains when using a dialectical technique—whether
those gains are higher with a dialectical technique or the same.

Connections to Other Research

Adpvice taking. Research exploring how and when people use
their crowd within has similarities with research on how people
use others’ advice (Bonaccio & Dalal, 2006). One robust finding in
that literature is that revision strategies are egocentric (Bonaccio &
Dalal, 2006; Soll & Larrick, 2009; Yaniv & Milyavsky, 2007). For
example, when people are offered advice by a single advisor, they
often completely ignore it and cling to their initial estimate (Soll &
Larrick, 2009). When offered more than one piece of advice, they
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incorporate advice similar to their own initial estimate but ignore
inconsistent advice (Yaniv, 2004; Yaniv & Milyavsky, 2007).

Several explanations have been offered for the egocentric dis-
counting of advice (Larrick, Mannes, & Soll, 2012). For example,
it has been proposed that people hold the egocentric belief that
they are more accurate than their advisors (Harvey & Harries,
2004), that they see their own estimates as more “objective” than
those of their advisors (Liberman, Minson, Bryan, & Ross, 2012),
or that they trust their own estimates more because they have
introspective access to the reasoning that produced them (Yaniv &
Kleinberger, 2000), but see Soll and Mannes (2011). Although
those explanations differ greatly, most explain the discounting of
advice in terms of differences that emerge because the advisor and
the receiver are not the same person (e.g., information asymmetries
or motivated cognition in social comparisons). Consequently, such
explanations cannot be easily applied to the crowd-within context,
which involves only one person and thus no information asymme-
tries or interpersonal processes. Some explanations are applicable
to both domains, however. For example, incorrect intuitions about
the benefits of averaging (Larrick & Soll, 2006; Soll, 1999) can be
expected to hinder the use of combining in both advice taking and
the crowd-within context. Furthermore, the hedging hypothesis we
proposed should also be applicable to advice taking. Despite some
theoretical crossover between the advice-taking and crowd-within
literature, there is a need to develop explanations that are genu-
inely targeted at the crowd-within context, such as the diversity-
inclusion hypothesis proposed and tested here.

Adyvice taking and confidence. People are more likely to use
advice that is delivered with confidence, and receiving advice
increases people’s confidence in their revised estimates (see, e.g.,
the studies reviewed in Bonaccio & Dalal, 2006, pp. 132-133). It
would be interesting to explore how people’s confidence in the
accuracy of their first and second estimates influences the way
they take advantage of the crowd within.® Based on the hedging
hypothesis, it might be predicted that people are more likely to
combine the two estimates if the associated confidences are equal
in size—that is, to hedge the risk of betting too much on one of the
estimates. By contrast, when one estimate instills much more
confidence than the other, this asymmetry may prompt people to
choose rather than combine (see Hertwig, 2012; Koriat, 2012, for
the related notion of maximum-confidence slating). Another inter-
esting question is whether people have more confidence in their
final estimate than in their first and second estimate, in the same
way as they have higher confidence in their revised estimates after
receiving advice.

Sensory integration of conflicting perceptual signals. The
crowd within poses a challenge similar to that posed by conflicting
perceptual signals.® People sometimes receive conflicting environ-
mental information from different modalities (e.g., visual, audi-
tory, and haptic) and need to integrate this information into a stable
percept that can guide behavior (Berniker & Kording, 2011; Ernst
& Biilthoff, 2004). Although some processes in perception follow
the winner-takes-it-all principle (Sterzer, Kleinschmidt, & Rees,
2009), conflicting inputs from different modalities seem to be
combined rather than selected between (Ernst & Biilthoff, 2004).
From an optimality perspective, it follows that “[if] the goal is to
come up with the most reliable (unbiased) estimate, then the
variance of the final estimate should be reduced as much as
possible” (Ernst & Biilthoff, 2004, p. 165). A perceiver can

achieve minimal variance by averaging the conflicting perceptual
signals and weighting them according to their reliability (i.e.,
accuracy). People’s actual behavior in perceptual tasks is aston-
ishingly close to such optimal behavior (Berniker & Kording,
2011; Landy, Banks, & Knill, 2011). However, optimal combina-
tion is not in fact necessary for good performance—in either
cognitive or perceptual domains. Non-optimal combination of
perceptual signals is quite accurate and superior to using just one
perceptual modality (Orug¢, Maloney, & Landy, 2003). Relatedly,
the exact combination weights in advice taking are not crucial as
long as they are not extreme (Soll & Larrick, 2009)—in the same
way as the exact combination weights are not crucial when com-
bining informational cues (Dawes, 1979).

Conclusions

A sole individual can boost his or her performance by simulat-
ing what would have appalled the French writer Le Bon (1895/
1995): a crowd of diverse opinions within his or her own mind. Do
people average across their diverse opinions and thus benefit from
the crowd-within effect even when not instructed to do so? Our
goal was to answer this question. When nudged with a dialectical
bootstrapping technique (here, the consider-the-opposite instruc-
tion), people can create judgmental diversity (as shown previously)
and, as we observed, they are indeed inclined to exploit this
diversity by creating a mental “error portfolio” and combining
their conflicting opinions.

8 We thank the action editor and an anonymous reviewer for raising this
point.
® We thank Ed Vul for pointing this out.
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Appendix A
Questions Used in the Study and Correct Answers (in %)

Note. The first eight items (as used in Vul & Pashler, 2008) were taken from “Crowd Within,” by E. Vul, 2008
(http://web.archive.org/web/20080828123805/http:/www.edvul.com/crowdwithin.php). Copyright 2008 by E. Vul. The
remaining 12 items were created based on facts reported in The World Factbook (Central Intelligence Agency, 2008). All
questions were translated into German for the studies.

(Appendices continue)

_;_:' Question Answer

8 & The area of the USA is what percent of the area of the Pacific Ocean? 6
é 3 What percent of the world’s population lives in either China, India, or the European Union? 44
2 3 What percent of the world’s airports are in the United States? 30
2 ; What percent of the world’s roads are in India? 11
= 2 What percent of the world’s countries have a higher fertility rate than the United States? 58
: é What percent of the world’s telephone lines are in China, USA, or the European Union? 72
=2 Saudi Arabia consumes what percentage of the oil it produces? 19
° g What percentage of the world’s countries have a higher life expectancy than the United States? 20
Q ~ .

g 3 What percent of the earth’s surface is covered by water? 71
s C What percent of the worldwide land mass is not used for agriculture? 82
; = What percent of the world’s population is between 15 and 64 years old? 65
=1 What percent of the world’s population is Christian? 33
3 What percent of the world’s population speaks Mandarin Chinese as a first language? 13
2 What percent of the world’s population aged 15 years or older can read and write? 82
< What percent of the worldwide gross domestic product (GDP) comes from the service sector? 64
B What percent of the worldwide labor force works in the agricultural sector? 40
'gl What percent of the worldwide income does the richest 10% of households earn? 30
> What percent of the worldwide gross domestic product (GDP) is re-invested (“gross fixed investment’)? 23
e} What percent of the goods exported worldwide are mineral fuels (including oil, coal, gas, and refined products)? 14
& What percent of the worldwide gross domestic product (GDP) is used for the military (military expenditure)? 2
g

<

o

5

I

This article is intended solely for the personal use of the individual user anc

This document is copyri


http://dx.doi.org/10.1016/j.obhdp.2003.08.002
http://dx.doi.org/10.1006/obhd.2000.2909
http://dx.doi.org/10.1006/obhd.2000.2909
http://dx.doi.org/10.1016/j.obhdp.2006.05.006
http://web.archive.org/web/20080828123805/http:/www.edvul.com/crowdwithin.php

publishers.

gical Association or one of its allied

This document is copyrighted by the American Psycholo

ted broadly.

1al user

This article is intended solely for the personal use of the

232 HERZOG AND HERTWIG

Appendix B

Description of Bayesian Statistics

Below we detail the statistical models. Except where noted, all
models were implemented as Markov Chain Monte Carlo
(MCMC) models in Just Another Gibbs Sampler (JAGS; Plummer,
2012) with three chains (using different starting values) with
50,000 samples each (using another 50,000 samples for burn-in).
Because thinning lowers the precision of the posterior estimates
(Link & Eaton, 2012), no thinning was used.

Note that because we used MCMC, the mode of a posterior
distribution of a linear contrast (e.g., the two dialectical conditions
vs. the reliability condition, as reported in the main text) need not
coincide with a linear contrast value that is calculated using the
modes of the posterior distributions of the individual conditions (as
presented in Table 1).

Categorical Data

For binary categorical data (e.g., whether participants scored a
“success” or not), we modeled the success probability 6 based on
the number of k observed successes out of n participants using the
binomial likelihood function—assuming a uniform prior on 6
(Kruschke, 2011b). For categorical data with more than two cat-
egories (e.g., classifying participants to strategies A, B, and C), we
modeled the probabilities 6, of belonging to the ith category based
on the observed category counts using the multinomial function—
assuming a uniform Dirichlet prior on the 0;s; those posteriors
were directly approximated with the R function “MCmultinom-
dirichlet” from the R package “MCMCpack” (Martin, Quinn, &
Park, 2011) using 1,000,000 samples.

Continuous Distributions

Because of fat tails and occasional outliers, we used ¢ distribu-
tions to model continuous data (extending the approach in
Kruschke, 2013, to three groups). Like a normal distribution, a ¢
distribution has a mean and a standard deviation; it additionally
has a third parameter that indicates the amount of kurtosis in the
data (normality parameter v). Lower values of v indicate fatter
tails; as v approaches positive infinity, the ¢ distribution becomes
the normal distribution. Unlike a normal distribution, a ¢ distribu-
tion can accommodate fat tails and outliers and thus leads to more
robust inferences; furthermore, if the data happen to be normal, the
t distribution will “mimic” this. We adopted Kruschke’s (2013)

vague priors for the means, the standard deviations, and v. We
estimated separate means and standard deviations for each exper-
imental group, but only one v across all conditions. Note that the
t distribution is used as a model for the data (and not as a sampling
distribution from which p values are derived in a frequentist
approach).

Proportions

We used a hierarchical model to estimate group-level propor-
tions (i.e., the proportion of times a “typical” participant scores a
“success” in n trials), separately for the experimental conditions
(see Kruschke, 2011b, pp. 219-224). Each participant was as-
sumed to have an individual probability 6; of scoring a success
(e.g., bracketing); each 6, was estimated based on the number of &
observed successes out of  trials using the binomial distribution.
The 0;s were estimated hierarchically by assuming that each 6;
comes from a group-level distribution of 0s following a beta
distribution (which can range from 0 to 1). We parameterized the
beta distributions in terms of a mean and a sample size (instead of
the two shape parameters o and (). The prior for the mean
followed a uniform distribution between 0 and 1; the prior for the
sample size followed a gamma distribution (with the parameters
for shape and rate set to 1 and 0.1, respectively, which implies a
vague prior with both a mean and a standard deviation of 10; see
Kruschke, 2011b, p. 211). For this model, 950,000 burn-in samples
per chain were used.

Mixed-Effects Linear Models

We fitted the mixed-effects linear regression models (Baayen et
al., 2008) using the R package “MCMCglmm” (Hadfield, 2010)
and used the software default vague (improper) priors. We first
explored reasonable model specifications with maximum likeli-
hood estimation using the function “lmer” from the R package
“lme4” (Bates, Michler, & Bolker, 2011) to identify the model to
be estimated with MCMCglmm.
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