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The Science of Heuristics :
Decision Making in an Uncertain World

Gerd Gigerenzer®

An evolutionary approach to human behavior should emphasize two questions.
(1) What are the proximal mechanisms underlying decisions? (2) How does behav-
ior result from both proximal mechanisms and environment? The object of natural se-
lection is proximal mechanisms, also called Darwinian algorithms by Leda Cosmides
and John Tooby. I argue that these algorithms are typically fast-and-frugal heuristics,
that is, strategies that use only few pieces of information and ignore the rest. As far
as we know, both animals and humans have always relied on heuristics to solve adap-
tive problems.

To choose a mate, a peahen investigates only three or four of the peacocks po-
sing and displaying in a lek to capture her attention, and selects the one with the lar-
gest number of eyespots. Note that this heuristic is strikingly different from classical
decision theory, which would promote investigating all males and weighting and
adding all their relevant features to choose the one with the highest expected utility.
Many evolved rules of thumb are amazingly simple and efficient ( see Gigerenzer,
2008, chap. 3). The same holds for human decision making. Consider how experi-
enced managers predict which customers are active or not, in order to reduce the
costs of sending catalogues to customers who will not make any further purchases and
to avoid excluding customers who would. While management science recommend
compiex statistical models, real managers in fact rely on the hiatus heuristic that uses
one good reason only; “If the customer has made a purchase within the last 9
months, classify as active, otherwise as inactive. ” Note that the hiatus heuristic ig-

nores all other information, such as how much and how often customers bought. Yet
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when tested, it actually made, on average, better predictions of future purchases than
the Pareto/NBD model and similar complex “rational” models ( Gigerenzer et al.
2011, chap. 36). These examples illustrate that heuristics are neither irrational nor
always second-best, and there may be good reason why humans and other animals of-
ten ignore part of the information.

The first question the science of heuristics poses is descriptive: What heuristics
does an individual or species have at its disposal? This is called the study of the “a-
daptive toolbox. ” The second question is normative; Given a real-world problem,
which of several heuristics ( or complex strategies) is the most successful? The inves-
tigation of the second questibn is called the study of “ecological rationality. ” Tt en-
tails identifying the structures of environments that a heuristic can exploit. For in-
stance, relying on one reason only (as in the case of the peahen and the managers)
tends to be more successful than weighting and adding of all reasons when redundancy
is high and predictability low, that is, when the reasons are highly intercorrelated and
the criterion is difficult to predict.

One of our first discoveries was that take-the-best, a simple heuristic that relies
only on one reason to make a decision, can predict better than multiple regression,
neural networks, and other complex models ( Gigerenzer & Brighton, 2009; Gigere-
nzer et al. , 1999). Earlier research, such as in the heuristics-and-biases program by
Daniel Kahneman, Amos Tversky, and their followers, had routinely interpreted the
use of simple heuristics as the source of human error. Today we know that this inter-
pretation is incorrect, and that in uncertain worlds, a successful strategy for making
good decisions must ignore part of the relevant information. The mathematical reasons
for the robustness of heuristics have been formulated using the “bias-variance dilem-
ma” in statistics and the study of ecological rationality ( Gigerenzer & Brighton,
2009).

The science of heuristics provides an alternative to the prevailing explanations of
behavior by internal propensities only-traits, attitudes, preferences, or, most re-
cently, neural processes. In contrast, I think of behavior as the result of internal and
external features, as formalized in the study of ecological rationality. For instance,
humans often rely on social heuristics such as “imitate the majority” and tit-for-
tat. ” The resulting behavior, however, is not determined by the heuristic, but jointly
by the heuristic and the environment. If a teenager imitates the behavior of the major-

ity to gain peer group acceptance and not be considered an oddball, whether the be-
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havior is morally good or bad depends on the behavior of the peer group. The same
holds when a person relies on tit-for-tat, which can lead to cooperative or uncoopera-
tive behavior, depending on the actions of the people interacted with. These examples
also illustrate that social heuristics can underlie moral behavior, which explain moral
inconsistencies within the same person ( Gigerenzer, 2010). The phylogenetic devel-
opment of the adaptive toolbox of species has not yet been studied; but it is notewor-
thy that other primates imitate less generally and precisely than humans, and tit-for-
tat appears to be absent in almost all animal species.

An ecological approach also provides new solutions to old problems in statistical
thinking and risk perception. For instance, consider the following situation that many
doctors face ( Gigerenzer et al. , 2007) :

Assume you conduct breast cancer screening using mammography in a certain re-
gion. You know the following information about the women in this region.

The probability that a woman has breast cancer is 1% ( prevalence)

® If a woman has breast cancer, the probability that she tests positive is 90%
('sensitivity)

¢ If a woman does not have breast cancer, the probability that she nevertheless
tests positive is 9% (false-positive rate)

A woman tests positive. She wants to know from you whether that means that she
has breast cancer for sure, or what her chances are. What is the best answer among
the following 4 responses; 1% , 10% , 81% , 90% 7

Out of 160 German gynecologists, only 21% understood that the best answer is a
10% probability of having breast cancer given the positive mammogram. Nineteen
percent thought the answer is 1% , and most believed it to be 81% or 90% . One can
image the unnecessary fear these doctors instill in the many women who test positive
in screening. Most of the roughly 1,000 doctors I have trained in risk literacy are
confused by sensitivities and other conditional probabilities. Training in medical
schools worldwide has clearly failed to teach doctors statistical thinking. What to do?
For decades, the response was resignation because, in the words of paleontologist
Stephen J. Gould, our minds are not built (for whatever reasons) to work by the
rules of probability. An ecological approach, in contrast, does not attribute failure to
inner processes alone, but to their interaction with the external framing of informa-
tion. Conditional probabilities are fairly new in human history; the way people learn-

ed individually about co-occurrences was in terms of “natural frequencies,” that is,
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observed joint frequencies such as the number of people with disease and positive
test. Here is the presentation of the same information in terms of natural frequencies:

e Ten out of every 1,000 women have breast cancer

e Of these 10 women with breast cancer, 9 test positive

e Of the 990 women without cancer, about 89 nevertheless test positive

When the same 160 gynecologists received the same information in terms of natu-
ral frequencies, 87% understood that the best answer is 1 out of 10, or 10% ( Giger-

&

enzer et al. , 2007 ). Concepts such as “natural frequencies” have since become
standard in evidence-based medicine, and medical schools have begun to teach it to
their students. More generally, my research group and I study which external repre-
sentations of information foster insight, and why. Other experts that profit from these
techniques include judges, lawyers, and financial analysts; [ myself have trained a-
bout 50 U. S. federal judges in using these psychological tools to better understand

statistical evidence in court.



