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Abstract: In the study of judgmental errors, surprisingly little thought is
spent on what constitutes good and bad judgment. I call this simultaneous
focus on errors and lack of analysis of what constitutes an error, the irra-
tionality paradox. 1 illustrate the paradox by a dozen apparent fallacies;
each can be logically deduced from the environmental structure and an
unbiased mind.

The objective of demonstrating that people systematically under-
estimate or overestimate a quantity has become a paradigm in so-
cial psychology. Researchers tell us that we overestimate small
risks and underestimate large risks, that our average confidence in
our knowledge is larger than the actual proportion correct, and
that we overestimate the long-term impact of emotional events,
such as losing a child. This paradigm is part of a broader move-
ment that emphasizes human irrationality and leads to a paternal-
istic attitude towards citizens, such as in behavioral economics and
in behavioral law and economics (e.g., Sunstein 2000). I would not
object to paternalism if the norms were well reasoned and argued.
Yet, in the study of judgmental errors, surprisingly little thought is
spent on the question of what actually constitutes good and bad
judgment (Gigerenzer 1996b; 2000). Rather, researchers tend to
take normative claims about irrationality at face value or accept
these by authority, not by an analysis of the problem. I call this si-
multaneous focus on errors and lack of analysis of what constitutes
an error, the irrationality paradox.

This commentary is about the missing study of ecological ratio-
nality in social psychology, an issue that I believe is sympathetic to
Krueger & Funder’s (K&F’s) important article, but which they did
not put into the foreground. The basic tenet of ecological ratio-
nality is that the rationality or irrationality of a judgment can only
be decided by an analysis of the structure of the environment or
the experimental task. Herbert Simon (1990) expressed this tenet
once through the analogy of a pair of scissors: “Human rational be-
havior is shaped by a scissors whose blades are the structure of task
environments and the computational capabilities of the actor” (Si-
mon 1990, p. 7). By looking only at one blade, one cannot under-
stand how minds work, just as one then cannot understand how
scissors cut.

Environmental structures include statistical structures, such as
the signal-to-noise ratio, the shape of distributions, and the size of
samples, as well as social structures, such as the presence of com-
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Table 1 (Gigerenzer). Twelve examples of phenomena that were first interpreted as “cognitive illusions” (left), but later
revalued as reasonable judgments given the environmental structure (right)

Is a phenomenon due to a biased mind . . .

... or to an environmental structure plus an unbiased mind?

Overconfidence bias (defined as miscalibration)

Overconfidence bias (defined as mean
confidence minus proportion correct)

Hard—easy effect

Overestimation of low risks and underestimation
of high risks

Contingency illusion (based on prior beliefs or
prejudices)

Most drivers say they drive more safely than
average

Availability bias (letter “R” study)

Preference reversals

Probability matching

Conjunction fallacy

False consensus effect

Violations of logical reasoning

“Miscalibration” can be deduced from a unbiased mind in an environment with
substantial unsystematic error, causing regression toward the mean
(Dawes & Mulford 1996; Erev et al. 1994)

“Overconfidence bias” can be deduced from an unbiased mind in an environ-
ment with unrepresentative sampling of questions; this disappears largely
with random sampling ( Juslin et al. 2000)

“Hard—easy effect” can be deduced from an unbiased mind in an environment
with unsystematic error, causing regression toward the mean (Juslin et al.
2000)

This classical phenomenon can be deduced from an unbiased mind in an envi-
ronment with unsystematic error, causing regression toward the mean
(Gigerenzer & Fiedler 2003)

“Contingency illusion” can be deduced from an unbiased mind performing sig-
nificance tests on samples with unequal sizes, such as minorities and majori-
ties (Fiedler et al. 1999)

The distribution of the actual numbers of accidents is highly skewed, which re-
sults in the fact that most drivers (in one study, 80%) have less accidents than
the average number of accidents (Gigerenzer 2002; Lopes 1992)

“Availability bias” largely disappears when the stimuli (letters) are representa-
tively sampled rather than selected (Sedlmeier et al. 1998)

Consistent social values (e.g., don’t take the largest slice; don't be the first to
cross a picket line) can create what look like preference reversals (Sen 1993;
2002)

Social environments with N > 1 individuals competing over resources can make
probability matching a more successful strategy than maximizing, whereas
this would not be the case for an individual studied in isolation (Gallistel
1990)

“Conjunction fallacy” can be deduced from the human ability for pragmatic in-
ference about the meaning of natural language sentences — an ability no
computer program has so far (Hertwig & Gigerenzer 1999)

This “egocentric bias” can be deduced from Bayes’s rule for problems of which
a person is ignorant, that is, where a person has no knowledge about prior
probabilities (Dawes & Mulford 1996)

A number of apparent “logical fallacies” can be deduced from Bayesian statis-
tics for environments in which the distribution of events (e.g., P, Q, and their
negations) is highly skewed (McKenzie & Amin 2002; Oaksford & Chater
1994), and from the logic of social contracts (Cosmides & Tooby 1992;
Gigerenzer & Hug 1992)

petitors, social values, and contracts (Anderson 1990; Gigerenzer
1996¢; Gigerenzer et al. 1999). Table 1 (left side) shows a dozen
phenomena that have been claimed to be cognitive illusions — by
mere assertion, not ecological analysis. Table 1 (right side) shows
that as soon as researchers began to study the structure of infor-
mation in the environment, what looked like a dull cognitive illu-
sion often turned out to be a sharp scissors. Note that these re-
searchers listed on the right side of the table provided formal
arguments, not just an optimists story set against a pessimist’s
saga. Their argument is a deductive one: The environmental struc-
ture plus an unbiased mind is logically sufficient to produce the
phenomena. Note that a sufficient reason does not exclude the
possibility of alternative explanations (this can be decided by em-
pirical test; see below).

The general argument is that environmental structure (such as
unsystematic error, unequal sample sizes, skewed distributions)
plus an unbiased mind is sufficient to produce the phenomenon.
Note that other factors can also contribute to some of the phenom-

ena. The moral is not that people never err, but that in order to un-
derstand good and bad judgments, one needs to analyze the struc-
ture of the problem or the structure of the natural environment.
For example, consider task environments with substantial but
unsystematic error, such as when people are confronted with gen-
eral-knowledge questions, the answers to which they do not know.
A typical finding is that when participants were 100% confident of
giving a correct answer, the average number correct was lower,
such as 80%. This phenomenon was labeled “overconfidence bias”
or “miscalibration” and was attributed to confirmation biases or
wishful thinking. An analysis of the environmental structure, how-
ever, reveals substantial unsystematic error, which in the absence
of any cognitive bias leads to regression towards the mean: The
average number correct is always lower than a high confidence
level. Therefore, the environmental structure is a logically suffi-
cient condition for the phenomenon. Now we can ask if there is,
in addition, a trace of a real cognitive bias? When Erev et al. (1994)
and Dawes and Mulford (1996) plotted that data the other way
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round, regression towards the mean produced a mirror pattern
that looked like underconfidence bias: When participants an-
swered 100% correctly, their mean confidence was lower, such as
80%. They found no real bias. The same unsystematic error is a
sufficient condition for two other phenomena listed in Table 1,
people’s apparent error of overestimating low risks and underes-
timating high risks (Lichtenstein et al. 1978), as well as the hard—
easy effect (see Gigerenzer & Fiedler, 2003; Juslin et al. 2000).

Consider next how stimulus objects are sampled from an envi-
ronment and a class of phenomena known as “contingency illu-
sions,” which were attributed to irrelevant prior beliefs or preju-
dices against minorities. Versions of the contingency illusion have
been claimed in research on self-fulfilling prophecies (Jussim
1991; Kukla 1993), on confirmation biases in hypothesis testing
(Snyder 1984), and on alleged memory advantages for negative
behaviors in minorities (Hamilton & Gifford 1976; Hamilton &
Sherman 1989).

Let me use evaluative judgments of minorities as an illustration.
It is an ecological truism that minorities are smaller than majori-
ties, and a recurrent property of social environments is that the
rate of positive, norm-conforming behaviors is higher than the rate
of negative, norm-violating behaviors (Fiedler 1991; Parducci
1968). When these two ecological assumptions are built into the
stimulus distribution presented in a social psychological experi-
ment, participants may be exposed to the following description:

Group A (Majority):
Group B (Minority):

18 positive
9 positive

and 8 negative behaviors
and 4 negative behaviors

Note that the same ratio of positive to negative behaviors (18:8 =
9:4) holds for both groups, but people nevertheless tend to con-
clude that there is significantly more positive behavior in the ma-
jority than in the minority: a “contingency illusion.” Given the
unequal sample sizes, however, an unbiased mind using an (un-
conscious) binomial test would infer that there are significantly
more positive than negative behaviors in the majority group (p =
.038), but not in the minority group (p = .13). Thus, unequal sam-
ple size is a sufficient condition for a class of phenomena labeled
“contingency illusions.” Again, one can empirically test whether
an additional bias exists because of prior knowledge, such as by re-
placing real groups by neutral labels, to rule out any influence of
prior knowledge (Fiedler et al. 1993; 1999).

Table 1 lists two other phenomena that can be deduced from
sampling. One has been called “overconfidence bias,” and is de-
fined as mean confidence minus proportion correct (many differ-
ent phenomena have been labeled overconfidence). Note that
“miscalibration” does not imply this phenomenon. It can be logi-
cally deduced from unrepresentative sampling of stimulus items
and an unbiased mind (Gigerenzer et al. 1991). An analysis of 135
studies showed that “overconfidence bias” practically disappears
when stimuli are randomly selected from an environment (Juslin
et al. 2000). The second phenomenon is that people erroneously
judge that there are more English words with a letter (such as “R”)
in first position than in third position, which has been attributed
to “availability” (Tversky & Kahneman 1973). When one uses a
representative sample of letters, rather than the five letters se-
lected by Tversky and Kahneman (which are among the few that
are more frequent in the third position), people’s apparently sys-
tematic bias disappears (Sedlmeier et al. 1998).

The other “cognitive illusions” listed in Table 1 can be deduced
in the same way for the task structure, including that of social en-
vironments (see also Gigerenzer 2000; 2001; Gigerenzer &
Fiedler 2003; Krueger & Mueller 2002). An objection to my gen-
eral argument is, “But people do commit errors!” No doubt, peo-
ple commit errors; but I am talking about a blunder committed by
a research program. The fact that little attention is paid to estab-
lishing what is good and bad reasoning cannot be excused by blam-
ing John Q. Public.

Errors might be a window to cognitive processes, but falsely
identified errors do not seem to be so, which is consistent with the
fact that after 30 years of collecting errors, no model of cognitive
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processes has emerged from overconfidence bias, the conjunction
fallacy, or any of the other celebrated errors — only vague labels.
In contrast, the study of amazing performance seems to be a bet-
ter window to cognitive processes, such as the less-is-more effect,
which led to the discovery of the recognition heuristic (Goldstein
& Gigerenzer 2002).

The story is told that there are two personalities among psy-
chologists, optimists and pessimists, who see the glass as half full
or half empty, respectively. According to this legend, people like
Funder, Krueger, and myself are just kinder and more generous,
whereas the pessimists enjoy a darker view of human nature. This
story misses what the debate about human irrationality is about. It
is not about how much rationality is in the glass, but what good
judgment is in the first place. It is about the kinds of questions
asked, not just the answers found.



