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Crossing the street in front of oncoming vehicles poses serious danger to young children. But is each
young pedestrian similarly at risk? The authors aimed to identify children who are particularly prone to
making risky and potentially harmful crossing decisions. They used a simple game involving risk to
classify 5- to 6-year-olds as risk takers or risk avoiders. Children classified as risk takers made more
crossing decisions at a busy 1-way street than risk avoiders, tolerated shorter time intervals between
initiation of the crossing decision and arrival of the next vehicle, and were more likely to cause a
(hypothetical) accident. Finally, they made decisions more quickly than risk avoiders. The authors
discuss the implication of these results for traffic safety programs.

One of the most common features of everyday life is also one of
the most dangerous: traffic. In industrialized countries, traffic is
one of the leading causes of death among children (Malek, Guyer,
& Lescohier, 1990; Pitt, Guyer, Hsieh, & Malek, 1990). In 2002,
almost one fourth of all children between the ages of 5 and 9 years
who were killed in traffic accidents in the United States were
pedestrians (National Center for Statistics and Analysis [NCSA],
2003). It is during this age range that children start making
crossing decisions without adult supervision (e.g., while walking
to school).

Although in many accidents children are innocent victims, there
is also a considerable proportion in which the accident is due to
children’s behavior. The typical explanation for such accidents is
that children have specific age-related limitations that make poor
decisions as pedestrians more likely. Candidate limitations include
generally lower cognitive ability (i.e., in the tradition of the Pi-
agetian research on cognitive development; e.g., Sandels, 1975),
lack of domain-specific knowledge (e.g., traffic-related knowl-
edge; Bongard & Winterfeld, 1977), perceptual disadvantages
(e.g., limited peripheral vision; Sandels, 1975), immature visual
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search strategies (e.g., Whitebread & Neilson, 2000), distractabil-
ity (e.g., Dunbar, Hill, & Lewis, 2001), and inferior physical and
motor skills (e.g., controlling impulsive reactions; Briem &
Bengtsson, 2000; Pitcairn & Edlmann, 2000).

To compensate for some of these limitations, most traffic train-
ing programs teach children about traffic environments in general
and provide them with simple rules for making crossing decisions.
We put forth the thesis that these training programs are doomed to
be only moderately successful because they treat each child the
same. Accident statistics, however, indicate that some children are
more accident prone than others, that is, they are more frequently
involved in traffic accidents than others (e.g., Christoffel et al.,
1986). A plausible and yet rarely examined possibility is that a
disposition to take or avoid risks contributes to a child’s accident
proneness. If so, this fact has an important implication: If there
were tools for identifying children who are likely to take high risks
leading to involvement in traffic accidents, then training programs
could be specifically tailored for and allocated to those who are
most in need of such training.

What do we know about the role of individual differences in
children’s risk proneness, and how have these differences been
studied to date? Researchers have typically searched for predictors
of risk taking by examining post hoc the personalities and behavior
of children who have been repeatedly involved in accidents (in
traffic accidents, e.g., Christoffel et al., 1986; in any kind of
accident, e.g., Krall, 1953; Manheimer & Mellinger, 1967; Viney,
1971). For instance, using interviews with parents, some research-
ers have tried to identify factors that distinguish such children from
those who have never been involved in traffic or other types of
accidents. With few exceptions (e.g., Pless & Peckham, 1986),
these studies have been based on retrospective data.

This line of research indicates that the typical accident-prone
child tends to be hyperactive (e.g., Christoffel et al., 1986; Griitz-
macher, 2001; DiScala, Lescohier, Barthel, & Li, 1998); impul-
sive, inattentive, and easily distractible (e.g., Manheimer & Mel-
linger, 1967; Matheny, 1987); and has problems controlling his
actions. In addition, he has an adventuresome spirit, that is, he
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tends to be extroverted, attention seeking, and aggressive (Krall,
1953; Manheimer & Mellinger, 1967). In the context of the typical
accident-prone child, we intentionally use gender-biased language
because this child in fact tends to be male. Accident statistics in
western countries, for example, demonstrate that boys are typically
twice as likely to be involved in traffic accidents as girls (e.g.,
Assailly, 1997; Chapman, Wade, & Foot, 1982). Indeed, concern-
ing accident liability (in traffic and other situations), gender is
often seen as a proxy for personality differences (Manheimer &
Mellinger, 1967) and with some reason: Boys score higher than
girls on variables such as impulsiveness, disobedience, and (phys-
ical) aggressiveness (however, if the definition of aggression is
expanded to include verbal aggression, this picture changes; Crick
et al., 1998). Similarly, boys and men are generally more likely
than girls and women to take risks in games and natural environ-
ments (Byrnes, Miller, & Schafer, 1999; Chapman, Foot, & Wade,
1980; Ginsburg & Miller, 1982; Hudgens & Fatkin, 1985; Slovic,
1966). To account for the gender differences in traffic accident
rates, it has been suggested that boys are more exposed to traffic
than girls (because of more outdoor activities; Hargreaves &
Davies, 1996; van der Molen, 1981). However, controlling care-
fully for traffic exposure time, Howarth, Routledge, and Repetto-
Wright (1974) and Routledge, Repetto-Wright, and Howarth
(1974) found no support for this explanation.

The gender differences suggest the existence of personality
traits that are correlated with accident proneness. This, in turn, is
potentially important because it would mean that we could identify
risk takers prospectively rather than retrospectively (i.e., before
rather than after an accident occurred). How can this be done?
Perhaps we can exploit the fact that risky behavior in laboratory
gambling tasks correlates with personality traits related to accident
proneness (Miller & Byrnes, 1997; Trimpop, 1994). For the
present purpose, we assume that children have a disposition either
to take or to avoid risks and that this disposition underlies behavior
across different domains. Specifically, we suggest that a child’s
risk disposition, measured on the basis of behavior in simple
laboratory tasks, is predictive of his or her behavior as a pedestrian
(in a context involving risk). Many studies have explored chil-
dren’s risk-taking behavior in situations that approximate real
traffic, for instance, by using videos (we will review this research
in the Discussion). We explored children’s behavior under even
more realistic conditions: Children stood at the curb of a street and
made online traffic decisions. If it turns out that risky behavior in
the laboratory is predictive for risky behavior on the street, mea-
sures can be taken to reduce the chance of a risk-prone child being
involved in a traffic accident.

Participants in our study were boys and girls aged 5 to 6 years.
We focused on this age group because traffic safety is of particular
concern when children first start crossing the street alone, typically
at around age 6 (Bongard & Winterfeld, 1977; Howarth et al.,
1974).

Predictions

In what follows, we derive three predictions that concern the
link between children’s risky behavior in games and in traffic. We
created a naturalistic traffic context, in which children stand at the
curb of a busy street and are required to indicate when they
consider crossing to be safe. If risky behavior in games translates

into risky behavior in real-world traffic, then we can anticipate
differences between risk takers and risk avoiders on three temporal
measures. Figure 1 depicts the traffic situation and introduces the
three time measures: (a) The gap size denotes the time interval
between two vehicles A and B, that is, the difference between the
time at which A’s rear bumper passes the crossing point (where the
child is standing) and the time at which B’s front bumper reaches
the crossing point; (b) the leeway time denotes the time interval
between initiation of crossing (i.e., time at which the child first
steps onto the response mat) and arrival of the next vehicle (i.e.,
time at which the next vehicle’s front bumper reaches the crossing
point); and (c) the decision time denotes the time interval between
the beginning of a gap in traffic and initiation of crossing. Note
that gap size equals the sum of decision time and leeway time (see
Figure 1). We use the terms go decision and stay decision to refer
to the decisions to cross or to remain at the curb during a given
gap, respectively.

Prediction 1: Risk Takers Will More Frequently Arrive at
a Go Decision Than Risk Avoiders. This Difference Will
Be Most Pronounced for Medium-Sized Gaps and Smaller
for Short and Long Gaps

Why do we anticipate the difference in crossing behavior to be
most pronounced for medium-sized gaps? Simply, because indi-
vidual differences tend to disappear in both very simple tasks
(here, deciding whether to cross during long gaps) and very chal-
lenging tasks (here, deciding whether to cross during short gaps).
To appreciate this argument, consider a group of people of varying
degrees of fitness going on a hike. While walking around a lake,
where the ground is flat and easily navigated, the group stays
together. As soon as the tour heads for the mountains, the people
spread out, with the best hikers in front and the less-skilled hikers
falling behind. But when they reach a large boulder blocking the
route, most will have to stop, and only a very few skilled climbers
will be able to get past the obstacle. The hikers’ differences in
ability are most noticeable when the tour poses a medium amount
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Figure 1. The real-traffic task and the three temporal measures on which

the experimental predictions are based. Time passes from the bottom to the
top, determining the direction in which this figure should be read.
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of difficulty, that is, on the mountain path, where the hikers fan
out, but are hardly noticeable at the lake or the boulder. Using this
analogy, we expect that children’s difference in frequency of
crossing decisions will be most pronounced when the gaps are of
medium size (Similarly, Harrell, 1991, reported that differences in
looking behavior of elderly pedestrians markedly increased for
medium traffic volume.)

To determine whether a gap is long enough for a safe crossing,
one estimates the time it takes to cross the street (crossing time)
and the time until the approaching vehicle reaches the crossing
point. Next, one determines whether the crossing time is shorter
than the leeway time (i.e., the time interval between initiation of
crossing and arrival of the next vehicle). For short gaps (and thus
even shorter leeway times), crossing is extremely risky (the boul-
der, where everyone will stop), and for long gaps, crossing is
hardly risky at all (the lake, where almost everyone can walk
easily). In either of these cases, we do not expect the observable
differences between risk takers and risk avoiders to be large.
However, where uncertainty is greatest, that is, when gaps are of
medium size, the two groups may detectably differ.

The hypothesized difference between risk takers and risk avoid-
ers with respect to their go decisions may be due to several
reasons. One reason directly refers to the possible mechanism
underlying a go decision. At the core of this computational mech-
anism lies the comparison between the crossing time and the
leeway time. To allow for a safe crossing, one should ensure that
the crossing time be shorter than the leeway time, but just how
much shorter? This question leads to the next prediction.

Prediction 2: Risk Takers Tolerate Shorter Leeway Times
Than Risk Avoiders

We anticipate that a higher disposition for risk translates into a
higher willingness to cross the street even if leeway time is short.
As a consequence, the percentage of go decisions that leave a
particular (or shorter) leeway time will be higher among risk takers
than among risk avoiders. In fact, the distribution of leeway times
a person is willing to accept when crossing the street may be used
to indicate his or her risk disposition.

Leeway time is a particularly interesting notion because it also
affords us the opportunity to calculate the (hypothetical) accident
rate. Assuming that risk takers have a lower threshold for making
a go decision, they will be more likely than risk avoiders to make
a go decision even if a safe crossing is not possible. This leads to
the following corollary of Prediction 2: Risk takers will have a
higher hypothetical accidents rate than risk avoiders. Yet, this
differences between risk takers and risk avoiders will be much
smaller than the difference with respect to go decisions (during
medium gaps; see Prediction 1). The reason is that for short leeway
times, and thus for gaps in which a safe crossing is not possible,
the uncertainty about whether one could cross is likely to be
minimal.

Prediction 3: Risk Takers Will Have Shorter Decision
Times Than Risk Avoiders

Although the hypothesis that risk takers tolerate shorter leeway
times than risk avoiders would be sufficient to explain why they
should also have a higher proportion of go decisions, still another

factor may contribute to this difference hypothesized in Prediction
1. Risk takers might arrive more quickly at go decisions. Consider,
for instance, a risk-taking and a risk-avoiding child, both of whom
accept a leeway time of 6 s. If their decision times are 1 s and 2 s,
respectively, then the risk taker could exploit a gap of 7.5 s to
cross, whereas the (slower) risk avoider would probably reject it.
Note that Prediction 3 is supported by the frequently reported
observation that impulsiveness is closely related to risk-taking
behavior (Miller & Byrnes, 1997; Trimpop, 1994), where “impul-
sive” children are— by definition—those who respond more
quickly and make more errors than “reflective” children (see
Miller & Byrnes, 1997).

Method

Participants

The participants in our study were 44 children from four Munich
kindergartens. The children (22 boys, 22 girls) were randomly selected
from a larger pool of children whose parents had given written permission
for the children to take part in the experiment (originally we approached 55
parents of which 3 did not respond; of those who responded all gave us
their permission). Children who participated ranged in age from 4 years 9
months to 6 years 5 months (mean age: 5 years 6 months).

Materials

The study required children to make crossing decisions in a real-traffic
situation and to play two games. Each child completed the real-traffic task
on one day (Day 1) and the two laboratory tasks, a gambling game and a
computer game, on another day (Day 2).

Real-traffic task. The real-traffic task was similar to one of the tasks
used by Demetre et al. (1992; the two-step task). Children stood at the curb
of a one-way street in the center of Munich where there was no traffic light
or crosswalk. (In 2002, 79% of the young pedestrian fatalities in the United
States occurred at nonintersection locations; NCSA, 2003.) They were
instructed to monitor the traffic and indicate whenever they thought that a
gap between two vehicles was wide enough to cross safely. To indicate a
go decision, they had to step forward onto a mat that sent an electronic
signal to a video camera on the other side of the street. The video camera,
which was equipped with a counter that marked time in units of 40 ms, was
used to record the whole 8-min session for later analysis. Children were
tested individually under the constant supervision of an experimenter. To
ensure the children’s safety, we required them to wear a harness with which
the experimenter could hold them back if they tried to walk into the street.
Prior to the test phase, children underwent a 2-min practice phase. During
the practice phase, all of them seemed to learn the task quickly and to grow
accustomed to the harness (i.e., gave the impression that they had forgotten
about it). At the end of the session on Day 1, they received a toy for their
participation.

On Day 2 (usually within the same week), the same children were
required to play two games either in the laboratory or at their kindergarten:
a gambling game adapted from Slovic (1966) and a computer game
simulating the real-traffic task adapted from Trinkle and Gelau (1992; for
an earlier and similar program, see Sivak, Soler, & Trinkle, 1989). Half of
the children played the gambling game first and the other half played the
computer game first.

Gambling game. Children were presented with an array of 10 small
closed wooden boxes. They were told that nine contained stickers (which
children in our sample prized highly) and that the 10th box had a “devil”
in it. Children were told that they could open as many boxes as they
wanted. If they came across a sticker, they could keep it. However, if they
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happened to select the devil box, they would lose all of the stickers they
had won up to this point and the game was over.

Each child completed three trials. The devil was assigned to 1 of the 10
boxes randomly in each trial. It was pointed out to the children that they
could increase the number of stickers won by opening more boxes, but that
opening more boxes would also increase the chances of finding the devil
and thus losing everything. After each box was chosen, they had to decide
whether they wanted to continue the trial. All instructions were given in
language appropriate to children of this age. To verify that children
understood the rationale of the game, we asked them to review the
procedure in their own words. Judging from their descriptions, no child
misconstrued the game.

Computer game. With this task, we aimed to simulate the real-traffic
scenario as closely as possible. Children were seated in front of a 17-in.
computer monitor that depicted—from an aerial view—a stream of on-
coming vehicles (cars, trucks, motorcycles) all driving at the same velocity
along a one-way street. (The panels in Figure 1 correspond closely to what
children saw.) The gaps between vehicles varied in size. With a key press,
children could send a symbol representing a pedestrian across the street. As
in the real-traffic task, children were instructed to have the pedestrian cross
the street whenever they thought it was safe to do so. They were told that
for every successful crossing they would receive a piece of candy, whereas
for every accident they would lose three pieces. At the beginning of the
game, children received an endowment of 30 candies. When a decision led
to a collision, the display froze briefly and a beep was emitted. Afterward,
the traffic continued to flow and children could resume playing. The task
consisted of two 1-min practice trials, each followed by four test trials of
3 min each. The accident rate was defined as the percentage of all crossings
(in the test trials) in which the child caused the pedestrian to collide with
a vehicle.

Results

We begin with the classification of children as risk taking or risk
avoiding according to their behavior in the game contexts. We then
briefly report the overall results for the real-traffic task, and finally
we turn to the specific tests of Predictions 1, 2, and 3.

Classification of Risk Takers and Risk Avoiders

We classified the children as either risk taking or risk avoiding
on the basis of their behavior in (each of) the two games. In the
gambling game, classification (henceforth, gambling classifica-
tion) depended on when children chose to stop opening boxes.
Opening five boxes is the optimal strategy, that is, the one with the
highest expected outcome (see Slovic, 1966). If children opened
more than five boxes in at least one of the three trials, then we
classified them as risk takers. If they opened five or fewer than five
boxes on all three trials and terminated the game voluntarily in at
least one trial, they were classified as risk avoiders. By these
criteria, 39 children could be unambiguously classified: 26 as risk
takers and 13 as risk avoiders. Five children could not be classified
because in all three trials they opened five or fewer than five boxes
but unfortunately had to stop because they got the devil each time.
We excluded the data of those children when comparing risk takers
and risk avoiders as classified according to the gambling game.'

In the computer game, we were able to classify 38 children (2
children could not be tested with the computer game, 3 refused to
play this game or refused to continue after some minutes, and a 6th
was not able to operate the key appropriately). We used two
different classifications. One depended on the accident rate, that is,
the percentage of decisions that caused the pedestrian to collide

with a vehicle. The other depended on the number of candies the
children received (or lost). The number of candies was highly
negatively correlated (—.72) with the accident rate. For each mea-
sure, we split the group of children at the two medians and
classified those with higher accident rates and fewer candies as
risk takers and the remaining children as risk avoiders.

Interestingly, risk disposition in the gambling game was not
correlated with risk disposition in the computer game. When the
median split in the computer game was based on children’s acci-
dent rate, the correlation was —.04, Xz(l, N = 33) = 06, ns, and
when it was based on the number of candies, we obtained a
correlation of .04, x*(1, N = 33) = .06, ns. This surprisingly low
correlation implied the possibility that only one of the two mea-
sures would prove to be a valid behavior in real-world traffic.
Indeed, this turned out to be true. Only the gambling classification
was a good predictor of children’s behavior in the real-traffic
situation. Therefore, we decided to focus on this classification
when reporting the tests of our predictions.

The computer game’s predictive failure was not caused by our
classification method (i.e., we classified children as risk takers and
risk avoiders on the basis of a median split of the continuous
variables accident rate and number of candies). In fact, when we
correlated both continuous variables with children’s behavior in
the traffic task, the resulting correlations were negligible. We
explore possible reasons for why the computer game failed to
predict real-world behavior in the Discussion. We now turn to the
general results for the real-traffic task.

Real-Traffic Task

Traffic density. Children encountered a total of 2,876 traffic
gaps; the average number of gaps encountered by each child during
the 8-min test session was 65 (SD = 13.5, range: 39 to 95). The traffic
on this street was dense: median gap size was 3.2 s. Forty-seven
percent of gaps were shorter than 3 s, 74% were shorter than 7 s, and
86% were shorter than 12 s. Average vehicle velocity (approximately
40 km/h or 25 mph) was fairly constant across children.

Crossing time. To define the minimum gap size that theoret-
ically would allow for a safe crossing, we needed to estimate
children’s crossing time. To determine this empirically, we had a
different group of children in the same age range cross the same
street at a traffic light. On average, it took them 3 s to run and 7 s
to walk across the street. For our real-traffic task, therefore, gaps
of less than 3 s were assumed to prevent safe crossings, gaps of 3
to 7 s were assumed to allow somewhat safe crossings, and gaps of
longer than 7 s were assumed to permit safe crossings.

Go decisions. Out of the total of 2,876 gaps, the children made
640 go decisions (22.3%); during the remaining 2,236 gaps
(78.7%), they decided to stay. Thus, on average, each child indi-

' We also derived several measures that yielded more than two catego-
ries (risk takers vs. risk avoiders). Specifically, we used the number of
boxes that children opened and the number of boxes that remained closed,
either in all trials or in those in which children voluntarily stopped looking,
and combined them by either taking the minimum, average, or maximum
of opened (closed) boxes. Probably because of the relatively small number
of trials, none of the multiple polychotomous measures led to effect sizes
that were consistently and markedly larger than those observed on the basis
of the dichotomous classification.
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cated about 12 go decisions per session (SD = 7.2, range: 5 to 36).
The children in our study showed mostly conservative decision-
making behavior: In just 3.2% of the gaps of less than 3 s did
children make a go decision. For gaps from 3 to 7 s, the percentage
of go decisions was 14.8. Even for gaps of greater than 7 s,
children made a go decision during only 65.7% of the gaps,
thereby missing 34.3% of the opportunities to cross when theoret-
ically it would have been safe. Most of the go decisions (481 of
640; 75.2%) were made during gaps of longer than 7 s. This
overall conservative decision-making behavior is in line with
results of previous observational and experimental studies (e.g.,
Connelly, Isler, & Parsonson, 1996; Demetre et al., 1992; Hoff-
mann, Payne, & Prescott, 1980; Routledge, 1975). Children’s
conservative decision-making behavior suggests that we suc-
ceeded in creating a realistic crossing scenario.

Prediction 1: Do Risk-Taking Children Make More Go
Decisions, in Particular, During Medium Gaps?

In a first step of the analysis, we examined the go decisions for
risk-taking and risk-avoiding children (using the gambling classi-
fication) across the wide range of gaps. Owing to the relatively
small number of gaps per unit (each of 40 ms), we first categorized
all gaps up to 10 s into 1-s intervals and gaps of more than 10 s into
larger intervals, as depicted in Figure 2. As this figure shows, the
gap sizes (the sum of go and stay decisions) seem to follow a
Poisson distribution: Gaps shorter than 1 s are relatively rare, then
there is a peak for gaps between 1 and 3 s, and after this peak the
sums of the curves almost monotonically decrease and eventually
approximate the x-axes. The figure also shows that risk takers
begin to make go decisions during gaps that are clearly rejected by
risk avoiders. Moreover, the indifference point, that is, the point at
which go and stay decisions are equally frequent, is much further
to the left for risk takers than for risk avoiders.

In a second step of the analysis, we computed statistics for short,
medium, and long gaps separately. How did we delineate medium
from short and long gaps? Medium gap sizes are those where the
uncertainty (of whether to cross) is maximal. In contrast, short and
long gaps involve little uncertainty. At what gap size, then, is the
degree of uncertainty maximal? We defined the point of maximum
uncertainty as the gap size for which go decisions were as frequent
as stay decisions, that is, gaps during which the percentage of go
decisions is 50%. If risk takers have a lower criterion than risk
avoiders when judging whether a gap permits a safe crossing, then
the gap size for which risk takers experience maximum uncertainty
should be shorter than the corresponding gap size for risk avoiders.
As expected, the gap size associated with maximal uncertainty was
smaller for risk takers than for risk avoiders—7 and 12 s, respec-
tively.? The region between these endpoints is analogous to the
mountain path in the hiking example before the hikers encountered
the boulder. It is here where it is easiest to distinguish the skilled
from the unskilled hikers, and the risk avoiders from the risk
takers. Thus, we took these endpoints to define the interval en-
compassing medium gap sizes, and we took intervals smaller than
7 s and longer than 12 s to be short and long gaps, respectively. It
is interesting to note that a completely orthogonal approach to
defining the gap size would have arrived at very similar time
intervals. Had we taken children’s time to cross into account, we
would have defined short gaps as being narrower than the time
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Figure 2. Number of go and stay decisions per gap-size interval, for risk
takers and risk avoiders. Risk disposition has been determined by children’s
behavior in the gambling game. Within each panel, results are pooled across all
children of this group. Because the 26 risk takers encountered more gaps than
the 13 risk avoiders, the y-axes have been scaled such that the sum of go and
stay decisions for both groups visually appears to be the same.

children needed to walk across the street (7 s) and long gaps as being
11 s or longer (i.e., 7 s to walk plus a safety interval of 50% —which
is about the time children needed to run across the street).

Using these endpoints, 7 and 12 s, we computed a child’s
percentage of go decisions for short, medium, and long gaps and
then aggregated these numbers across all children (Table 1). The
results confirm Prediction 1: For medium gaps, the difference
between risk takers and risk avoiders in percentage of go decisions
was almost twice as large as for short and long gaps. Note that
according to Cohen (1988), effect sizes of d = 2, .5, and .8

2 Specifically, we compared the proportion of go decisions in each pair
of adjacent 1-s intervals to determine when this value surpassed 50% (i.e.,
the point of maximal uncertainty). Such comparisons have been performed
for risk takers and for risk avoiders separately. For instance, risk takers
(classified according to the gambling game) made go decisions in 32.8% of
all gaps of a 6-s to 7-s duration and in 56.8% of all gaps of a 7-s to 8-s
duration. For risk avoiders, the 1-s gap size intervals for which go and stay
decisions were (about) equally frequent ranged from 10 s to 15 s; we
determined 12 s as the point of maximal uncertainty.
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Table 1

Percentage of Go Decisions During Short, Medium, and Long Gaps, Classified by the Gambling Game

Risk takers Risk avoiders Difference
Go decisions Go decisions Go decisions
Gap size (%) SD SE SD SE (%) 1(df) d
Short (x < 7 s) 12.5 214 42 2.8 33 0.9 9.7 2.25 (27.31)** 91
Medium (7 s = x < 12 s) 58.4 28.3 5.6 338 94 18.1 1.76 (37)* 61
Long (12's = x) 81.5 22.5 44 16.2 16.2 6.4 091 (37) 32

Note. Percentages have first been determined for each individual child and subsequently aggregated across all risk takers and risk avoiders.
# Whenever the degree of freedom is a fractional number, the null hypothesis “standard deviations are equal” had to be rejected and thus the degree of

freedom has been adjusted accordingly.
*p < .05.

corresponds to small, medium and large effects, respectively.’
(When using the computer classification, we obtained no substan-
tial or significant difference between risk takers and risk avoiders
with respect to their go decisions.)

For the third step in our analysis of children’s go decisions, we
used a well-known statistical framework: signal detection theory
(Green & Swets, 1966). This framework can be applied to mod-
eling any task in which an observer must detect signals (or items
from a specific category) in the midst of noise (or items from
another category). If one views crossing decisions as decisions
regarding the presence of a signal, then the real-traffic task is just
such a task: Children have to detect gaps that allow a safe crossing
(go) and to reject gaps that cannot be safely used (stay). Crossing
when it is safe can be considered a hit, and crossing when it is not
safe a false alarm. In the framework of signal detection theory, a
subjective decision criterion indicates how much risk a person is
willing to accept to achieve a hit. If the cost of a false alarm is high
compared with the cost of a miss (the miss rate is the complement
of the hit rate), then this criterion should be conservative. The
real-traffic task is such a case, because crossing when it is not safe
(false alarm) may be fatal, whereas the cost of missing an oppor-
tunity to cross is typically minimal.

To determine the hit rate and the false alarm rate, one needs to
identify what is a signal and what is noise in a specific environ-
ment. In our real-traffic task, this identification is not trivial
because children (for good reasons) did not actually cross the
street; thus we do not know for sure what would have been a safe
gap (i.e., a signal). One might argue that 3 s—the time children
needed to run—may define what a signal is. However, we in-
structed children to indicate a go decision whenever they thought
they could safely cross, thus leaving undefined for them what
safely means. As it turned out, they considered most of the gaps of
3 or 4 s, that is, gaps that left almost no room for error, as too short
for safe crossings (see Figure 3). Nevertheless, to be able to
identify signals, we assumed several temporal definitions of what
counts as a safe gap. Specifically, we defined gaps longer than 3
(or 4,5, ...,12) s as safe. For each child and for each of those
different sets of safe gaps, we computed the hit rate and the false
alarm rate.

Table 2 displays the average hit and false alarm rates as a
function of various definitions of what constitute safe gaps (i.e.,
signals). As expected, the specific values of both rates depend on
the definition used. For instance, under the 3-s definition (mini-

mum time it takes to run across the street), the 26 risk takers had
an average hit rate of 45.4%, whereas under the 12-s definition,
their average hit rate was 81.5%. For each of the definitions
applied, risk takers had both a higher hit rate and a higher false
alarm rate than risk avoiders. For instance, under the 7-s definition,
risk avoiders had a hit rate of just 56.8%, which means that they
missed 43.2% of the gaps that were theoretically long enough for
them to cross safely without having to run. Risk takers, in contrast,
had a hit rate of 72%, missing only 28% of the crossing opportu-
nities under the 7-s definition. Table 2 also shows that—as ex-
pected— both groups’ false alarm rates were low compared with
the rate of these missed opportunities, which simply equals the
complement of the hit rate. (Using the computer game classifica-
tion, we discovered that the differences corresponding to those
shown in Table 2 were negligible.)

To conclude, the results confirm Prediction 1: During gaps of all
three sizes, and in particular during medium-sized gaps (between
7 and 12 s), risk takers arrived at a higher percentage of go
decisions than risk avoiders (Table 1). Moreover, independent of
how we defined a safe gap, risk takers also had both a higher hit
rate (i.e., fewer missed opportunities) and a higher false alarm rate
than risk avoiders (Table 2). As stated above, this observed dif-

3 For none of the six entries in Table 1 (2 risk dispositions X 3 gap-size
intervals) did we find a significant difference between the first and the
second half of gaps that the children encountered (the ¢ values ranged from
0.05 to 1.21, and the effect sizes d ranged from .02 to .50). A multivariate
analysis of variance confirmed this result: Risk disposition as a between
factor yielded the following: F(1,38) = 6.77,p < .05, n2 = .155; gap-size
interval (i.e., short, medium, and long) as a within factor yielded the
following: F(2, 38) = 96.14, p < 01, n2 = 722; and first versus second
half of gaps within the session as the second within factor yielded the
following: F(1,38) = 2.7, ns, n* = 068 (the statistical power correspond-
ing to this nonsignificant effect, however, was only .36). To get still
another estimate of the effect sizes, we also applied Rosenthal, Rosnow,
and Rubin’s (2000) contrast and effect size approach. To test for the effect
of gap size, we set the lambda weights for short, medium, and long gap size
intervals to —1, 0, and +1, respectively, and obtained r,,,,,.,, = 0.91 and
Teounternut = 0.99. As predicted, there was only a small effect of risk
disposition (note that in this analysis the weight for medium gaps was 0):
T eontrase = 006 and 7,,ermu = 0.13. When we used a quadratic function
(with weights of —1, 2, —1) to amplify the impact of gaps where the
difference was predicted to be most pronounced, we obtained for the effect
of risk disposition 7, = 0.18 and r, = 0.69.

contrast counternull
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Figure 3. Percentage of go decisions per gap-size interval for children
when classified according to behavior in the gambling game.

ference in crossing decisions between risk takers and risk avoiders
can be attributed to risk takers tolerating shorter leeway times than
risk avoiders (Prediction 2), to their deciding more quickly (Pre-
diction 3), or to both.

Prediction 2: Do Risk Takers Tolerate Shorter Leeway
Times Than Risk Avoiders?

To reiterate, leeway time is the time interval between initiation
of crossing and the arrival of the next vehicle. Figure 4 shows the
total number of go decisions that left a leeway time up to a
particular duration divided by the total number of gaps encoun-
tered. Prediction 2 could be supported: Among children classified
as risk takers, the percentage of go decisions leaving a leeway time
of less than 15,2 s,3 s, and so on up to 10 s was more than twice
as high as for risk avoiders. For instance, children classified as risk
takers encountered a total of 1,654 gaps and made a go decision

Table 2
Signal Detection Analysis of Go—Stay Decisions
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Figure 4. Cumulative percentage of cases leaving a particular (or shorter)
leeway time. The figure shows the graphs for the gambling classifications.

that left a leeway time of less than 7 s in 162 (9.8%) cases, whereas
for risk avoiders, this value was only 3.9% (A = 5.9 percentage
points). (The differences between the two curves in Figure 4
cannot be explained by different distributions of gap sizes for the
two groups—the distributions were almost identical.)

Although Figure 4 depicts the percentages based on all gaps the
two groups encountered, the unit for the inferential statistics—
here and for all other tests reported in this article—was a single
child. The averages of all child-specific percentages of go deci-
sions with a leeway time of less than 7 s were 11.6 and 4.0 for risk
takers and risk avoiders, respectively (A = 7.5 percentage points),
1(31.77) = 2.3, p = < 05 (one-sided), d = .87.

As a corollary of Prediction 2, we stated that risk takers will
have a higher hypothetical accident rate than risk avoiders. For our
real-traffic task, a leeway time of 3 s—the time children of this age
needed to run across the street—was assumed to be the minimum
time interval for a crossing (albeit a dangerous one). Thus, we

Hit rate (%)

False alarm rate (%)

Risk takers Risk avoiders Risk takers Risk avoiders

Threshold* M SD M SD Difference * d M SD M SD Difference * d
3 454 20.1 310 13.8 144 2.32% 81 8.0 194 03 1.1 7.7 2.02% 85

4 538 20.0 40.0 18.7 13.8 2.08%* 73 9.6 209 1.0 1.5 8.6 2.10% 88

5 59.9 203 473 20.5 12.6 1.83* 64 10.7 20.7 14 1.8 93 227* 95

6 67.0 209 533 229 13.7 1.87%* 65 114 213 1.8 23 9.7 2.28% 95

7 72.0 20.8 56.8 222 152 2.11% 74 125 214 2.8 33 9.7 2.25% 91

8 74.0 204 62.0 21.1 11.9 1.70%* 59 142 219 39 4.6 10.3 2.31% 91

9 774 20.2 653 19.7 122 1.79* 62 15.1 215 44 52 10.7 2.40* 93

10 79.8 19.2 69.2 164 10.6 1.70%* 59 16.6 21.6 53 50 11.2 2.52%% 98

11 80.5 22.1 72.1 153 8.4 122 43 17.5 214 6.5 5.6 11.1 2A47%* 94

12 81.5 225 75.1 16.2 6.4 091 32 18.6 212 73 59 11.3 2.52%% 95
Note. Averaged child-specific hit rate and false alarm rates. The threshold, that is, the minimum gap size considered as long enough for a safe crossing,

defines what counts as a signal. The hit rate is defined as the percentage of go decisions during gaps exceeding the threshold, and the false alarm rate is
defined as the percentage of go decisions during gaps shorter than the threshold.
2In seconds. ° All #s for the comparison of hit rates had df = 37; all s for the comparison of false alarm rates had dfs between 25.33 and 31.81.

*p < 05. ®p< Ol
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defined the hypothetical accident rate as the percentage of all gaps
during which a go decision that left a leeway time of less than 3 s
was made. In our study, the overall hypothetical accident rate was
2.7% (78 of 2,876). We cannot ascertain whether a go decision
with a leeway time of less than 3 s would truly have resulted in an
accident: Although the child indicated a go decision, he or she
might have stepped back at the last moment and, likewise, the
driver might have slowed down to avoid collision. Moreover, some
go decisions left such a short leeway time (e.g., 40 ms) that one
may assume the child was aiming for the gap after the car in front
of him. Thus, the real accident rate would probably be lower than
the hypothetical accident rate (we certainly hope so). But the
hypothetical accident rate still provides us with useful information
in that it highlights the differences between risk takers and risk
avoiders.

Risk takers indeed had a significantly higher hypothetical acci-
dent rate (3.7%; 61 of 1,654) than risk avoiders (0.6%; 5 of 857).
This difference appears to be small. However, when viewed in
terms of Rosenthal and Rubin’s (1982) binomial effect-size dis-
play, it amounts to a difference of 9 percentage points between the
two groups. This difference is substantial, in particular when the
dependent variable implies vital consequences (for a discussion of
when and why small correlations imply important effects, see
Rosenthal & Rosnow, 1991). The averages of children’s individual
hypothetical accident rates were 4.56 and 0.68 for risk takers and
risk avoiders, respectively (A = 3.88 percentage points),
1(28.81) = 2.34, p < .05 (one-sided), d = .92. One may argue that
an accident can only occur once a go decision is made. Thus, as an
alternative measure, one can relate the number of crossings that
left a particular leeway time to the total number of go decisions
(rather than to the total number of all gaps). In general, this
measure yields higher percentages and higher absolute differences.
For instance, the hypothetical accident rates amount to14.4% (61
of 425) versus 3.6% (5 of 137), which corresponds to a difference
of 14 percentage points in the binomial effect-size display. (The
corresponding curves for Figure 4 based on the computer classi-
fication were almost identical for risk takers and risk avoiders.)

To summarize, consistent with Prediction 2, risk takers (using
the gambling classification) tolerated shorter leeway times than
risk avoiders. Risk takers also had a higher hypothetical accident
rate, that is, a higher percentage of go decisions (out of all gaps)
that left a leeway time of less than 3 s—the time children needed
to run across the street.

Prediction 3: Do Risk-Taking Children Reach Crossing
Decisions More Quickly?

The average decision time between the beginning of a gap and
the child’s initiation of crossing (i.e., a step forward onto the signal
mat) was 2.32 s. However, the distribution of decision times was
quite skewed (in 70.1% of cases, the decision time was below this
average) and strongly affected by outliers (of up to 23 s). Because
such outliers seem less likely to stem from risk disposition than
from fluctuations in children’s attention, we used median values to
test Prediction 3. After computing the median decision time for
each child individually, we compared the means of these medians
for risk takers and risk avoiders. As predicted, the average median
was lower for risk-taking than for risk-avoiding children (1.6 s and
2.6 s, respectively), #(15.66) = 2.34, p < .05 (one-sided), d =

1.25. Note that the decision time was a function of the gap size.
Specifically, the average decision times (and their standard devi-
ations) for short, medium, and long gaps were 0.90 (0.75) s, 1.83
(1.55) s, and 3.3 (3.60) s, respectively. That is, the longer the gap,
the more time children took to decide (r = .32, p < .01; the
corresponding correlations within the group of short, medium, and
long gaps were .15, .12, and .09, respectively; p < .05, ns,and p <
05, respectively). Within each single gap-size interval (short,
medium, and long), however, risk takers required less time than
risk avoiders to make their decisions. (The computer classification
yielded a small and not significant difference in the direction
opposite to the prediction.)

Discussion

We found evidence that children’s risk-taking behavior is cor-
related across different domains. Specifically, we observed chil-
dren’s behavior in two games involving risk and uncertainty and in
an everyday-traffic situation. Risk taking in one of the games, the
gambling game, proved to be predictive of risk taking in the
everyday-traffic context.

The difference between risk takers and risk avoiders in the
real-traffic task was largest during medium-sized gaps (7 to 12 s),
when uncertainty about the possibility of a safe crossing was
highest. During these gaps, risk takers (as classified in the gam-
bling game) made a higher proportion of go decisions than risk
avoiders. Two factors contribute to this finding: Risk takers are
willing to tolerate shorter leeway times than risk avoiders (Predic-
tion 2), and they reached their crossing decisions more quickly
(Prediction 3).

The most pronounced difference between risk takers and avoid-
ers was found in a range of leeway times in which there was little
danger of an accident (over 5 s). With respect to gaps that left a
leeway time so short that it was very dangerous to cross (less than
3 s), the difference between groups shrank but did not disappear.
We suggest that even such a small difference may be consequential
in light of the numerous crossing decisions children need to make
everyday. We now discuss how our findings relate to previous
research and how they can be instrumental in improving traffic
safety programs.

Previous Research

Although its assumptions have often been criticized (e.g., Bail-
largeon, 1993), Piaget’s theory of cognitive development is still
the major source of explanations of age-related limitations in
cognitive abilities, some of which appear to be critical in traffic
(e.g., Coppens, 1986; Demetre, 1997; Hargreaves & Davies, 1996;
Sandels, 1975). Take, for instance, young children’s (relative) lack
of ability to integrate two or more variables (e.g., object distance
and speed) into a single judgment (e.g., time to arrive). Piaget and
others showed that preoperational children (under age 7) have
difficulties performing such integration of variables (Cross, 1988;
Piaget, 1970; Siegler & Richards, 1979).

In a review of approaches to traffic education for young chil-
dren, Vinjé (1981) systematically linked age-related cognitive
abilities (or lack thereof) to the specific abilities necessary to cross
a street safely. She concluded that compared with adults, children
exhibit deficits in perception (e.g., because of their shorter stature
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and lower visual acuity), attention (e.g., higher distractability), and
motor and cognitive abilities (e.g., lower memory capacity) that
might put them at risk in traffic. However, Vinjé (1981) was
skeptical about the extent to which such age-related limitations in
cognitive abilities can explain young children’s accident proneness
in traffic, pointing out that “the type of tasks concerned is often far
removed from the reality of traffic participation” (p. 236).

To redress this situation, Vinjé (1982a, 1982b) and other re-
searchers studied children’s performance on laboratory tasks that
approximated real-world traffic (Bongard & Winterfeld, 1977;
Briem & Bengtsson, 2000; Cambon de Lavalette & Laya, 1988;
Giinther & Limbourg, 1976; Hoffmann et al., 1980; Pitcairn &
Edlmann, 2000; Whitebread & Neilson, 2000). For instance, in
some studies, children were presented with slides or film se-
quences of real-world traffic situations and asked to predict the
arrival time of a vehicle or judge the possibility for a safe crossing
(Cambon de Lavalette & Laya, 1988; Hoffmann et al., 1980;
Pitcairn & Edlmann, 2000; Vinjé, 1982a, 1982b; Whitebread &
Neilson, 2000). Across these studies, children made more errors
than adults. For example, Vinjé (1982a, 1982b) conducted one
study in which children and adults were shown a film featuring a
pedestrian in a real-world traffic situation. Whereas 88% of 7-year-
olds misjudged whether the pedestrian could safely cross the street,
only 21% of adults gave incorrect judgments.

Although such simulations capture some aspects of real-world
traffic, their external validity is still limited. For instance, if on the
basis of Vinjé’s (1982a, 1982b) study one predicted that more than
7 out of 8 children’s crossing decisions are wrong, one would
grossly overestimate the actual traffic accident rate for children in
corresponding real-traffic situations. Similarly, one would overes-
timate the accident rate for adults on the basis of the finding that
one fifth of them incorrectly judged the possibility of safely
crossing. These very high error rates may mean that even traffic
simulations do not afford all of the relevant information and cues
available in the real world, or that participants do not expend much
effort in such situations because they do not believe that their
decisions matter (for a direct comparison between laboratory and
field analyses of decisions involving risk, see Ebbesen, Parker, &
Konecni, 1977).

Some researchers have tried to ensure external validity by
observing children’s behavior in real-world traffic environments
(e.g., Ampofo-Boateng et al., 1993; Briem & Bengtsson, 2000;
Zeedyk, Wallace, & Spry, 2002; for a review, see van der Molen,
1981). Here the focus is on finding out how children actually
behave in traffic and to what extent they obey traffic safety rules
(e.g., stop at the curb and look both ways before crossing). The
assumption underlying most training programs is that children
have insufficient knowledge of or experience with traffic safety
rules. Contrary to this assumption, the surprising finding of these
observational studies is that younger children (5—6 years) seem to
know basic traffic rules quite well (e.g., Bongard & Winterfeld,
1977) and sometimes follow the rules even more conscientiously
than do older children and adults. Moreover, they appear to be
more conservative in their crossing decisions (i.e., to reject gaps
that older pedestrians would accept; Connelly et al., 1996; Hoff-
mann et al., 1980; Thomson, 1991; van der Molen, 1981).

Taken together, the results obtained from laboratory studies
exploring limitations in cognitive abilities and from observations
of children’s behavior in real-world traffic situations do not pro-

vide a completely satisfying explanation of why children are more
at risk than adults when crossing the street. Adopting a different
approach, we did not deal with general developmental constraints
(or lack of skills). We turned to an important practical question,
namely, how to identify children who are at higher risk of being
involved in traffic accidents? We answered this question by im-
plementing a real-world traffic setting, using the two-step task
whose validity Demetre et al. (1992) have demonstrated quite
carefully. This naturalistic approach required considerable expense
and equipment, which may explain why it is rarely used. We
believe that the investment has paid off: Our findings suggest that
it is possible to identify the daredevils— children willing to take
more risks showed this behavior not only in a gambling game but
also in real-world traffic. It remains to be seen how robust our
findings are. One may, for instance, wonder to what extent they
generalize to other traffic situations and locations. Previous re-
search suggests that some traffic-related behavior, for instance,
looking behavior of adults, changes across locations (Job, Haynes,
Prabhakar, Lee, & Quach, 1998; Wilson & Grayson, 1980). There
is, however, reason to believe that risk-taking behavior is more
robust across situations and locations than head movements, which
are highly contingent on the visual scenario. Before we discuss the
implications of our results for safety training programs, we first
demonstrate that the daredevils’ risk disposition cannot simply be
explained by their gender, and we discuss how they can be
identified.

Who Are the Daredevils?

They are the boys, right? In fact, we observed several behavioral
differences between boys and girls in the real-traffic task. First,
boys made more go decisions than girls: 23.9% (316 of 1,320)
versus 20.8% (324 of 1,556). Second, they had a higher percentage
of go decisions with a leeway time of less than 7 s: 9.0% (118 of
1,320) versus 7.0% (109 of 1,556). Third, the hypothetical accident
rate was higher: 3.3% (43 of 1,320) versus 2.0% (31 of 1,556).
These results are in line with traffic accident statistics that consis-
tently report a higher accident rate for boys than for girls (e.g.,
NCSA, 2003). Still, the gender differences we observed are
dwarfed by the observed differences between risk takers and risk
avoiders, suggesting that the latter cannot simply be reduced to
gender. Moreover, boys were not overrepresented among risk
takers (using the gambling classification): 7 of 13 risk avoiders and
13 of the 26 risk takers were boys (r = .036, ns).

Are daredevils those children who lack traffic-related knowl-
edge? To examine for this possibility, we interviewed children in
our sample about some basic traffic rules (e.g., how to behave at
traffic lights or pedestrian crosswalks). Somewhat to our surprise,
we found no relation between their amount of knowledge and their
behavior in the real-traffic task. Of course, this finding does not
rule out that children’s domain-specific knowledge determines
other behaviors such as choosing a good location to cross. A recent
study by Zeedyk, Wallace, Carcary, Jones, and Larter (2001),
however, puts even this link in doubt. In their study, 5-year-old
primary school children participated in a program that taught
which locations are safe (vs. dangerous) when crossing a street.
Although the training succeeded in increasing their knowledge,
children who received such training performed no better in a
real-traffic environment than children in a control group.
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How Do We Identify the Daredevils?

Given the level of present knowledge and the fact that ours is
one of the first attempts to measure children’s risk disposition and
examine whether it accounts for their risk-taking and risk-avoiding
behavior as pedestrians, we intentionally selected two very differ-
ent decision tasks (involving risk) to measure risk disposition. In
other words, in the selection of “risk meters,” we took a leap of
faith. We now know that only one of the two risk meters proved to
be an excellent predictor of real-world traffic behavior. With the
benefit of hindsight, we also can suggest an explanation for why
behavior in the gamble but not in the computer game is correlated
with real-world behavior. In the computer game, successful per-
formance (i.e., maximum number of successful crossings) involves
a trade-off between hits and false alarms. Although false alarms
(resulting in accidents) result in loss of points, these losses can be
compensated for by more hits (i.e., successful crossings). In the
gambling game, in contrast, all rewards a person acquires in the
game will be lost by one wrong move (i.e., hitting the box with the
devil). Thus, the computer game and the gambling game’s payoff
structures were completely different, and the gambling game’s
payoff structure is in fact a scaled-down version of the traffic
task’s payoff structure. As in the gambling game, risky decisions
in the traffic task entail noncompensatory and large losses. This
large disutility of accidents is, for instance, reflected in the high
miss rates and low false alarm rate in the real-traffic task (see
Table 2).

This discussion suggests that the computer game would be more
predictive if it were implemented differently. We propose that in
future investigations the payoff structure ought to better mimic the
much higher costs of wrong decisions in traffic. In addition,
children should receive feedback in a more transparent way. In our
program, the scores for safe crossings and accidents, and the
corresponding candies, were hidden from the children so as not to
distract them and were only given to them afterward. This proce-
dure, however, may have led some of them to forget about the
consequences of risky behavior: Sixty-three percent (median =
66%, range 16%—-93%) of their crossing decisions resulted in an
accident. Providing them with feedback online may lower their
accident rates and lead to more careful behavior. Another reason
why the computer game should not be written off prematurely is
that it allows researchers to manipulate the difficulty of the task
systematically (i.e., by using different gap sizes and by changing
the traffic flow). Changing difficulty systematically may prove to
be helpful in distinguishing risk takers from risk avoiders. Finally,
the computer game renders possible a signal detection analysis,
and this, in turn, allows one to distinguish between skill and risk
disposition.

Unlike the computer game, the gambling game turned out to be
a predictive risk meter. However, this is not to say that our
implementation could not be optimized. Clearly, it can be. For
instance, in the gambling task, we used only three trials. Moreover,
we deliberately choose not to deceive children, that is, the devil
was randomly placed under the boxes, and thus some children
were doomed to find the devil before they reached the optimal
number of boxes. Those trials were uninformative because they did
not distinguish between risk takers and risk avoiders. As a conse-
quence, we based the risk classification on a relatively small
number of trials, namely, a total of 81 trials or an average of 1.8

trials per child. Clearly, using more trials in future studies is likely
to increase the reliability of the risk-disposition classification. It
would also allow researchers to operationalize risk disposition as a
continuous (Lejuez et al., 2002) rather than a dichotomous vari-
able, thereby probably increasing the effect sizes obtained (Mac-
Callum, Zhang, Preacher, & Rucker, 2002).

We only selected two risk meters—there are others. In their
balloon analogue risk task, Lejuez et al. (2002), for instance, used
a game that is similar to our gambling task. Adult participants
inflated a ball by pumping air into it (simulated on a computer
screen). With every pump, they gained money. However, with
each pump participants took the risk of causing the ball to explode,
and because each pump had the same prior probability of causing
an explosion, the likelihood of explosion increased with the num-
ber of pumps. If it happened, all of the money accumulated was
lost (akin to our gambling task). Lejuez et al. observed that the
number of pumps, that is, the amount of risk taken, significantly
correlated with various self-reported risky behaviors. We suspect
that this game, as did our gambling game, would also engage
young children.

To conclude, we believe that researchers are only at the begin-
ning of designing reliable and valid risk meters. Such meters
should require a minimum of equipment, be easy to administer,
and engage young children. The gambling task is a promising
starting point that has the potential to be integrated into training
programs. In addition to risk disposition, such training programs
may also monitor other variables, such as general intelligence,
other personality dispositions (e.g., Lejuez et al., 2002), and prob-
lem behavior (West, Train, Junger, West, & Pickering, 1999).

Implications for Traffic Safety Programs

Traditionally, training programs have taught children to follow
general safety rules (e.g., to cross only when no vehicle is in sight).
In the context of simulated traffic settings (e.g., in the classroom,
in films, or in books), these rules are typically verbally commu-
nicated. Unfortunately, the efficacy of such road safety programs
is poor (e.g., Ampofo-Boateng & Thomson, 1989; Luria, Smith, &
Chapman, 2000; Malek et al., 1990; Thomson, 1991; van Schagen
& Rothengatter, 1997). One suggested remedy is to teach rules of
thumb, such as only cross when no vehicle is in sight in real-life
settings. In fact, a study by van Schagen (1988) suggested that
7-year-old children benefit from systematic training on crossing
decisions in real-traffic situations. In a recent review of 15 ran-
domized control trials on safety education of pedestrians (14 trials
targeted children), Duperrex, Bunn, and Roberts (2002) concluded
that such programs have the potential to change children’s knowl-
edge and observed behavior (though, as they also point out, their
effects on injury rates are unknown). Moreover, Thomson (1991)
argued that providing online feedback is by far the most promising
approach to road safety training (see also Ampofo-Boateng et al.,
1993; Connelly et al., 1996).

The results of our study suggest another important determinant
of an effective training program. We believe that training is more
effective the more it succeeds in identifying those who are prone
to risky behavior. In addition, if we succeed in identifying the
mechanisms that makes risk takers accept higher levels of risk—
for instance, by accepting shorter leeway times (see Prediction
2)—we can design and implement training programs tailored to
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those mechanisms. For instance, risk takers may profit from train-
ing in visual timing skills (e.g., in the “pretend road” task, Young
& Lee, 1987; in the two-step task, Demetre et al., 1992; or by the
method introduced by van Schagen, 1988). On the basis of behav-
ioral feedback, children’s timing still could be (re)calibrated, thus
resulting in more conservative crossing decisions. In this sense, the
results obtained in our study warrant optimism that educators — be
they parents, teachers, or psychologists —will have some chance to
find and teach the daredevils.
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