
CHAPTER 2

Sample Selectivity and Generalizability of
the Results of the Berlin Aging Study
Ulman Lindenberge4 Reiner Gilberg, Todd D. Little, Reinhard Nuthmann,
Ulrich Piitter and Paul B. Baltes

In epidemiological investigations, one common but rarely analyzed threat to
generalizability is sample selectivity or nonrandom sample attrition. In this
chapter, we describe our approach to the study of selectivity and provide in-
depth analyses of the magnitude of sample selectivify in the Berlin Aging
Study. Of all individuals eligible for participation (the verified parent sample,
N = 1,908), 27Vo reached the highest level of participation (the Intensive Proto-
col, N = 516). \4/ith respect to levels of performance, projection of selectivity
observed on lower levels ofparticipation onto Intensive Protocol constructs in-
dicates that the Intensive Protocol sample was, indeed, positively selected on
medical, social, and psychological dimensions. However, the magnitude of ob-
served selectivity effects did not exceed 0.5 standard deviations for any con-
struct. In addition, variances and covariance relations observed in the Intensive
Protocol sample were not markediy different from those found at lower levels
of participation. We conclude that the degree of selectivity in BASE fell within
the usual range and did not result in a decrease of sample heterogeneity. Given
the magnitude of sample attrition and the high mean age of the sample, this is a
satisfactory result.

I Introduction

A major goal in science is to ensure that the validity of empirical patterns does
not remain restricted to the observed events, but can be generalized to a larger space of
potential measurements. In this sense, measurement representativeness characterizes the
degree to which observations can stand for other nonmeasured events (cf. McArdle,
t994).

In this chapter, our main intention is to document and analyze one important factor
endangering representativeness and generalizability: the sample selectivity that can oc-
cur with sample loss or sample attrition. Sample attrition describes the fact that not ali
persons asked to take part in the Berlin Aging Study (BASE) passed through the entire
assessment protocol. This sample loss can lead to selectivity (or bias) of the sample if
participants differ from dropouts in characteristics relevant to the study (Kessler, Little,
& Groves, 1995; Litt le, 1995; Linle & Rubin, 1987). This selectivity associated with
sample attrition should not be confused with selectivity related to the sampling ptoce-
dure itself ("selective sampling" vs. "selective dropout"; cf. P. B. Baltes, Reese, & Nes-
selroade, i988). The random sampling procedure used in BASE, by which every element
has an equal chance ofbeing selected, is generally accepted as being the best way ofmini-
mizing systematic sampling-related biases (Kruskal & Mosteller, 1979a,1919b,1979c).1
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2 / Sample Selectivity and Generalizability

Independent of the degree of generalizability associated with sampline - which is

large in BASE - is the risk of sample attrition, which makes it possible that the state-
ments made on the basis of reduced samples can no longer be applied to the parent sam-
ple. In that case, sample attrition would lead to sample selectivity, and the generalizabil-

ity of BASE results would need to be qualified. The main task of the analyses reported in

this chapter is to determine the type and extent of sample selectivity and, in turn, con-
tribute to the adequate interpretation of statements based on the BASE data set.

In the following, we lrst define our concept of selectivity. We then present an over-
view of the participation levels in BASE and introduce the statistical methods and vari-

ables used in the analyses. After reporting the results of the selectivity analyses, we

finally discuss how the findings from the BASE Intensive Protocol data are influenced
by sample selectivity.

2 Focuses oflnterest

2.1 On the Examination of Sample Selectivity

In a study such as BASE, values on variables are assigned to persons and groups
ofpersons. Depending on the topic ofexamination and the type ofvariable, these assign-
ments can usually be summarized by statistical reference values such as means, fre-
quency distributions (prevalence rates), variances, and correlations. The following ex-
amples illustrate this: (a) How large are the social networks of men and women? (mean);
(b) What proportion of individuals aged 95 and above have dementia? (prevalence); (c)
How large are individual differences in intellectual abilities among 70- to 80-year-olds?
(variance); (d) How closely are sensory and intellectual functioning linked? (correla-
tion).

The validity of these statements is initially restricted to those participants who were
actually measured on the relevant variables. However, not all of the people selected for
BASE went through the whole assessment sequence; therefore, the question arises as to
whether the examination of the entire parent sample would have yielded different re-
sults. This would be the case if variables predicting dropout versus further participation
in the study were systematically related to the variables under scrutiny (Little & Rubin,
1987). For example, persons with dementia could be less likely to reach the part of the
assessment during which they would receive a clinical diagnosis of dementia (i.e., the
Intensive Protocol). In this case, statements on dementia rates based on the Intensive

I Specifically, the verified sample of BASE is based on random sampling of addresses from the oblig-
atory Berlin city register according to certain criteria. This form of random sampling is advanta-
geous because systematic biases connected to the investigators'research interests are much less
likely to occur than with nonrandom samples. However, even if 1 007o of the parent sample took part
in the study (i.e., ifthere were no sample losses), there would be no guarantee that the persons se-
Iected by chance would represent a perfect "miniature" of the Berlin population aged 70 and above
(cf. Kruskal & Mosteller, 1919a,1979b,1979c; Rendtel & Piitter, 1992; Rudinger & Wood, 1990).
Therefore, questions about generalizability of the statements based on analyses ofBASE data can-
not be answered with a sweeping reply. Instead, generalizability will vary by domain, the type of
statement made, and our current state of knowledge, and will sometimes refer to rather small (e.g.,

the elderly population of West Berlin) or larger (e.g., old people in Western industrial societies)
groups (cf. P. B. Baltes et al., Chapter 1 in this volume).
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Protocol would underestimate the prevalence rate in the parent sample (cf. Helmchen et
al., Chapter 6 in this volume).

Thus, the analysis of sample selectivity represents a methodological precaution to re-
duce the likelihood of false conclusions and misleading generalizations. Do we overesti-
mate educational levels because fewer people with a low education level take part in the
study than those with a'higher level? Do we underestimate the variability of intelligence
because both good performers and persons with dementia participate less often than indi-
viduals with average abilities?

In trying to ans#er these questions, the analysis of sample selectivity is confronted
with a fundamental paradox: In order to quantify optimally the degree and nature of se-
lectivity, we would need precisely the information that is missing. We would have to
know the characteristics of the nonparticipants - but if they provided this information,
they would no longer be nonparticipants. In the methodological literature, this paradoxi-
cal situation has led to the demand that at least some basic pieces of information should
be gathered on a// persons, including potential nonparticipants (Dalenius, 1988; Esser,
Grohman, Mi.iller, & Schiiffer, 1989; von Eye, 1989; Herzog & Rodgers, 19gg; Oh &
Scheuren, 1983; Panel on Incomplete Data, 1983; Tennstedt, Dettling, & McKinlay,
1992;weaver, Holmes, & Glenn, 1975). An empirical examination of selectivity - with-
out reference to external sources such as census information - is only possible when this
condition is fulfilled.

For a study stretching over a longer period of time such as BASE, it makes sense to
replace the dichotomy of participation versus nonparticipation by the graded concept of
"participation levels" or participation depth. From the outset, the design of BASE was
structured to allow the distinction of an ordered sequence of participation levels with in-
creasing amounts of information (cf. P. B. Baltes et al., Chapter l). For selectivity analy-
ses, this has the important advantage that, at every step from one participation level to
the next, the persons continuing participation can be compared with the dropouts on pre-
viously measured variables. In this way, we can identify variables on which the two
groups differ. This eventually allows the calculation of estimates for constructs assessed
later in the protocol which take account of observed sample selectivity at all previous
levels.

2.2 Definition of Participation Levels

The parent sample of BASE is based on addresses drawn randomly from the
west Berlin city registry. (In Germany, every citizen must register with the police.) The
Intensive Protocol sample constitutes the highest participation level and offers the data
for most analyses reported in this volume (N = 516). It is stratified by age and gender,
meaning that the manifestations of these variables are distributed equally. Therefore, on
the level of the Intensive Protocol, there are 43 men and 43 women in each of six age
groups (70--14,75-'79,80-84, 85-89, 90-94, and 95+ years).

As opposed to a random distribution, sample stratification has the advantage that age
differences can be registered across the entire age range and in both sexes with equal re-
liability. A comparison with the expected numbers in a nonstratified random sample may
illustrate this: If 516 persons aged 70 and above had been drawn in a nonstratified man-
ner from the west Berlin population, there would have been approximately 94 70- to 14-
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year-old women and 42 70- to 74-year-old men, but only 5 women and I man aged 95
and above in the sample.

The equal distribution by age and gender on the level of the Intensive Protocol was
achieved by drawing a different number of addresses for each of the 12 design cells,
thereby compensating for differences in sample attrition between the cells (see Figure
2.1). As outlined above, we distinguish five participation levels (see also Ftg. 1.2 in P. B.
Baltes et al., chapter l). From May 1990 unril May 1993, a roral of 2,297 persons re-
ceived letters asking them to participate in BASE. Participation level I comprises the
subset of 1,908 individuals who could be contacted personally or indirectly (via informa-
tion from relatives or third parties such as friends, neighbors, or nursing personnel). The
fact that 389 persons could not be reached indicates that even an obligatory register does
not necessarily constitute a perfect record of the population. Specifically, 50Vo of those
389 had already died. others had moved to an unknown address (28vo) or away from
Berlin (47o). The remaining l87o could not be contacted at the given address despite
many attempts. Therefore, we feel justified in designating those 1,908 individuals who
were still alive and, in principle, recruitable, as constituents of the verified parent sam-
ple.By definition, participation at this level was 1002o.

Participation level 2 (n = 1,264, or 66vo of the verified sample of N = 1,908) con-
tained all persons who completed all or most of the Short Initial Assessment. This con-
sists of the first 16 questions of the multidisciplinary Intake Assessment, which were ei-
ther posed by the interviewers during an initial contact or sent to participants as a
questionnaire. In addition, interviewers carried out a standardized concurrent observa-
tion of the participants and their living conditions. For the selectivity analyses, we con-
sidered the l,2l9 participants who answered all of the l 6 questions as well as an addi-
tional group consisting of 45 individuals for whom information on most of those
questions was available (sometimes from interviews with relatives, but always including
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Figure 2.1. Sample attrition by age and gender. The columns in the 12 cells represent the five participa-
tion levels: ( l ) city registry (N: 1,908); (2) Short lnitial Assessm ent (n = 1,264); (3) complete
Intake Assessment (n : 92\; @) consent to take part in the Intensive Protocol (n : 638); (5)
complete Intensive Protocol (ff = 516). There are exactly 43 people in each ofthe 12 cells on
the level ofthe Intensive Protocol.
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direct observational information from the interviewers). The criterion f.or reaching par-
ticipation level 3 (n = 928, or 49Vo of N = 1,908) was the completion of the Intake As-
sessment (an instrument developed in BASE assessing core constructs of all involved
disciplines in 100 questions; cf. P. B. Baltes et al., Chapter l).

The fourth and fifth participation levels are distinguished by the amount of informa-
tion available from the Intensive Protocol. All participants who agreed to take part in the
Intensive Protocol reached participation level 4 (n = 638, or 33Vo of N = 1,908). Only
those who actually completed the entire protocol consisting of the Intake Assessment
and an additional l3 sessions were assignedto participation level5 (N= 516,27Vo of N
= 1,908).The multidisciplinary data set available for these persons is extensive (see P. B.
Baltes et al., Chapter 1, Tables 1.4-7,for an overview of the measured constructs). Par-
ticipation level 5 constitutes the core of the Berlin Aging Study. The extent of sample at-
rition at this level underscores the necessity of conducting selectivity analyses in order
to safeguard generalizability.

The main aim of the BASE field coordination was to ensure stratification by age and
gender at level 5 (cf. Nuthmann & Wahl, 1996,1997). As can be seen in Figure 2.1, this
was achieved, with 43 individuals in each of the 12 cells of the study design's highest
participation level. Variations from equal distributions at lower levels show that different
numbers of addresses had to be entered in each cell to reach stratification at the highest
level.z For example, 235 women aged 95 and above had to be selected, whereas only 109
70- to74-year-old men had to be selected on participation level I to achieve equal distri-
bution on the level of completed Intensive Protocols.

The variation of sample attrition by age and gender raises the question whether the
degree of sample selectivity is also associated with age and gender. For example, sample
selectivity could be larger for the very old (aged 85 and above) than for the old (aged 70
to 84), or larger for women than men. This makes it methodologically necessary to con-
sider the design variables age and gender systematically in the selectivity analyses.

2.3 Summary

The validity of statements made on the basis of the Intensive Protocol is ini-
tially restricted to those individuals who actually went through the entire measurement
process. Therefore, the question arises as to whether the observations made about these
persons are also true for the parent sample. Validity would be limited according to the
extent that observed (but also nonobserved) characteristics that predict study participa-
tion or dropout are correlated with variables of interest, such as constructs from the In-
tensive Protocol. In itself, the fact that a complete data set from the Intensive Protocol is
not available for 73Vo of the verified parent sample does not prove the existence of selec-

2 From a theoretical perspective, redrawing addresses at a later time according to participation rates is
probiematic because observations can no longer be seen as being stochastically independent of each
other. In the context of selectivity analyses, a dependency of observations would have to be exam-
ined more closely if persons recruited later in time differed in measured characteristics from those
selected earlier. To test this, the variables presented in Table 2.1 were correlated with the date of the
Ietter asking people to participate. No strong associations between that date and the observed char-
acteristics were found within or across the 12 design cells. This indicates that the redrawing of ad-
dresses according to participation rates did not have any significant influence on the composition of
the sarr,ple.
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tivity,it only documents sample attrition. One can only speak of selectivity if samph loss

was not random. The statistical methods presented below concenffate on this question.

f Methods

First, we present the variables used in the selectivity analyses (Section 3.1).

Second, we summarize expectations regarding the direction and pattern of selectivity ef-
fects on the basis ofprevious gerontological research (Section 3.2). Finally, we give an
overview of statistical methods applied for the analysis of selectivity (Section 3.3).

3.1 Choice of Variables

The variables used in the following analyses are listed in Table 2.1. Our choice
of variables was aimed at capturing selectivity as early (i.e., on low participation levels)
and as comprehensively as possible.

All information available on level I was included. As can be seen in Table 2.1, the
data from the city register were supplemented by an assessment of the living area based
on an index developed for West Berlin by Meinlschmidt, Imme, and Kramer (1990), as
well as an interviewers' description of the living quarters, which allowed the distinction
between community dwellers (private households or sheltered housing for old people)
and the institutionalized (senior citizens' homes, nursing homes, or hospitals for the
chronically ill).

The one-year mortality variable is particularly important. It conveys information on
mortality given to us by the city registry later on, and shows whether a person was still
alive one year after he or she was sent the initial letter asking him or her to participate in
BASE.

At the higher levels of participation, the selection of additional variables was guided
by the consideration that information pertinent to important constructs be available as
early as possible (e.g., health, functional capacity, intelligence, everyday competence,
social networks, education, and well-being).

3.2 Predictions

The analyses reported in this chapter are mainly exploratory and descriptive.
Nonetheless, some predictions on the direction of selectivity effects can be made on the
basis of selectivity analyses carried out in previous gerontological research. In these
(mainly longitudinal) studies, it has been shown that participation likelihood and dura-
tion are usually positively correlated with the many dimensions that can be subsumed
under the terms of "fitness" or "competence." Thus, on average, persons taking part in
studies for a ionger time are younger (DeMaio, 1980; Hawkins, 1975; Lowe & Mc-
Cormick, 1955; Mercer & Butler, 1967 /68; Weaver et al., 197 5) and healthier (Goudy,
1976;Hertzog, Schaie, & Gribbin,1978; McArdle, Hamagarni, Elias, & Robbins, 1991;
Norris, 1985; Powers & Bultena, 1972; Schaie, Labouvie, & Banett, 1973; Siegler &
Botwinick, 1979) and come from ahigher social class (Goudy, 1976; Powers & Bultena,
1972; Streib, 1966) than persons who do not agree to participate or who drop out dunng
the course of the protocol. Moreover, participants often have higher intelligence (P. B.
Baltes, Schaie, & Nardi, 1971;Cooney, Schaie, & Will is, 1988; Goudy, 1976; Norris,
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Table 2.1. List ofvariables used in selectivity analyses

Participation Ievel

1234
N=1,908 n=1,264 n=928 n=638

5

N=516

City registry and addit ional information
Age at  t ime of  contact  ( in ycars) 86.1 (8.6) 86.3 ( t t .7)  86.0 (8.6) 85.5 (8.8) 84.9 (8.7)
Gender (proport ion of wonrcrr in %,) 5-5.6 52.6 50.9 49.4 50.0
One-yearmortal iry ( in 70) 13.-5 12.0 10.7 9.9 5.6
Married (in 7o) 28.6 2tt.6 28.0 29.5 30.4
Widowed (in 7o) .s.s.g -56.tJ 55.3 54.4 53.9
Single ( in 7o) 8 2 7.u 9.1 ' l  .8 ' l  .g
Divorced ( in 7o) t  ) ,  6.8 j . j  8.3 j .- l
lnst i tut ionai ized( invo) I . t .e t5. I  15.4 16.3 14.5
Social lndexof l iv ingArea l , l . l  { l t7. t i t  2.1 .1 ( |4.7) 31.4 (110.1) 36.1 (109.6) 40.7 (107.2)

Short Initial Assessment
observer-ratedADla -1.9 (1,3) 4.0 (1.3) 4.1 (1.2) 4.2 (1.2)
Observer-rated signs of dementia 4.3 (5.8) 3. ' l  (5.6) 3|t  (5.5) 3.1 (4.9)
Observer-rated sensory impairment 3.2 (0.8) 3.2 (0.8) 3.2 (0.8) 3.3 (0.9)
Rough index of  educat ion 1.9 (0.7) 1.9 (0.7) 1.9 (0,7) 1.9 (0.7)
Li fesat isfact ion ( i tem) 3.5 (1.1) 3.6 (1.0) 3.6 (1.0) 3. j  (1.0)
Subject ive physical  heal th ( i tem) 2.7 (1.1) 2.8 (1.1) 2,9 ( l . t )  2.9 (1.1)
Subject ive mental  heal th ( i tem) 3.3 (1.1) 3.5 (1.0) 3.5 (1.0) 3.5 (1.0)



fntake Assessment
ADL score
Subjective walking distance (in km)
Body Mass Index
SMMSb
Digit Letter test
Equivalent income (in DM)
Number of close companions
Depressivity (short scale)
Nonagitation
Satisfaction with aging
Life satisfaction (scale)

Intensive Protocol
Number of moderate to severe i l lncsse s
ADLIADL" (T-score)
Visual acuity (in Snellen decimals)
Hearing (threshold in decibels)
Dementia (clinical diagnosis; proporrion in Zo)
Intellectual functioning (T-score)
Education (in years)
Activities (number in previous year)
Social network size (number ofpersons)
Neuroticism (7-score)
Openness (?-score)
Depressivity (HAMDg
Depression (clinical diagnosis; proportion in Zo)

4.4 (1.3)
4.2 (1.4)
r .2 (0.2)
0.4s (  1.3)

68.1 (28.3)
t ,97e (981)

2.1 (3.0)
10.4 (5.8)
4.0 (0.9)
4.0 (0.8)
4.0 (0.8)

4.4 (1.3)
4.3 (1.4)
1.2 (0.2)
0.51 (1.3)

70.3 (29.t)
2,020 (1,078)

2.2 (3.3)
10.1 (s.6)
4.0 (0.9)
4.1 (0.8)
4.1 (0.8)

4.s (1.2)
4.4 (1.3)
1.2 (0.2)
0.s9 (1.2)

73.3 (28.2)
2,042 (1,037)

2.2 (3.3)
10.0 (s.5)
4.1 (0.8)
4.r  (0.8)
4.r  (0.8)

8.1
50.0
0.32

54.4
2r. l
50.0
10.8
2.9

10.9
50.0
50.0
5.7

25.6

(4.0)
(  10.0)
(0.18)

(16.0)

( i0.0)
(2.4)
(2.4)
(1.2)

(10.0)
(  10.0)
(6.1)

Note' Data are given in means, with standard deviations in parentheses. All variables are introduced in more detail in the discipline-specific chapters ofthis book(cf' Steinhagen-Thiessen & Borchelt, Chapter 5; Helmchen et al., Chapter 6; Smith & Baltes, Chapter 7; Mayer et al., Chapter g).
aADL/IADL: Activi t ies of Daily Living/Instrumenral Activi t ies of Daiiy Living.
bSMMS: Short Mini Mental State Examination; dementia screenine.
"HAMD: Hamilton Depression Scale.
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1985; Powers & Bultena, 1972; Schaie et al., l9l3; Siegler & Botwinick, 1979), and a
lower mortality risk (Cooney et al., 1988; Manton & Woodbury, i983; Powell et al.,
1990; Siegler & Botwinick,19'19). Finally, there are indications that the duration of par-
ticipation is positively correlated with desirable personality characteristics, such as flex-
ibil i ty (Cooney et al., 1988;.r

Selectivity in BASE most likely resembles this pattern. However, BASE has two spe-
cial features which make it likely that the observed selectivity effects should be larger
than in most other studies: (a) the stratification by age - leading to an unusually high
proportion of very old people in the sample - and (b) the initial random sampling of ad-
dresses by the city registry. First, in the examined age range, age is negatively correlated
with health and intelligence, and positively associated with the likelihood of death
(Siegler & Botwinick,I9l9). Therefore, health- and mortality-related selectivity should
be stronger in an elderly sample stratified by age than in a random sampie of older
adults. Second, it can be argued that the random sampling by the city registry has proba-
bly resulted in a parent sample of little bias. There is no reason to suppose that the per-
sons selected randomly were particularly intelligent, healthy, or educated. This may
stand in contrast to studies whose parent samples were selected using other criteria, such
as membership in a private health insurance (Schaie, 1983) or profession (Shock et al.,
1984). Thus, random sampling of the parent sample reduces the likelihood of selectivity
having taken place before it could even be observed. Compared with other studies, then,
both the age stratification and the random drawing of addresses should increase, rather
than decrease, the extent of observable selectivity effects in BASE.

3.3 MethodologicalConsiderations

3.3.1 Overview of Statistical Methods Used
Sample selectivity is examined using three interrelated methods:a (a) logistic regressions
to determine differences in means and frequency distributions (Aldrich & Nelson, 1984;
Kiihnel, Jagodzinski, & Terwey, 1989); (b) the comparison of variance-covariance matri-
ces to measure differences in variability and correlations (Bentler, 1989); (c) Pearson-
Lawley formulae to estimate statistical reference values for the parent sample on Inten-
sive Protocoi variables (Lawle,v, 1943; Neale, 1991). Looking at results obtained with all
three methods should comprehensively document selectivity effects in BASE.

To clarify the relations between the three methods, it is helpful to formalize the data
structure. With x,, we refer to vectors of variables related to the four dit'ferent participa-
tion levels (e.9., xr = city registry variables, xz = variables from the Short Initial Assess-
ment. xj = variables from the Intake Assessment, rs = variables from the Intensive Proto-
col; xo is excluded because the willingness to participate in the Intensive Protocol is not
associated with a unique vector of variables). For example, for persons at the highest
level of participation (1/= 516 of N= 1,908), we have observations (i.e., value assign-

I So far, not many empirical findings covering selectivity effects on correlation patterns have been re-
po(ed in the gerontological literature (bur see McArdle et al., L99I). Furthermore, there have been
hardly any attempts to quantify selectivity effects on variables measured later using estimation tech-
niques (but see McArdle & Hamagami,  1991; McArdle et  a l . ,  1991).

aThe methods are recapitulated in Section 4. Readers not interested in procedural details may skip
this section.
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ments on variables) for vectors xv x2, x3, and xr. For persons who did not even reach
level2, only observations on the vectorxl are available.

Furthermore, let y, be an indicator of observation loss (i.e., dropout) immediately after
the ith participation level. Thus, y, = I if a person reaches level i, but not level i + l. If a per-
son reaches level i + 1, ), = 0. If a person is without observation on level l, y, is not defined.

The three statistical methods are based on the assumption that r, and yi can be de-
scribed as samples from a i'superpopulation" characterized by a probability distribution
(Cassel, Siirndal, & Wretman, 1977). Assuming a superpopulation makes it possible to
express aspects of the population as parameters and to use classical statistical procedures
for their estimation. In particular, after making further assumptions, three different ques-
tions can be posed to clarify sample selectivity:

(l) Sample attrition depending on means andfrequency distributions of previously
observed variables. Can the likelihood of observation loss be described as a
function of values on previously observed variables?

E (y, l . r , )  -  Pr (y,  = I  lx , )  ( l )

(2) Dffirences in variances and covariances between samples of dtfferent partici-
pation levels. Do continuing participants differ from dropouts in terms of vari-
ances and covariances on the previously observed variables?

cov (x, l ) ,  = 0) # cov (x-  l1 l ,  = 1) (2)

(3) Cumulative effects of sample attrition on Intensive Protocol constructs. Are
there differences in the expected values E (i.e., in means and frequency distri-
butions) on Intensive Protocol variables between persons who reached this level
and persons whose participation ended on a lower level?

E (.r, | ,r,, ), = 0) * E (x, I r,) (3)

Thus, the questions refer to; (1) the relationship between the dropout indicator and
previously measured variables; (2) the differences between persons continuing participa-
tion and dropouts on second moments (i.e., variances and covariances) of previously ob-
served features; and (3) the relationship between features assessed on the highest partici-
pation level and features ofprevious levels, including the dropout indicator.

If differences between the groups of continuing participants and dropouts on the ana-
lyzed variables become apparent using the adequate statistical procedures, this would in-
dicate that sample loss was associated with selectivity whose extent can be represented
by statistical reference values. However, the reverse does not necessarily hold: If no dif-
ferences are found, this cannot be taken as evidence that there is no sample selectivity.
For instance, we cannot exclude the possibility that some features relevant to BASE that
predict sample attrition were not assessed in the fust place, and therefore could not be
analyzed. This problem is particularly important for the analysis of sample loss at the
step from participation level I to level 2 for which only the variables measured on the
first level are available. In addition, the applied procedures do not capture all forms of
sample selectivity possible in principle, but are limited to means, frequency distribu-
tions, variances, and covariances. However, as the analyses of BASE concentrate on
these aspects of the data anyway, this restriction to first and second moments seems to be
acceptable.
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3.3.2 Selectivity Depending on Age Group and Gender
The variables age and gender are of special significance in BASE. On the one hand, they
define the design of BASE as stratification variables. On the other hand, the description
and explanation of differences by age and gender across all domains are among the
study's central goals.

The validity of statements on age gradients and gender differences would be impaired
if the magnitude of selectivity effects was a function of age or gender. In other wordo, if
the selectivity of women differed from that of men, or if selectivity decreased or in-
creased with age, the age and gender differences observed on the level of the Intensive
Protocol would at least partially reflect this differential selectivity.

Estimates of prevalence rates represent a good example for this problem. It is possible
that selectivity effects lead to a general underestimation of the prevalence of a disease.
An examination of selectivity for each age group could show that the degree of underes-
timation is quite low at younger ages but becomes considerable at higher ages. In this
case, the results of selectivity analysis would not only influence the interpretation of the
observed prevalence rate, but also the interpretation of the age trend.

Therefore, possible consequences of sample attrition need to be examined for each
age group, and for men and women separately. Ideally, one would analyze selectivity for
each of the 12 cells of the study design (i.e., for men and women in each of the six age
groups) in order to capture interactions between age and gender on selectivity, too. How-
ever, such analyses are associated with a marked reduction of statistical power due to
relatively low numbers in each of the 12 cells. Mainly for this reason, we restrict our
analyses to a comparison of selectivity between men and women across all age groups,
and between the six age groups (70-i4,75-79,80-84, 85-99, 9v94,95+) across both
sexes.

Statements concerning means, distributions, and other statistical reference values can
either refer directly to the observed sample or, by weighting, can take into account that
there are more women than men, and more younger than older persons among west
Berliners aged 70 and above as compared with a sample stratified by age and gender. If
not stated otherwise, all results presented here refer to unweighted data.

Results

In the following, we report the results of the selectivity analyses under three as-
pects: (l) means and distributions; (2) variability and covariance patterns; (3) cumula-
tive selectivity effects on Intensive Protocol constructs. Because of its particular impor-
tance we begin with a separate consideration of mortality.

4.1 One-Yeqr Mortality and Participation Depth

In a study of old age, the associations between participation likelihood ancl mor-
tality are especially relevant. Figure 2.2 shows one-year mortality as a function of partic-
ipation depth. Whereas one-year mortality is over l3%o in the verified parent sample
(participation level l), i t is under 6vo inthe Intensive prorocol sample (level 5)

Direct interpretation of these numbers is ditficult because the nrortality rate of per-
sons who reached higher participation levels has to be lower than for those on ftrwer ler.-
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els anyway, due to the longer period of time necessary for the collection of more detailed

data. Thus, it would be possible to find differences in one-year mortality even if persons

on various participation leveis did not differ in their mortality risk. Therefore, it is neces-

saly to compare empirically observed values with estimates that consider different ex-

amination durations under the assumption that the mortality risk is independent of par-

ticipation level.

As illustrated by the comparison of observed and estimated values (see Fig. 2.2), one-
year mortality remains lower for persons reaching participation level 5 even if longer
participation durations ale taken into account The difference between the one-year

mortality observed in the Intensive Protocol sample and the mortality expected due to

the longer participation period is 3Vo. Accordingly, the mortality rates on lower partici-

pation levels are slightly higher than expected from participation durations.5
In summary, the Intensive Protocol sample's one-year mortality is clearly reduced in

comparison to the parent sample. Considering the high mortality rate among older adults,
this result is to be expected due to the duration of the Intensive Protocol (median = 133

days). Statistical analysis shows that most of the observed reduction of one-year mortality
in the Intensive Protocol sample (N = 516) versus the parent sample (N = 1,908) is indeed
due to the time taken for data collection. However, participants in the Intensive Protocol
still had a lower mortality risk than persons in the parent sample. This finding is consistent
with other studies'results (Cooney et al., 1988; Manton & Woodbury, 1983; Powell et al.,
1990; Siegler & Botwinick, 1979). A more detailed analysis and discussion of this finding
would require the identification of variables related to both participation depth and mortal-
ity (cf. P. B. Baltes etal., l91l', Kruse, Lindenberger, & Baltes, 1993; Maier & Smith, in
press; Manton & Woodbury, 1983) and are beyond the rationale of the present inves-
tigation.

4.2 Means and Frequency Distributions

Logistic regressions were used to analyze the relationship between sample attri-
tion and previously measured characteristics. The regression coefficient exponentials
can be interpreted as "odds ratios." In the following, we briefly introduce this term to fa-
cil i tate the understanding of our results.

For two-point (dichotomous) independent variables, an odds ratio can be interpreted
directly as the probability quotient for manifestations of these variables. Thus, an odds
ratio of 2.0 on the gender variable with 0 for men and I for women indicates that the
dropout likelihood is twice as large for women as for men. For continuous, independent

5 The estimates of one-year mortality taking into account differential participation duration shown in
Figure2.2 were calculated as follows. For every person who at least reached participation level 2,
the duration of participation in days (s) was subtracted from 365 to determine the period of time

during which death could have occurred. Given the one-year mortality rate (z) for the parent sam-
ple (m = .1347) and under the simplifying assumption of a constant mortality risk, the survival prob-

ability for the remaining days of the year (Pr) can be expressed in the following equation:

Pr=( l  -  m\Q65' ' )n6s

By subtracting this survival probability from one, one obtains the required mortality likelihood cor-

rected for duration ofparticipation. The expected values shown in Figare2.2 are based on the mean

of these probabilities.
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F igtre 2.2. One-year mortal i ty by participation
level. The black columns represent
observed mortality within a year af-
ter contact with BASE. The gray col-
umns show one-year mortality expec-' 
ted after taking account ofparticipation
duration. The Intensive Protocol
sample's mortality rate (participation

, level 5) is reduced as compared to
the verified parent sample (level 1).
This reduction is not entirely due to
longer participation duration.
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variables, the probabil ity quotients expressed by odds ratios are scaled in the units ofthe
independent variables. For example, if age is measured in years and the odds ratio is I . I ,
the l ikelihood of dropout before the next participation level is l. l  t imes higher for l1-
year-olds than for 70-year-olds, and 1.1t0- 2.59 times higher for 80-year-olds than for
70-year-olds.e

4.2.I Contrast I: Participation Level I Only (n = 644) versus HiSher Participation
Levels (n = 1,264)

The variables available on level I (age, gender, marital status, Social Index of Living
Area, place of residence, and one-year mortality) were entered into the model as covari-
ates. The variables age and Social Index ofLiving Area are continuous, whereas gender,
place of residence, and one-year mortality are dichotomous variables with the manifesta-
tions 0 and 1. Marital status was divided into four dummy variables, with the group of

oNote that results oflogistic regression coincide with those ofdiscriminant analysis ifthe indepen-
rient variables are more or less normally'distributed (cf. Haggstrom, 1983).



E-
4:'

2 / Sample Selectivity and Generalizability

the married as the reference category. We calculated the coefficients, thei.r standard devi-

adons (SD), p-scores, odds ratios, and pseudo-R2.
With respect to this first contrast, the explanatory power of the total model was re-

markably low, with a pseudo-Rz of .014. Selectivity effects on the variables available

on this participation level thus only explain a very small part of the attrition process.

Significant differences between persons continuing to participate and dropouts were

only found on the variables gender and one-year mortality. The likelihood of dropping

out of the study was 1.68 limes larger for persons who died within a year than for those
who survived. For women, the dropout probability was 1.65 times larger than for men.

The latter means that, initially, a larger number of addresses needed to be drawn for

women to end up with equal numbers of men and women in the Intensive Protocol sam-
ple. There was no systematic association between participation likelihood and marital

status, or place of residence on this participation level. Surprisingly, the same was true

for age.

4.2.2 Contrast 2: Up to Participation Level 2 OnIy (n = 336) versus Higher
Participation Levels (n = 928)

In addition to the variables listed in Section 4.2.I,the following variables could be con-
sidered on level 2: observer-rated ADL (Activities of Daily Living), dementia, and sen-
sory impairment; education; and the subjective variables life satisfaction, physical
health, and mental health (cf. Table 2.1).

As is to be expected, the inclusion of further variables resulted in greater explanatory
power of the model than that on the first level (pseudo-R2 = .19). This was mainly due to
the Social Index of Living Area, the observational dementia rating, and subjective men-
tal health. The higher the Social Index of Living Area (i.e., the "better" the residential
area), the lower the dropout likelihood was (odds ratio = .73, p <.01). The probability of
dropout also decreased with better subjective mental health (odds ratio = .70, p <.01). As
for the dementia rating, where higher scores indicate a greater likelihood of dementia,
dropout became more likely with higher scores (odds ratio = 1.09, p < .01). Persons with
dementia symptoms were therefore more likely not to continue participation in the study.
In addition, a larger probability of dropout for women was again found on this level (but
with a greater standard deviation; odds ratio = 1.85, p < .05). A higher education level
reduced the probability of dropout (odds ratio = .64, p <.05). For the remaining vari-
ables, no additional significant selectivity effects were found.

4.2.3 Contrast 3: Up to Participation Level 3 Only (n = 290) versus Higher
Participation Levels (n = 638)

Core variables from the Intake Assessment were added in this model (see Table 2.1). In
comparison to the model on contrast 2, this model's explanatory power is considerably
lower (pseudo-Rz = .05). Accordingly, the likelihood of ending participation after the In-
take Assessment was not strongly related to the examined variables. On this level, place
of residence and life satisfaction had an influence. Community-dwelling persons were
nearly twice as likely to end participation on this level than the institutionalized (odds ra-
tio = 0.49, p < .05). As to be expected, the dropout likelihood decreased with higher
scores on the life satisfaction scale (odds ratio = 0.70, p < .05). None of the other vari-
ables examined in this model made significant additional contributions to the probability
of further participation.

69
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4.2.4 Contrast 4: Dropout During the Intensive Protocol (n = 122) versus Highest
Participation Level (N = 516).

In this model, no additional variables were examined. The pseudo-R2 of .16 indicates
that this model describes dropout much better than the previous one. Here, one-year
mortality had the largest effect (odds ratio = 7 .07, p < .01).As explained above, to a large
extent, this is due to the duration of the Intensive Protocol. In addition, the Social Indgx
of Living Area was found to be relevant (odds ratio = 0.80, p < .05).Persons from "bet-
ter" residential ,areas were less likely to drop out on this final level. Effects of the Body
Mass Index and the Digit Letter test were also significant. Those with higher intellectual
abilities (as measured by the Digit Letter test) were less likely to drop out during the In-
tensive Protocol (odds ratio = 0.99, p < .05). The same holds for the Body Mass Index,z
an indicator of physical health: Dropout probability decreased with higher scores (odds
ratio = 0.17 , p < .05). No systematic associations between dropout likelihood during the
Intensive Protocol and the other examined variables were found.

4.2.5 Summary of the Analyses of Means and Frequency Distributions
Relations between participation likelihood and observed variables were rather weak. The
most prominent selectivity effect concerned one-year mortality. Dropout in the course of
the Intensive Protocol is determined by this feature to a considerable degree and can be
linked in part, but not completely, to the duration of data collection. Significant effects of
the Social Index ofLiving Area on participation likelihood were observed on the second
and fourth participatign level. Accordingly, persons from "better" areas are slightly over-
represented in the final Intensive Protocol sample. Together with the positive association
between education and participation likelihood, this indicates a slight overrepresentation
of the higher social classes. However, this education effect is only significant on the sec-
ond participation level and has a high standard deviation.

On the third level, neither education nor income had an effect on participation likeli-
hood, thus contradicting the hypothesis ofclear selectivity by social class. The effects of
the dementia rating score and of subjective mental health on the second level, of life sat-
isfaction on the third, and of the Digit Letter test on the fourth participation level indicate
an overrepresentation of healthier and more satisfied people, and of those with higher in-
tellectual performance.

However, it must be added that many of the analyzed variables were not significantly
related to participation probability. In particular, of the health measures, oniy the Body
Mass Index had an influence on participation likelihood, so that one cannot assume a
general overrepresentation of healthy individuals. Instead, a higher participation likeli-
hood for persons living in institutional settings was found on level 3, thus counteracting
the positive selectivity for good health. Surprisingly, there was no age effect on selectiv-

TThe relationship between Body Mass Index and indicators of risk is knoun to be curvilinear in the
general population (Andres, 1985); that is. both very high and very low values on the Body N{ass In-
dex are associated with higher monality risks. In the present sample of old and very old people,

however, individuals with very high Body Mass Index scores (e.g.. verv obese persons) were vlrtu-

ally absent (Andres, 1985; Borchelt & Steinhagen-Thiessen, 1992).'fherefore, the selection eftect

on the Body Mass Index in the positive direction helps to explain the observed reduction of mortal-
i ty r isk among cont inuing part ic ipants.
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ity independent ofthe variables included in the models (but see Section 5 for an explana-

tion of this finding). The gender effects on the first and second participation level corre-

spond to the higher dropout likelihood of women described in the literature. However,

because of the stratification of the Intensive Protocol sample by gender, this does not in-

fluence the samPle's compositioru

4.3 Variability and Correlational Patterns

A comparison of uariun.es and covariances can give further information on

sample selectivity. It is possible that logistic regressions indicate that persons with espe-

cially low or high scores on certain variables are less likely to continue to participate in

the study. However, this selectivity effect based on means does not necessarily imply

that the two groups differ in their variability.
Another possibility is that consequences of sample attrition are more pronounced in

variances and covariances than in means. If, for example, particularly healthy and partic-

ularly ill persons were, for different reasons, less likely to reach the next participation

level than persons of average health, dropouts would not necessarily differ, on average,
from the original sample on health variables. A selectivity effect like this can hardly be
proved using logistic regression (i.e., the logirmodel would be misspecified). However,
the inconsistency of the attrition process should lead to a decrease of variance on the
health variables, with the consequence that the variances of dropouts and those continu-
ing participation would need to be estimated by two different parameters, rather than one
common parameter. Hence, the comparison of variance-covariance matrices allows the
examination of sample selectivity in terms of variances and covariances.8

Comparing variances and covariances, we again tested whether the group of dropouts
differs from the group of those continuing participation. Three contrasts were defined for
this purpose. In thefrsr contrast, we examined whether persons on whom we only have
information from level | (n = 644) differ from persons on whom more information is
available, at least from level 2 (n = 1,264). The second contrast captures differences
between persons on whom we have information from level 2, but not from level 3
(n=336), and those for whom at least a complete Intake Assessment is available (level 3
and above; n = 928). Finally, the third contrast compares persons with a complete Intake
Assessment, but no more (n = 412), with persons who completed the entire protocol
(N = 5 16). Because of the low number of cases (n = 122), no separate contrast was de-
fined for the participants who began the Intensive Protocol but did not complete it.

For the sake of clarity, we dispensed with a complete list of statistical reference val-
ues. Instead, group differences on single variables were only reported when their signifi-
cance reached an ct-level of p - .01. Dichotomous variables such as marital status dum-
mies were not considered, because, in these cases, variance differences are statistically
dependent on previously tested differences in means. Also, some variables were rescaled
to yield well-conditioned variance-covariance matrices. For instance, the Social Index of

EThe comparison of variance-covariance matrices was carried out using the statistics program EQS
which was developed for structural equation models (Bentlet 1989). The main advantage of this
program in comparison to standard procedures (e.g., the Box-M-test in SPSSX) is the option of car-

rying out tests of significance for single matrix elements or groups of elements selected by the user.
A printout of the applied programs can be requested from the first author.

7T



I
J

72 A,/ Theoretical Orientations and Methods

Living Area was divided by 100. The Comparative Fit Index (CFI; cf. Bentler, 1989) was
used as an overall measure of fit of the models in which the variances and covariances of
the compared groups are constrained to be equal. Generally, a CFI above 0.95 is taken as
indicating good model fit.

4.3.1 Contrast l: Participation Level I Only (n = 644) versus Higher Participation
Levels (n = I,264). 4

Here, only'differences of variances and covariances in age and the Social Index of Liv-
ing Area could be tested (the only nondichotomous variables on this level). For this pur-
pose, a model was specified in which variances and covariances for both groups were
each estimated with the same parameter. Then we examined whether the estimation with
two dffirent parameters significantly improved the model's fit. This was not the case
(X2(3) = 5.25, p = .15). The fit of the model with across-group equality constraints was
good (CFI = 1.000).

4.3.2 Contrast 2: Participation Level 2 Only (n = 336) versus Higher Participation
Levels (n = 928)

Variance and covariance differences were tested for age, gender, education (the rough in-
dex in the Short Initial Assessment), life satisfaction (item), and subjective physical and
mental health. No significant differences between the two groups were found. Again, the
fit of the constrained model was good (CFI =0.979).

4.3.3 Contrast 3: Participation Level 3 OnIy (t = 412) versus Highest Participation
Level (N = 516)

In addition to the variables mentioned earlier, subjective walking distance, equivalent in-
come, the number of close companions, ADL score, Body Mass Index, nonagitation, sat-
isfaction with aging, life satisfaction (scale), Short Mini Mental State Examination
(SMMS), Digit Letter test, and the depressivity score were considered (see Table 2.1).
The overall test across all l7 variances was statistically significant (Xz(17) = 62.13, p <
.01). Inspection of individual variances showed that this was due to two parameters.
First, the variance in the Social Index of Living Area was lower in the Intensive Protocol
sample than in the group of persons who only reached participation level 3 (SD = 1.07
vs. SD = 1.15, X2(l ) = 26.24, p < .001). Second, the variance in income was higher in the
Intensive Protocol sample than in the comparison group (SD = 1,037 vs. SD = 898, X2(1)
= 10.23, p <.001).

The overall test for covariances was also significant (Xr(136) =204.45, p < .01). Of
the 136 individual comparisons 3 proved to be significant: the relationships between
subjective physical heaith and nonagitation (X2(1) = 11.38, p < .01), between subjective
mental health and life satisfaction (scale; X2(1) = 1.36, p < .01), and between subjective
walking distance ancl depressivity score (X2(1) = 9.73, p < .01). In all three cases, the co-
variance relationship was stronger in the Intensive Protocol sample than in the group of
persons who only reached level 3.

Thus, in this contrast, there were indications of a significant overall difference in
variance-covariance relations between dropouts and continuers. At the level of individ-
ual comparisons, however, only 5 of 153 resulted in significant dift'erences between the
two groups. Therefoie, the impression of a relatively high degree of similarity in vari-
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ances and covariances ofboth groups prevails. This is again underlined by the good fit of

the model with across-group equality constraints (CFI = 0.983).

4.4 Cumulative Selectivity Effects on Intensive Protocol Constructs

The formulae on selectivity developed by Pearson (1903) and Lawley (1943) al-

low the estimation, using linear regressions, of statistical reference values (means, vari-

ances, and covariances) that take account of observed selectivity (Meredith, 1964, 1993;

Muth6n, Kaplan, & Hollis, 1987; Smith, Holt, & Smirh, 1989). Independent (or selec-

tion) variables are distinguished from dependent variables (i.e., variables on which only

persons continuing participation have scores). Means, variances, and covariances of the

parent sample on the dependent variables are estimated on the basis of the linear rela-

tionships between selection variables and dependent variables and of the differences in

selection variable means between the parent and the selected sample.
The Pearson-Lawley method uses the results presented above on the relationships be-

tween expected values (means, distributions), variances, and covariances, with the un-

derstanding that the regressions of the dependent variables on selection variables are lin-
ear and that the conditional variances are constant (homoscedasticity). Under these
assumptions, the method allows a direct estimation of selectivity efflects on the Intensive
Protocol constructs central to BASE. Within the framework of the linear model, this pro-
jection makes optimal use of all of the available information (cf. Meredith, 1964).

Aitkin (1934) and Lawley (1943) showed that these formulae can be applied repeat-
edly. For our selectivity analyses this means that the variables available on participation
level I can be used to estimate the parent sample's manifestations on level 2 variables.
Then, the variables of level I and2 (i.e., the observed values on level 1, and the esri-
matedvaltes on level 2) serve as selection variables, and the variables available on level
3 become the dependent variables. Finally, the variables on the first three levels are the
selection variables by which the manifestations of the parent sample on the Intensive
Protocol constructs can be estimated.e

When the results obtained with this method are interpreted, the following rule, related
to the basic paradox of selectivity analysis mentioned in Section 2.1, needs to be kept in
mind: The more closely features on lower participation levels (i.e., the selection vari-
ables) are associated with variables on the following level (i.e., the independent vari-
ables), the more meaningful the calculated estimates become. Dependent variables for
which there are no "precursors" on previous participation levels cannot be corrected and
inevitably maintain the means that were observed in the selected subsample.

Therefore, we first examined how well the selection variables to be considered ex-
plained the variance in the chosen Intensive Protocol constructs. This analysis was based
on the Intensive Protocol sample (N = 516) and, accordingly, does not involve any kind
of estimation procedure.

As shown in Figure 2.3,the proportion of explained variance in the Intensive Protocol
constructs was generally quite high. The lowest value (28Vo explained variance) was
found for the number of moderate to severe illnesses, and the highest was observed for

eThe statistical program Mx (Neale, l99l) was used for the calculation of the esdmates using the
Pearson-Lawley formulae. The pnntout of the program can be requested from the first author.

t )
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Figure 2.3. Explanatory power of the variables
used in selectivity analyses for the
Intensive Protocol sample (N= 516)'
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Note. The figure illustrates th€ extent to which the variables

used in selectivity analyses are able to predict individual
differences on central constructs ofthe Intensive Protocol. It
does not display the magnitude of selectivity effects, but the
associatiou b€tween selection variables and constructs of the
Intensive Protocol.

Nmber of
illnesses

general inteiligence (187o). An inspection of correlations and semipartial regression co-

efficients (which are not presented here in detail) showed that the variables deemed to

function as "precursors" were indeed the ones that mainly contributed toward explaining

variance in the constructs assigned to them. For instance, the observational ratings ofde-

mentia, sensory functioning, and ADL on participation level 2 played an important role

in explaining variance in the corresponding Intensive Protocol constructs. Thus, insofai

as there is selectivity, the predictive power of the selection variables is definitely large

enough to detect it.

4.4.1 Efficts of Selectivity on the Entire Sample
Figure 2.4 shows the discrepancies between the means estimated for the parent sanrole

and the means observed in the Intensive Protocol. The normed standard deviation Err, ts

the measure used for this comparison (estimated mean of the parent sample minus ob-

served mean of the selected sample, divided by the parent sample's estimated standard

deviation; cf. Hedges & Olkin, 1985). It indicates the distance between the mean of the
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Figve2.4. Selectivity effects in BASE. Discrepancies between the observed means of central Intensive
Protocol constmcts and those estimated using the Pearson-Lawley formulae to correct for se-
lectivity. The sizes of the discrepancies are expressed in normed standard deviations and
reflect the degree of observed cumulative (i.e., across-level) selectivity effects.

Nmber of illnesses
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Visual acuity
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Intellectual functioning
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Social network size

Neuroticism

Opemess

Depressivity

Age

Gender

selected sample and the mean of the parent sample. Thus, Ero = 0.5 would signify that

the selected sample's mean is half a standard deviation above the parent sample's mean.
The variables age and gender (0 = men, 1 = women) are also listed because some of the
effects could be linked to the design variables. For these two variables, effect sizes could
be directly calculated because these features are known for every participation level.

The pattern of effects confirms the picture reported in the literature: Persons with bet-
ter intellectual functioning, better vision and hearing, more self-reliance in everyday ac-
tivities (ADL/IADL), less illnesses, and a higher education level were more likely to
proceed through the entire Intensive Protocol. The findings on less frequently examined
domains such as social network size, number of activities, neuroticism, openness, and
depressivity also fit into this general pattern.

If one assumes a normal distribution. an effect size of .14 (the smallest effect size for
depressivity) indicates that56Vo ofthe observations in the Intensive Protocol - instead of
chance 50Vo - lie above the mean of the parent sample. The effect size of .42 (the largest
effect size for intellectual functioning) signifies a proportion of 66Vo. The effect sizes
therefore represent relatively small deviations from the values estimated for the parent
sample.

The estimated prevalence rates for the clinical diagnoses of dementia and depression
are not shown in Figure 2.4. A prevalence estimate of 30Vo was made for dementia -
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Figure 2.5. Selectivity effects as a function of

gender. Discrepancies between the

observed means of central Intenstve

Protocol constructs and those esti-

mated using the Pearson-Lawley for-

mulae to correct for selectivity, for
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considerably higher than the observed

between the estimated prevalence and

parent sample vs.26Vo observed).

21Vo-For depression, there was litt le difference

the observed prevaience (27Vo estimated for the

4.4.2 Effects of Selectivity on Gender Differences

Figure 2.5 rei'ers to possibl; gender differences in selectivity. The clearest differences

were found on the constructs social activities (men: .02, women: .35), intellectual func-

tioning (men: .22' women: .45), and social network size (men: -.01, women: .19). with

respect to these three variables, women in the Intensive Protocol were more positively

selected than men.

4.4.3 Effects of Selectivity on Age Differences

An inspection of the effect sizes calculated separately for the six age groups showed lit-

tle selectivity differences as a function of age. The clinical diagnosis of dementia was a

notable exception (cf. Helmchen et al., chapter 6). Figure 2.6 shows the observed and

estimated dementia prevalence rates. The observed values suggest that prevalence does
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Figure 2.6. Possible consequences of selectivity
for age differences in dementia prev-
alence found in BASE.
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Note. The filled circles show the obserued rate of dementia
syndromes on the level ofthe htemive Protocol (ir':516; cf.
Helmchen et al., Chapter 6). The open circles show the rates
estimated after taking account of smple selrctivity. The enor
bm refer to the standard enor ofthe obswed oercentaee.

not increase any further in the two highest age groups. In contrast, the estimated values

support the hypothesis that dementia prevalence continues to rise, eyen beyond the age
of90. In this case, taking account of selectivity leads to a quite diff'erent conclusion. The
examination of the regression coefficients revealed that the observer rating of dementia
on participation level 2, as well as the SMMS and the Digit Letter test on level 3, made
the largest contributions to the prediction of these estimates.

5 Discussion

Before we summarize and comment on our results, we expressly want to point
out the limits of selectivity analyses. Selectivity analyses show the extent ofobserved se-
lectivity, but not the extent of selectivity that is possible in principle. They try to relate
available data to each other and to make optimal use of available information, but obvi-
ously cannot deal with issues for which additional information is necessary. This neces-
sary deficit is especially relevant for the step from the first (l/ = 1,908) to the second par-
ticipation level (n = 1,264) which is documented by only a few variables. The question of
whether the availability of more variables on level I would have resulted in the observa-
tion of more selectivity at this step (and thus overall) cannot be answered conclusively.
With this limitation in mind, the results of the selectivity analyses can be summarized as
follows:

First, the selectivity analyses indicate that neither variances nor covariance relations
in the Intensive Protocol sample (N = 516) are very different from those of the samples
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on lower participation levels.With one exception - a slight reduction of the variance in
the Social Index of Living Area - there were no signs of variance reduction. Thus, the
manifold forms of aging and social situations, as well as the structure of associations
among variables, appear to be maintained in the Intensive Protocol sample. Concerning
selectivity, it seems permissible to generalize statements about associations among vari-
ables observed in the Intensive Protocol sample to the parent sample. This result is par-
ticularly impgrtant for systemic (e.g., multidisciplinary) analyses examining relation-
ships between different domains of functioning.

Second, in comparison with variances and covariances, selectivity effects in means
and frequency distributions were more pronounced. Judging by the number of variables
analyzed, the number of significant effects was rather low. Across all participation lev-
els, there were indications of positive selection by social class, subjective mental health,
and life satisfaction, as well as intelligence and dementia. There were no signs of selec-
tivity with respect to health measures, with the exception of Body Mass Index on the last
level. The higher participation likelihood observed for individuals in institutional set-
tings suggests that different selectivity effects may have worked in opposite directions.
Possibly, the higher participation of this group partially evens out the positive selection
effect for health and intelligence.

Surprisingly, no strong links between age and participation likelihood were found on
any participation level. This result seems to contradict the varying pattern of sample loss
by age group shown in Figure 2.1. However, one needs to remember that only l inear age
effects can be captured by the reported logistic regressions (i.e.. either a l inear decrease
orincrease of sample attrit ion with age). More detailed analvses of the dara in Figure 2.1
indicate nonlinear relationships (Gilberg & Potter, 1994). For erample. sample loss in
the age group of the 85- to S9-year-olds was larger than in the ru'o ad.;acent groups.

More clear-cut selection effects were observed b;- gender. Hoserer. because of the
study's stratif ied design, women's lower participation l ikelihood had no influence on the
proportion of men and women in the Intensive Protocol sample.

Third, the participants in the BASE Intensive Protocol sample have a lo*'er mortality
rate in comparison to the parent sample (seeFig.2.2). This result is largelr, but not com-
pletely, due to the duration of the Intensive Protocol. Further interpretation of this
mortality-associated sample selectivity requires the identif lcatitrn of measures that pre-
dict both participation depth and death rates. In the examined age range, of course, the
population composition already alters so much by age that the assumption of a uniform
parent sample is not really tenable. In Germany, SlVc of women and 66Vo of men reach
age70, but only about 187o of women andTVo of men reach age 90 (Statistisches Bundes-
amt [Federal Statistical Office], 1993). It is well known that individual differences in
longevity are correlated with features such as health, intelligence, and weli-being
(Siegler & Botwinick, 1919; for first analyses of the BASE data set regarding this issue,
cf. Maier & Smith, in press). Thus, mortality is a selective process. Inevitably, age-
related analyses of the BASE data set. confound the aging process of the survivors with
the selectivity of mortality (cf. Keiding, 1991; Mulder,1993).

Fourth, the cumulative analysis of selectivity and its proiection onto Intensive Proto'
col constructs using the Pearson-Lawley formulae shows that the Intensive ProtocoL
sample is positively seLected in all considered domains. However, the extent of these se-
lectivity effects never exceeded haif a standard deviation. and varied only slightly by
age. For the interpretation of results presented in other chapters, this means that the val-
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ues found empirically on the level of the Intensive Protocol tend to show old age and ag-

ing in a slightly too positive light.

An important exception from the general rule of rather low and age-stable selectivity

effects is dementia prevalence. In this case, there was quite a substantial discrepancy be-

rween the rate observed in the Intensive Protocol sample (2lVo) and the rate estimated

using the Pearson-Lawley formulae (30Vo). Clearly, sample attrition led to an underesti-

mation of dementia prevalence in the parent sample, especially for the group aged 95 and

above (40Vo vs.62V).

Unfortunately, it is nearly impossible to compare the extent of selectivity in BASE di-

rectly with results from other studies. First, a comparison is impeded by many differ-

ences in methodology and content. Second, mentions of selectivity are often so fragmen-

tary that one can only speculate on effect sizes. In general, the impression prevails that

the extent of selectivity effects in BASE is more or less within the usual range. In view

of the considerable degree of sample attrition (see Fig. 2. 1) and of BASE participants'

particularly old age, this is certainly a satisfactory result.
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