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Abstract 

 

Coincidence spectroscopy is a powerful spectroscopic method addressing the recording of 

more than one particle involved in an ionization process simultaneously. In the current 

manuscript, an overview of the available flavors of coincidence experiments is given, and 

new results on the Auger decay of CH3F are discussed. An outlook of possible future 

experiments employing the approach is also briefly discussed. 
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1. Introduction 

 

An ionization process is inherently linked to the emission of (at least) one electron and the 

creation of (at least) one ion. There are vast numbers of studies investigating ionization 

processes, the large majority of which use either conventional electron spectroscopy or ion 

spectroscopy and spectrometry. By comparison, in only a small fraction of the studies more 

than one particle involved in the ionization process is recorded. This is the domain of 

coincidence spectroscopy. 

Although the approach presents a number of challenges (combined solid angle of the 

spectrometers, speed of the electronics, ability to produce short strong voltage pulses, multi-

hit ability etc.), a variety of sub-techniques have been developed over time. Further on, it has 

been applied to a variety of samples, ranging from experiments on gaseous species to 

investigations of solids. In the following, our article will deal with the plethora of research in 

this field, categorizing the experiments by the individual sub-techniques used. Depending on 

which particles will be detected in coincidence, one can distinguish the following categories: 

electron-ion coincidence (PEPICO), ion-ion coincidence (PIPICO), electron-ion-ion 

coincidence (PEPIPICO), ion-neutral coincidence and electron-electron coincidence. As will 

be shown in the following paragraphs, most of the coincidence experiments have been 

performed on gas targets, but recent investigations on solid-state samples point to a bright 

future for the coincidence perspective. 

The purpose of the current review is to give a brief outline of the multitude of experiments 

performed so far, which could help newcomers to find their way into the field. However, an 

exhaustive review of the field is not pursued and is beyond the goal of this manuscript. There 

are with certainty experiments that will not be covered here.  

 

2. Experimental approaches 
 

Experiments on gas phase samples bear the great advantage that, due to the gas flow, every 

time the ionizing pulse reaches the interaction region, it will encounter a fresh sample. This 

particularity allows the experimenter to work with long data acquisition times, without having 

to worry about the sample being damaged through the interaction with the ionization 

radiation. As it will be shown further on, in coincidence experiments, long recording times 

are necessary in order to achieve reasonable statistics of the data sets. 
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Experiments on solid-state samples have a major advantage, over gas-phase, in what regards 

the sample density, and, implicitly, the count rate. However, in a coincidence experiment, it is 

desirable to work with relatively low count rates.  

 

 

2.1. Electron, ion coincidence (PEPICO) 

 

The essential elements making up an ionization process of matter are: an ionizing source 

(photon, electron beam, ion beam etc.), electrons being ejected in the ionization process, and 

ions, being ‘left behind’ after the ionization took place.  

Consequently, one of the most straightforward coincidence experiments is to record 

concomitantly the released electrons and the ions produced during the ionization process. 

This spectroscopic tool bears the name Photoelectron-Photoion-Coincidence Spectroscopy 

(PEPICO), and has been in use since the 1970’s [1][2][3][4][5][6][7].  

The principle of a PEPICO experiment is shown schematically in Figure. 1. In short, 

subsequent to an ionization process, electrons and ions are produced in the extraction region 

of the electron and ion spectrometers. The flight time of the electrons to the detector will 

depend on their velocity, i. e. on their kinetic energy. The arrival of the electrons at the 

detector triggers a pulse applied on the extraction electrodes of the ion spectrometer, leading 

to the ions being accelerated towards the respective detector. The arrival time at the detector 

depends on the velocity and on the mass-to-charge ratio of the ion (mass analysis of the 

cations) [8]. The flight times of the electrons are usually of the order of several ns, whereas 

the ions need several µs to reach the detector, such that one can approximate the formation of 

the ion with the detection instant of the electron (with reasonable error bars). Correlating the 

recorded particles in the analysis of the data, one can identify the electron-ion pairs 

corresponding to the same photoionization event.  

In experiments on small molecules with moderate kinetic energies, for the ion extraction, 

usually low extraction field strengths (200 - 400 V/cm) are used. Maintaining these conditions 

is important as they ensure that the cationic fragments are sufficiently spread in time in the 

PEPICO spectra. However, choosing low extraction fields bears the disadvantage that mostly 

ions flying along the central axis of the spectrometer within a small (few degree) opening 

cone are detected, while the ions with a larger transversal velocity are less efficiently 

detected. Further on, Franklin et al. [9] have shown that, for small initial kinetic energies of a 

given ion (compared to the kinetic energies the cations accumulate when passing the 

extraction region), the flight time distribution ranges between a minimum and a maximum 

value corresponding to the cations flying directly towards- and opposite to the ion detector, 

respectively. 

A somewhat simplified approach is to eliminate the intermediate stage of pulsing the 

extraction plates and keep the voltage on at all times. This approach was used in the earliest 

experiments [1][2][4], but the presence of a static, electric extraction field compromises the 

electron energy resolution. If however only the mass spectra of the produced ions are of 

interest, the loss of information on the electron energy is less detrimental. Static electric fields 

of some hundred/thousand V/cm can then be used to accelerate the ions and the electrons 

towards the respective detectors. The signal from electrons reaching the detector can then be 

used as a precise starting signal for time-of-flight measurements of the ejected cations. In 

other words, the electrons are recorded without any energy resolution due to the missing time 

information on their flight time. The mass resolution of the cation channel is preserved by this 

approach, enabling this this version of PEPICO to find a broad application in experiments 

where only the cationic fragments are sought. The acronym PEPICO is used for these 

experiments as well [10][11][12][13][14][15][16][17][18]. 

An important aspect in designing an ion spectrometer is the time-focusing condition [1][3][8], 

meaning that after passing the extraction region (of length d), the cations have to cross a field-

free section (of length D) before being accelerated further towards the detector. The distance 

D has to be twice as long as d, in order for the slower ions to catch up with the faster ions, 

with the effect that, after exiting this section, any acceleration of the ions affects all cations in 
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the same way, independently of the initial ionization process. In a further refinement of this 

prerequisite, Eland [19] emphasized the importance of accounting for the initial positions and 

velocities of the ions (second-order space focusing), for achieving a superior time resolution. 

Compared to conventional electron spectroscopy, the PEPICO approach allows to gain some 

more insight in the ionization process, as proven also in a number of experiments on e.g. rare 

gases [20], CF4 [21][22], CH3F [23], N2 [24], CF3Br, SiCl4 [25], C4F8 [26] or small clusters 

[27].  

In a variant of the PEPICO method, an (energy resolved) Auger electron instead of a 

photoelectron is recorded [28][29][30][31][32][33][34].These experiments allow to study the 

stability, or fragmentation pathways, of the doubly charged molecular final states after Auger 

decay. 

However, this experimental method does not give a complete picture of the system if, 

subsequent to ionization, a fragmentation of the initial molecule takes place.  

 

 
Figure 1. Schematics of a PEPICO experimental setup (see text for details). Ions and electrons 
produce electric signals in the respective detectors, typically a secondary electron multiplier 
(channeltron or microchannel plate). CFD: Constant Fraction Discriminator, which converts detector 
pulses into norm pulses with a stable timing, TDC: Time to digital converter. 

 

 

2.2. Ion, ion coincidence (PIPICO) 

 

A different approach of investigating a fission process is Photoion – Photoion – Coincidence 

Spectroscopy, where two ions (A
+
 and B

+
) emerging from the same fragmentation process are 

recorded as a function of the difference in their arrival time at the detector (tA+ - tB+). In other 

words, the measurement is started with the faster ion (i.e. the lighter ion) and stopped with the 
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slower (heavier) fragment [35]. A variation of this technique, and, historically, the first record 

of ion, ion coincidence spectroscopic investigations [36], uses the signal from the emitted 

electrons of the initial ionization process as a start pulse for the measurement. The subsequent 

ions are both recorded as stop signals. Yet another flavor of the method is to trigger the 

measurement on the pulse of the ionizing source, as proven by Tsai and Eland [37]. The 

benefit of this approach over the former one is the certainty of starting a measurement with 

every ionizing pulse without having to rely on the detection efficiency of the electron 

spectrometer. This has the effect that it leads to a lower number of events being discarded 

and, consequently, to a better statistics.  

The main advantage of using PIPICO instead of the PEPICO approach is that (in most of the 

cases) there is a need for only one ion spectrometer, without the necessity to add an electron 

detector. This technique is well suited for investigating small molecules (eg. H2 [38], Br2 [39], 

BrCN [40], CO2 [41], OCS [42]) or small clusters [43][44], but not appropriate for probing 

large molecules or clusters due to the mixing of the mass spectroscopic lines pertaining to the 

different fragments with the same mass-to-charge (m/q) ratio but identical time-of-flight 

difference. 

 

 

2.3. Electron, ion, ion coincidence (PEPIPICO) 

 

 

If the ionization energy transferred to the target exceeds the double ionization potential, two 

(or several) ions can be created in an ionization process. In order to obtain a more complete 

picture of the fragmentation process in a molecule, one needs to record all cations resulting 

from the fission process. The experimental technique allowing the detection of an electron 

and two cations is called Photoelectron - Photoion – Photoion - Coincidence Spectroscopy. 

The schematics of the experimental setup is identical to the one presented in Figure 1, for the 

PEPICO approach, with the difference that the ion channel accepts two signals from different 

cations reaching the detector. The major difference between the two methods is that, in 

PEPICO the information is extracted from the correlation of the cation with the electron. By 

contrast, in a PEPIPICO experiment, the information on the various fragmentation pathways 

is inferred from the correlation maps of the fragment ions, defined by plotting the arrival time 

of the second fragment at the detector versus the flight time of the first ion 

[45][46][47][48][49][50][51][52][53]. Depending on the progress of the fission, the pattern of 

the coincidence map will be different, as described in a very comprehensive manner in ref. 

[46]. In short, one can differentiate between two-, three- and four-body processes, depending 

on the shape of the coincidence map, where the figure stands for the number of fragments 

involved in the decay.  

A two-body process is schematically described by eq. (1) and is identified as taking the form 

of a line in the coincidence map. 

 

                                              (1) 

 
The slope of the line will be exactly -1, in accordance with the momentum conservation law 

(back-to-back emission of the ionic fragments). Nevertheless, a curvature of the intensity 

distribution could occur if the travel times of the ions to the detector depend on the initial 

velocity or position of the parent ion (prior to the dissociation) as pointed out by Eland [19]. 

Three-body processes involve three different fragments, which can be either ionic or neutral, 

as indicated in eq. (2).  

 

                                                  (2) 

 

If the decay of the parent ion into three fragments takes place in a single step one is dealing 

with a (i) concerted three-body dissociation. By contrast, if the charge separation takes place 

subsequent to the release of a neutral particle, the process is called (ii) deferred charge 
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separation. A third distinct class of events is the (iii) secondary decay, where the emission of 

a neutral moiety takes place after the initial charge separation. The spectral signatures of these 

processes vary from a line -(i)- to a parallelogram -(ii) and (iii)- with the slopes of the edges 

depending on the masses of the ejected fragments. 

Judging by the sequence in which the cations separate and the neutrals are emitted, one can 

sort four-body processes (see eq. (3)) into (i) concerted four-body dissociation, (ii) deferred 

charge separations and (iii) secondary decays.  

 

                                                      (3) 

 

The concerted four-body dissociation (i) comprises the events where the parent ion 

decomposes into four fragments instantaneously, or the bond braking takes place so fast that 

it cannot be distinguished within the time frame of the experiment.  

As the deferred charge separation process (ii) assumes a separation of the cationic fragments 

subsequent to the emission of two neutrals, it cannot be distinguished experimentally from a 

three-body charge separation where the neutrals would be ejected concomitantly. The spectral 

signature of such a process is a parallelogram with the slope of the longer edge of -1. 

The evolution of secondary decays (iii) involves the release of neutral fragments after the 

initial charge separation. One can identify, therefore a (a) secondary decay after a deferred 

charge separation, when the emission of the first neutral occurs before the charge separation, 

making this path undistinguishable from a three-body charge separation. A further possible 

path is (b) secondary decay in competition – where each of the separated cations releases a 

neutral fragment, recognizable experimentally as a hexagonal pattern with the horizontal and 

vertical edges dependent on the momenta of the neutrals’ ejection, while the slopes of the 

oblique edges depend on the mass of the cations.  

As the PEPIPICO technique yields more insight into the fragmentation dynamics of dications, 

it has been successfully applied in investigating a large range of small molecules, e.g. SF6 

[45], CO2, CS2, NO2, SO2, CH3I [46], CF4 [51][54], big inorganic [55] and organic molecules 

[56][57] as well as to the decay of charged chalcogene [58][59] and rare gas clusters [60][61]. 

 

 
Figure 2. Schematics of a trigger-ion-ion coincidence experimental setup (see text for details). 
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In particular, it is possible to vary this set-up such that two ionic fragments, but not the 

(photo)electron are recorded, as schematically shown in Figure 2. Here a measurement is 

started by a trigger signal (which can be a beam chopper [62][63][64], a laser trigger, a 

photodiode or beam dump signal [65][66][67], a beam buncher etc.), which sets the t0, i.e. the 

time at which the ionization process takes place. Simultaneously, the trigger actuates a pulser 

to extract the ions from the interaction region of the ion spectrometer towards the detector. 

The arrival time of the fragments at the ion detector are used (after discrimination by the 

CFD) to stop the measurement.  

As the two fragments are emerging from the same ionization process, by plotting the arrival 

time of one ionic fragment versus the flight time of the other ion, one obtains the correlation 

map of the two fragments, while the possible features that can occur are as described in the 

previous paragraphs.  

 

 

2.4. Ion, neutral coincidence 

 

Yet another technique to gather information on the fragmentation pathway subsequent to 

ionization is the recording of both the charged and the neutral fragments emerging. This ion, 

neutral coincidence approach bears, compared to all coincidence techniques mentioned above, 

the unique advantage that the uncharged moiety in the fragmentation process is not discarded 

but recorded by a separate detector. In other words, this method carries the potential of 

offering a more complete picture of a fragmentation pathway involving neutral particles than 

any of the other spectroscopic tools.  

As the neutral particles are considerably more difficult to steer than their charged 

counterparts, the method of handling such an experiment can be two fold: i) the product of the 

ionization process is accelerated towards a detector by means of an electric lens, in the 

assumption that it will fragment subsequent to the extraction, and, based on the difference in 

the flight time of the end-products, it is discriminated between the charged and neutral 

particles (as reported by Martin et al. in ref. [67]); ii) the experimental setup is fitted with a 

separate detector for the uncharged moieties, along the flight path of the parent ion, and one 

or two detectors, along an electric-field deflected path, for the electrically charged fragments 

(as shown in [68][69][70][71][72][73]). The latter approach has the advantage that it is well 

suited for investigating decay processes in which the emission of neutrals takes place in the 

first step of the fission. As conventional secondary electron multipliers are not sensitive to 

slow neutral particles, experiments cited above are carried out on an ion beam of several keV 

kinetic energy. 

 

 

2.5. Electron, electron coincidence 

 

By definition, an ionization process involves the emission of electrons as a consequence of 

energy being transferred to the system (atom, molecule, cluster etc.). In the simplest case, a 

sufficient amount of energy is transferred to the system to have an electron overcome the 

potential barrier (called ionization potential, IP) that keeps it bound to the parent atom. 

However, if the energy pumped into the system is sufficient, a second electron can be 

released. The two electrons can be emitted from the same, or different electronic shells. As 

the emission is from the same ionization process, investigating the phenomenon yields 

valuable information on the correlation of the two electrons. As pointed out by Lablanquie et 

al. [74] a great deal of experiments investigating the correlation of the electrons in atoms and 

molecules have been performed in the early years, since the first electron, electron 

coincidence experiments [75] in the field have been done 

[76][77][78][79][80][81][82][83][84][85][86]. Although the earliest study was on bulk copper 

[75], the majority of the subsequent research has focused on gaseous samples. In the last 
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years, however, applying the coincidence technique has proven viable also for investigations 

on solid samples, as will be shown further. 

One of the mechanisms that can be investigated by coincidence techniques is the valence 

multiple ionization, when two or more electrons from a valence shell are promoted into the 

vacuum level as an effect of one quantum of energy impinging on the atom. By using 

coincidence methods, one can, for instance, determine the angular patterns of the photo-

double ionization in atoms [85] and molecules [84], only possible to infer when the two 

correlated electrons are recorded at the same time. Further on, a great deal of insight into the 

mechanism of photo-double ionization of small molecules could be gained by employing the 

electron-electron coincidence technique, as shown by several authors [86][87][88]. 

A special case of this technique is the so-called threshold photoelectron coincidence 

spectroscopy (in short, TPEsCO) [89][90][91]. Experimental work in the immediate vicinity 

of the ionization threshold is, as emphasized by Krässig and Schmidt [91], of particular 

interest also from the theoretical point of view as it is bridging the gap between the classical 

and the quantum mechanical approaches of the direct photo-double ionization in the outer 

shell of atomic species. TPEsCO gained momentum in following years in the scientific 

community, and was successfully employed for addressing a variety of issues, e.g. the 

double-photoionization of small molecules [92][93][94], the observation of satellites of rare 

gases [95][96] or spectroscopic investigations on doubly-charged ion states 

[97][98][99][100][101][102][103][104].  

Although successful, a great deal of the experiments performed in the earlier days employed 

electron spectrometers with a good energy resolution but with a rather limited collection 

efficiency (see, e.g. the work of Jensen and coworkers [105][106][107], Bartynski et al. 

[108], V. Schmidt et al. [77][82] and Price and Eland [109][110][111][112][113]). However, 

in several of the aforementioned references, the authors repeatedly point out that the 

coincident event count rate achieved is rather low (of the order of 0.025 – 0.25 s
-1

), which 

hinders the recording of the complete information on the ionization process (i.e. a three-

dimensional map, with the abscissa and the ordinate being the kinetic energies of the two 

electron, and the intensity plotted on the third axis [114]) within a reasonable amount of 

measurement time.  

In two elaborate reports, Jensen et al. [107] and Calicchia and collaborators [115] address the 

feasibility of applying electron, electron coincidence spectroscopy in experiments at 

synchrotron radiation storage rings and discuss the limiting factors of such experiments. 

Nevertheless, the discussion in the reports can be generalized also to experiments performed 

using other ionizing sources (gas discharge lamps, electron beam, lasers etc). Due to their 

extensiveness, we would like to point the reader to the original manuscripts, and will refrain 

herein to synthesizing the conclusions of the authors: 

i) if the experiment makes use of two detectors, for recording the two ejected electrons, it 

is of crucial importance to have the interaction region volumes imaged by the detectors 

overlapping as much as possible;  

ii) the time required for performing a coincidence experiment is directly proportional to 

the square of the desired signal-to-noise ratio, and inversely proportional to the count 

rate; 

iii) the true coincidence count rate (i.e., the count rate of the useful coincident events) is 

directly proportional to the incident ionizing radiation flux, while at the same time, the 

accidental coincidence count rate (i.e., the count rate of the noise) is proportional to the 

square of the incident ionizing radiation flux; in other words, at low flux, the noise 

level will be negligible, whereas, on increasing the ionizing beam intensity, the 

accidental coincidence rate will gain in importance, leading to a saturation of the 

effective useful count rate (typically, at an order of few thousand counts/second), thus 

rendering additional flux unusable. For Poisson-distributed events, it can be shown that 

the signal-to-noise ratio is independent of the incident flux;  

iv) fundamental parameters influencing the effective count rate (single channel count rate 

of several kHz lead to effective count rates of 0.5-1 Hz) are the timing resolution and 

the spectrometer detection efficiency; related to this condition, one should bear in mind 
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that, typically, increasing the efficiency of an analyzer is done at the cost of energy 

and/or angular resolution. 

v) coincidence experiments that use a pulsed excitation source benefit from a high 

repetition rate of this source, as long as the inverse rate is lower than the required 

coincidence window. 

Using a particular as an example, a useful discussion of these aspects is also in [184]. 

With the employment of so-called “magnetic bottle” type spectrometers for electron, electron 

coincidence spectroscopy by Eland et al [116] the technique gained new momentum (see, e.g. 

[117][118][119][120][121][122][123][124]). The main advantage in using this sort of 

spectrometers is the (4) collection efficiency of the spectrometer and a good detection 

efficiency also at very low kinetic energies (< 1 eV). In principle, a “magnetic bottle” type 

spectrometer is a time-of-flight electron analyzer, which makes use of two magnetic field 

regions for improving the collection efficiency and to preserve the full kinetic energy range 

probed. The first magnetic field region is strong and inhomogeneous, and covers the 

interaction region of the spectrometer, with the purpose of collecting the emitted electrons 

and to guide them towards the second magnetic field region. The latter, is a homogeneous, 

weak field, which guides the electron along a drift tube towards the detector. We would like 

to point out that, in the first report on an electron spectrometer using the “magnetic bottleneck 

effect” by Beamson and coworkers [125], the authors made use of superconducting coils. Few 

years later, Kruit and Read [126] developed a similar spectrometer suited for time-of-flight 

measurements based on electromagnets, followed by a further refinement by Tsuboi at al. 

using permanent magnets for creation of the inhomogeneous magnetic field region [127]. 

Further developments have lead to the improvement of the energy resolution, making thus the 

method suitable not only for electron, electron coincidence spectroscopy, but also for electron 

spectroscopy on mass selected clusters [128][129] and cluster anions [130][131], for Penning 

ionization electron spectroscopy [132] or even vibrational spectroscopy (with 6 meV FWHM 

energy resolution) on clusters [133].  

In the past decade, “magnetic bottle” type electron spectrometers have not only been used for 

electron, electron coincidence spectroscopy, but also for electron, ion coincident detection, in 

conjunction with time-of-flight mass spectrometers [134][135]. In more recent refinements, 

the spectrometer accommodates also extraction electrodes [136] or a further inner flight tube 

[137], allowing to perform PEPICO experiments using the same detector. 

However, as pointed out previously, the application of the electron, electron coincidence 

approach is not only limited to gas phase samples. A wide variety of experiments have been 

performed on solids, ranging from determining the fraction of the surface plasmons 

contributing to secondary electron emission after electron bombardment [138] to 

investigations of the electron pair emission from metals [139][140][141][142][143][144], 

insulators [145] and even superconductors [146]. 

Electron correlation can lead to the ejection of two electrons after a single absorption or 

impact event, also if they do not originate from the same site, and are not even connected by 

strong chemical bonding. This has been observed for liquids (connected by hydrogen 

bonding) and rare gas clusters (bound by van der Waals forces). In this so-called Interatomic 

or Intermolecular Coulombic Decay [147][148][149], a core or inner valence vacancy is 

created in a primary process, and subsequently excess energy leads to ionization at another 

site. When the energy transfer from the one to the other atom (molecule) proceeds by 

exchange of a ‘virtual photon’, one speaks of interatomic (intermolecular) coulombic decay 

(ICD) [147]. Although proven about a decade ago [148], ICD has spawned extensive 

experimental work by means of electron, electron coincidence spectroscopy on various 

systems [149], ranging from dimers and small clusters [150][151][152] to large monoatomic 

[153][154] and mixed rare gas agglomerates [155][156]. Of particular interest are the recent 

studies on water clusters [157][158] which indicate that low kinetic energy electrons 

produced during ICD could be one of the responsible causes for DNA strand breaking in 

living tissue [159].  

A different autoionization process is the so-called electron transfer mediated decay (ETMD) 

[160], where after the primary inner-valence (iv) ionization, an electron from an outer-valence 
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(ov) shell of a neighboring atom fills the hole in the iv band, with the excess energy being 

released by the emission of a second electron (ETMD electron) from the atom ‘donating’ the 

ov electron, or from a (third) neighboring atom (reference ETMD). As in a number of systems 

ETMD is quenched by ICD processes, the first experimental proof of ETMD has only 

recently been achieved by recording the ETMD electron and the photoelectron in coincidence 

[161][162], using a magnetic bottle electron spectrometer [163]. 

In a recent series of experiments performed at free electron laser (FEL) facilities, an 

alternative approach to conventional coincidence spectroscopy has proven to be the so-called 

covariance mapping. This method, introduced to the field of photoionization by Frasinski and 

co-workers in the late 80’s [164], bears the advantage that it can cope with shot-to-shot 

variation in the intensity of the FELs. A comprehensive comparison between the two 

approaches is given by Zhaunerchyk et al. [165], where the authors emphasize advantages of 

using the covariance mapping technique to overcome the limitations of the conventional 

coincidence method. A condition required to hold for the analysis of coincidence spectra 

discussed so far is that the average number of ionization events per cycle is smaller than 

unity. If count rates exceed this limit substantially, several random coincidences will be 

record in every cycle, and cannot be separated from the true coincidences by a simple 

subtraction. In the covariance mapping approach one can still extract useful information from 

the dataset by subtracting the uncorrelated product of the two 1D spectra (the ordinate and the 

abscissa) of the coincidence map. In other words, by using this technique, one is no longer 

limited to using a low ionizing radiation flux (i.e. low individual count rates for the 

coincidence channels), which has the effect of decreased measuring time for the same amount 

of true coincident events. 

So far, covariance mapping has proven to be a viable complementary tool to conventional 

spectroscopic methods in studies of the formation of hollow atoms [166] or on the 

photoelectron distribution in multi-photon ionization of atoms and molecules [167]; further 

on, the technique has spawned already theoretical work, e.g. on the kinematics of 

autoionization processes [168]. 

 

2.6. Photoelectron – Auger electron coincidence 

 

In ionization processes of an atom or molecule, when the ionizing energy is large enough to 

remove an inner-shell electron, the system can de-excite by having one of the electrons from a 

higher electronic shell filling the vacancy. The excess energy can be released either by the 

emission of a photon or by the ejection of a further electron. The latter electron bears the 

name of Auger electron [169], and since its kinetic energy approximately equals to the energy 

difference between the inner shell energy and its (original) outer shell energy, is element 

specific. Due to this property, Auger electron spectroscopy is a widely used tool for 

determining material composition, e.g. in surface analysis [170].  

Quite generally, however, the Auger electron energy spectrum is determined by convoluting 

the spectral signatures of the intermediate (mono-cationic) states with all final (dicationic) 

states involved. While in isolated atoms only different electronic states play a role, in 

molecules the vibrational profiles of each state must be taken into account [171][172], and in 

bulk condensed matter also the valence bandwidth and -shape may be reflected in the 

outcome of the experiment [173]. Extracting relevant information from conventional Auger 

spectra can therefore be a tedious task, as the number of mixed states can be large. However, 

by recording both the Auger electron and the photoelectron emitted in the decay process, a 

more detailed view of the process can be gained. By this approach (photoelectron, Auger 

electron coincidence spectroscopy) one can identify the individual intermediate states and can 

unambiguously link them to the pertaining dicationic states. 

The technique found applications also in surface science, allowing to discriminate between 

the ‘normal’ Auger decay and a ‘Coster-Kronig preceded’ Auger decay processes in a study 

of the Cu L23M45M45 transitions. Moreover, the authors conclude on an increased surface 

sensitivity of the coincidence method as compared to the conventional spectroscopic 

approach [75]. More recent studies on an ion-bombardment amorphized Si(100) surface have 
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lead to a quantitative determination of the average emission depth of both the Auger and the 

photoelectrons [174]. Further experimental work of Stefani et al. [175] shows that by using 

the angular resolved Auger electron, photoelectron coincidence spectroscopy approach one 

can investigate the core ionization mechanism in solids with l and ml quantum numbers 

selectivity, i.e. one can uniquely correlate the dicationic final states magnetic substates to the 

monocationic magnetic sublevels.  

In a groundbreaking experiment on gaseous Xe, Viefhaus et al. [78] have shown that, by 

recording the photoelectron and the Auger electron in coincidence it is possible to filter out 

very weak components in the Auger energy spectra. Further on, at least for stable (dicationic) 

Auger final states, the achievable energy resolution of the experiment is not limited by the 

lifetime of the decaying inner-shell hole, as confirmed also by the results of Lablanquie et al. 

[79]. 

Further on, by this technique one is enabled to measure e.g. the lowest triple ionization 

threshold in molecules, as shown by Eland and co-workers by investigations on methane 

[176] and carbon disulfide [177]. A further breakthrough made possible by means of electron, 

electron coincidence was the evidence for double core-hole state in small molecules (CH4 and 

NH3), where the double vacancies are located in the 1s shells [178]. Moreover, the method 

was successfully used to investigate the effect of the local chemical environment on Auger 

spectra, revealing that, in C4H5F3O2, all Auger decays tend to populate localized dicationic 

states, where the holes are located either at the same or at nearest neighboring F atoms [179]. 

Most photoelectron, Auger electron coincidence experiments have been performed on 

gaseous samples, ranging from identifying the spectroscopic signatures of the shake-up and 

shake-off satellites involved in the Auger process [180], to observations of the decay of inner-

shell holes in ions [181] or to probing the Auger decay in dissociative molecular dications by 

analyzing the Auger energy spectra as recorded for the individual vibrational levels of the 

photoelectron [182][183][184][185][186].  

In a recent study using this experimental method, the nuclear dynamics during the Auger 

decay process was addressed, as observed in the decay of the CF4 molecule after F 1s 

ionization [187]. In the CF4 molecule, both the intermediate and the final states are of 

dissociative character, and it was shown that the Auger electron energy spectra carry the 

signature of the conformation of the decaying molecule. 

In a complementary study, we have investigated the Auger decay in the CH3F molecule, after 

F1s ionization by photoelectron, Auger electron coincidence spectroscopy. The central part of 

Figure 3 shows the coincident Auger electron vs. photoelectron spectrum of CH3F as a color 

coded map, as recorded after ionization with hν = 702 eV energy photons (the F 1s ionization 

energy of CH3F is 692.4 eV [188][189]). On summing up the events along the photoelectron 

energy axis one obtains the photoelectron spectrum, as plotted in the upper panel, which 

consists of a broad peak, which does not exhibit any vibrational structure. The Auger energy 

spectrum, displayed in the right-hand side panel is obtained by projecting the coincidence 

map on the Auger energy axis. The notations in the Auger spectrum (B1 to B8) follow the 

earlier assignment of Moddeman [190]. The coincidence map unambiguously shows that, for 

the same Auger electron energy (i.e. same dicationic final state) regions with different 

intensity occur.  
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Figure 3. Center: Auger electron - photoelectron coincident spectrum of CH3F after ionization above 
the F 1s edge, after excitation by hν = 702 eV. Top-left and bottom-right: Photoelectron spectrum 
and Auger electron spectrum obtained by summation over all energies of the other electron. These 
correspond (approximately) to the non-coincident photoelectron and Auger electron spectra of 
CH3F as recorded by conventional electron spectroscopy(see text for details). 

 

In Figure 4 the green curve shows the integral Auger spectrum of CH3F as recorded in 

coincidence with photoelectrons, after ionization above the F 1s ionization threshold. 

Projecting the coincidence maps regions as marked by the colored squares in the inset of Fig. 

4, onto the Auger energy axis, one obtains the black, red and blue curves. The division of the 

coincidence maps into the three regions, depends on the kinetic energy of the photoelectron 

(low kinetic energy flank, blue, medium fast electrons, red and fast photoelectrons, black). By 

doing so one can follow the influence of the intermediate potential curve on the Auger 

electron energy spectrum. 
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Figure 4. Auger spectra of CH3F recorded in coincidence with photoelectrons, as obtained by 
projecting the marked regions in the inset on the Auger energy axis. Population differences between 
the red and the black trace in peaks B3-B5 are significant (see text for details). 

 

It is clear that the Auger decay leading to the occurrence of the low kinetic energy 

photoelectrons (the blue curve) does not participate in the population of the B1, B6, B7 and 

B8 (as denoted in ref. [190]) Auger final states. By contrast, the Auger cascade leading to the 

emergence of the fast electrons (black curve) is involved in the population of all Auger states, 

but B7 and B8. We can conclude, thus, that these states (B7 and B8) gain intensity only 

through Auger decay involving the ejection of a medium fast photoelectron.  

This variation in the propensity of the specific final state to be populated depending on the 

kinetic energy of the photoelectron speaks for an internal factor influencing the decay, such as 

the dynamics of the molecule after the primary ionization. In other words, if the emission of 

the Auger electron would take place after the molecule dissociated, no preferential propensity 

of the final state should be observed, as the molecule would decay atomic-like – which is 

obviously not the case here. 

Our results on the CH3F, corroborated with the findings in [187] indicate that, at least for the 

case of fluorinated molecules, one cannot rule out that the one-step interpretation of Auger 

decay might need revision. Specifically, we show evidence that internal factors influence the 

decay of the monocationic intermediate levels to the final doubly-charges states. 

 

 

2.7. COLTRIMS 

 

A powerful coincidence technique is the so-called COLd Target Recoil Ion Momentum 

Spectroscopy (COLTRIMS) [191]. By the virtue of its complexity and flexibility, and due to 

the multitude of experiments existing, which employ this particular method, it needs to be 

addressed in a separate paragraph. This approach aims at providing a kinematically complete 

(i.e. inferring the momenta of all involved moieties) picture of a decay involving three- and 
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more particles. However, only a very brief overview of the technique will be given in this 

manuscript, as elaborate and detailed reviews about the method and the experiments using it 

can be found elsewhere [191][192][193] (and references therein). 

For the detection of charged particles, COLTRIMS combines an ion spectrometer and an 

electron spectrometer, both of which consist of a system of ring electrodes, allowing for 

guiding and focusing of the charged particles, as schematically shown in Fig. 5. Further on, 

for a more efficient collection and guidance of the electrons, COLTRIMS makes use of a 

superimposed solenoidal magnetic field, parallel to the electric field lines [194]. This has the 

effect that the electron will precess around the magnetic field lines, allowing for an improved 

energy resolution (5 meV) and high collection efficiency (4 for electrons with a kinetic 

energy smaller than 30 eV). The spectrometer is fitted with large detectors using a fast, 

position sensitive readout, on both sides. Delay-line anodes are mostly used in practice. This 

enables the read-out of the impact position of the particle on the detector, allowing thus the 

determination of the momentum components parallel and perpendicular to the detector 

surface.  

 

 
Figure 5. Schematics of a COLTRIMS experiment (see text for details). 

 

 

Working around the limitations in momentum resolution imposed by the internal ionic 

momentum, the technique makes use of cold supersonic gas-jet targets, which leads to an 

ultimate resolution of 0.05 – 0.2 a.u. for the recoil ion, while confining the 4 collection 

efficiency [191]. 

As in COLTRIMS all particles involved in the fragmentation are collected (‘reaction 

microscope’[191]), a variety of coincidence experiments are enabled, ranging from electron-

ion- and ion-ion- to electron-electron-ion-ion coincidence experiments. The technique has 

been applied so far to a broad range of studies, including (but not limited to) on fragmentation 

processes on small molecules[195][196], circular dichroism in molecules[197][198], ICD and 

Auger decay [150][158][199][200], FEL-induced multiple ionization experiments [201][202] 

or the time evolution of autoionization processes [203][204]. 

 

 

3. Perspectives of the coincidence techniques 

 

Currently, in photoelectron, Auger electron coincidence spectroscopy experiments an energy 

resolution of below 150 meV can readily be achieved, in gas phase experiments [184][186]. 

However, one of the limiting factors in the Auger electron channel is the limited acceptance 

of the spectrometer used for this species. With the advances in the development of electron 
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spectrometers in the past years, new analyzers with improved collection efficiency while still 

keeping meV resolving power have emerged [186][205][206]. With their implementation in 

coincidence spectroscopy enabled experimental stations, the vision of resolving Auger decay 

processes with an energy resolution below the natural broadening of the spectral features 

should be a goal not too far off reach. 

Moreover, the use of high energy resolution spectrometers, combined in an experiment 

capable of resolving features a few meV apart might prove to be a suitable instrument to 

address important issues in condensed matter physics, such as the decay of quasi-particles 

[207][208][209].  

Current experiments on liquid jet samples [210][211] tend to suffer from a rather pronounced 

background of slow electron, resulting from intermolecular electron scattering (inelastic 

collisions). However, based on the observation that the signal-to-background contrast is 

improved when using a coincidence spectroscopic technique, we believe that this approach 

would be a feasible alternative to conventional spectroscopy. This could help establish the 

micro-jet technique as the path of choice for investigations on biological samples and 

electrochemically relevant substances. 

FEL based radiation sources allow to enter a new era of X-ray photon, matter interaction, and 

coincidence methods had their share in its investigation (see references above). In view of the 

requirement of a low event rate and the benefits of a high event rate of the ionization source, 

careful scrutiny with respect to the feasibility of any coincidence experiment is advised. One 

field were it has potential merits is the investigation of very thin targets, such as ion beams 

[212] or electrospray sources [213]. Moreover, if e.g. the directional correlation between 

different particles is of interest, currently there is no alternative to particle, particle 

coincidence techniques. All free electron laser facilities have dedicated multi-purpose 

chambers for atomic and molecular physics, fitted with several spectrometers, which points to 

a very bright future for the technique.  
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