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Abstract

In this thesis we have modelled the fundamental processes leading to the

growth and erosion of hydrocarbon films in the context of their hydrogen

isotope retention in tokamaks. The process of erosion, re-deposition and

subsequent erosion of the re-deposited material, combined with the transport

in the gas phase leads to the formation of amorphous hydrocarbon films. The

hydrocarbon radicals play a key role in this process. We have found that

steric effects (mutual repulsion between H-atoms attached to neighboring

carbon atoms) play a crucial role in deciding the structure and ultimately

the retention.

First, we have investigated the re-erosion of a-C:H films due to the syn-

ergistic interaction of ions and thermal hydrogen. The ion-neutral synergism

has been found to enhance the erosion yield as compared to a simple additive

effect due to the physical sputtering (due to energetic ions) and the chemical

erosion (due to thermal H atoms). The synergy is explained by the succes-

sive bond breaking due to energetic ions and passivation due to thermal H

atoms. A new mechanism has been proposed based on this, namely, Hy-

drogen Enhanced Physical Sputtering (HEPS), which explains the observed

experimental results.

Second, we have studied the interaction of the methyl radicals (CH3)

with the hydrocarbon films. The sticking of CH3 as a function of surface

properties of the film (such as surface hydrogen content, number of dangling

bonds etc.) are studied. The mechanism of sticking of thermal CH3 radicals

is found to be the direct incorporation at the dangling bond locations. The

role of steric effects is also investigated and it has been found that the near-

est neighbourhood strongly influences the sticking probability. The sticking

probability is found to increase with the energy of the incident radicals.

The film growth has been modeled using a Monte Carlo code (Film

Growth Monte Carlo, FGMC) with ballistic incorporation of methyl radi-

cals. The shape and the orientation of the radicals have taken into account

and the parameters such as porosity, roughness, H/C ratio and the struc-

ture of the film have been calculated. It has been found that, retention is

the result of the synergistic interaction of atomic hydrogen and methyl rad-



icals. Atomic hydrogen creates the dangling bonds and methyl radicals get

attached to those bond locations at which the steric repulsion is minimum.

The dynamics of hydrogen within the co-deposits has been carried out

by a separate Kinetic Monte Carlo code. The dynamics of hydrogen within

the film has been modelled as a sequence of adsorption-desorption processes

which in turn depends on the migration energy of hydrogen. A method has

been developed to calculate the migration energy, based on the potential en-

ergy surface analysis of the film. The migration energy distribution depends

on the atomic arrangement of the film and shows considerable variation in

the case of soft and intermediate density films. It has been found that the

range of atomic hydrogen is limited to a few surface layers (∼ 2 nm).

Finally, a multi-region multi-species analytical model has been developed

for the growth of films with low H/C ratio. The model is based on the insights

derived from MD and MC simulations and the idea that short polymeric

chains grow, lock with each other and compactify. The reaction between

various species has also incorporated in the model. It is interesting to note

that, one can arrive at a more realistic (∼ 1) H/C as observed in some of the

tokamaks. The model brings out the importance of long-range steric effects

in the structure formation. Constraints for achieving small H/C ratio is also

brought out.
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5.12 Fractional contribution of different void sizes to the total void-volume

with and without shadowing effects. Sample size 14 × 14 Å2, Psp23 =
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Chapter 1

Introduction

The most promising way of achieving controlled thermonuclear fusion in the lab-

oratory is by using the magnetic confinement scheme called a tokamak (Russian

acronym for toroidal current and magnetic field). This is because the tokamaks

have demonstrated very high energy confinement time compared to other schemes.

In the past decade, there has been a dramatic improvement in the understanding

the underlying physics of energy confinement and turbulence in tokamaks.

In a tokamak, hydrogen isotopes (deuterium and tritium) are used to create a

hot and dense plasma so that the D–T fusion reactions take place (each reaction

releases a neutron (14.1 MeV) and an α-particle (3.5 MeV)) [6]. Typically the re-

quired plasma temperature and densities are 20 KeV (232 million Kelvin) and 1020

m−3 respectively. In order to have an economically viable fusion reactor, the fu-

sion power output must substantially exceed the externally injected input power.

The condition for attaining this goal is given by Lawson criteria, which establishes

the relationship between density, temperature and the energy confinement time [7].

A successful worldwide effort over the last fifty years has finally resulted in estab-

lishing an international partnership for building the ITER tokamak (International

Thermonuclear Experimental Reactor) [8].

Basically, tokamak is like a magnetic bottle, where the fuel atoms are ionized to

form ions and electrons. It has a toroidal geometry, with major radius ‘R’ and minor

1
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Figure 1.1: Schematic of typical tokamak cross-section with magnetic flux surfaces

radius ‘a’. The magnetic field in the toroidal direction is generated by external coils.

The plasma current in the toroidal direction generates the poloidal magnetic field.

The net magnetic field is therefore, helical in shape. One can imagine the magnetic

field lines to trace a ‘magnetic surface’ (a constant magnetic flux surface) which has

a toroidal shape (see Fig. 1.1). Due to the strong magnetic field (typically a few

Tesla), the Larmor radius of the particles is quite small (∼ 3 mm for D+ ions at

20 KeV, 3 T). Thus one can imagine that the particles stick to the magnetic field

surfaces. As shown in the figure the surfaces are nested within each other and also

represent constant-pressure surfaces. The innermost surface forms the hot central

core of the tokamak [6].

The particles and heat from the core get transported across the magnetic surfaces

until they reach the open surface called separatrix. In order to keep the central

plasma hot and dense, particles and energy have to be replenished. Thus plasma

fuelling and heating are crucial for achieving the desired confinement times.
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Figure 1.2: The schematic of poloidal cross-section of tokamak with limiter (JET) [1]

1.1 Tokamak Edge and Its Importance

In the core region, the magnetic field lines are closed upon themselves whereas in

the edge region they are open. The surface separating the region of closed and open

field lines is called the Last Closed Flux Surface (LCFS). In the region outside LCFS

the plasma density and temperature have a sharp gradient in space, referred to as

Scrape Off Layer (SOL). The plasma transport is dominant along the open field

lines and this leads to its interaction with the Plasma-Facing Components (PFC).

This results in various Plasma-Wall Interactions (PWI) [1,6].

In a tokamak, the wall components are protected from intense plasma interac-

tions by material surfaces which tend to limit the size of the plasma. They are

known as limiters. The typical tokamak plasma with limiter configuration is shown

in Fig. 1.2 [1]. In the advanced tokamak configurations, the magnetic field lines are
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Figure 1.3: The schematic of poloidal cross-section with divertor (ASDEX). Cross rep-
resents the plasma center and the filled circle is the geometric center. The field lines are
shown with plasma facing components
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diverted with the help of additional current carrying coils (divertor coils) and the

field lines intersect the material surfaces just outside the plasma boundary. Such

configurations are known as divertors which allow operation with high heat-flux

handling capability and much reduced impurities [1]. The schematic of a divertor

plasma with the wall components is shown in Fig. 1.5. Thus, the intense plasma-

wall interactions are focused to thin plasma-wetted areas on the limiter or divertor

surfaces.

The interaction of the plasma with the wall materials results in their erosion and

the eroded materials get partly pumped off and partly transported back into the

plasma. The impurity atoms also get ionized but are not completely stripped off

electrons. The bound electrons associated with the low energy ions present in the

relatively cool edge-plasma cause energy loss through impurity line radiation. This

results in the formation of a radiative layer in the edge and plays a crucial role in the

energy balance of the core plasma. The studies on edge physics demonstrated that

the edge plasma has a critical role in deciding the global confinement and stability of

the tokamak. The studies on the stability of the edge plasma have revealed a picture

of various instabilities and how they are connected to confinement, transport and

disruptions (see for example, the studies on H-mode [1, 9], Edge Localized Modes

(ELMs) [10] and the radiative instabilities such as MARFE etc. [11–13]).

The study of PWI was focused mainly to the impurity transport and the edge

related phenomena for a long time. However, with the advent of steady state toka-

maks, another issue which attracted immense attention is the erosion of the divertor-

target material [14–16]. This affects the overall availability of the reactor. One of

the most commonly used plasma facing component is carbon (graphite and carbon

fiber composites) due to its high thermal shock resistance and low radiation losses

due to low atomic number [14]. However, the interaction of the hydrogen plasma

with the carbon based wall-materials cause their erosion. In the subsequent sections,

we shall discuss the important plasma-wall interactions.
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1.2 Plasma-Wall Interactions

The interaction of energetic ions from the plasma with the materials results in

various momentum transfer processes via collision cascades, where the incident atom

transfers its momentum to the target atoms. At the end of the cascade, the incident

atoms get thermalized and can stay within the material in thermal equilibrium.

This process is known as implantation. The energized, collided atoms can come

out of the material resulting in various erosion processes [17]. Depending on the

mechanisms, they are classified into (a) physical sputtering, (b) chemical sputtering

and (c) chemical erosion [17–20].

Physical Sputtering is an elastic collision process, in which the momentum of

the incident atom is either directly transferred to the sputtered atom or by indirect

means, i.e., by creating a primary knock-on atom followed by a collision cascade.

Chemical erosion is defined as the process where the interaction between thermal

species from gas phase interact with the surface atoms. This is one of the important

mechanism of erosion of carbon materials by atomic hydrogen. Chemical sputtering

is a process in which both momentum transfer and chemical effects together cause

the erosion of the material.

Apart from affecting the lifetime of the wall, the hydrogen atoms diffuse into the

bulk of the carbon (Graphite as well as CFC) material. This cause the retention of

fuel isotopes in the bulk [5, 21–23].

The erosion of carbon PFC leads to a very important issue known as co-deposition

which has a crucial role in the fuel retention and inventory [14, 24, 25]. The eroded

materials along with the fuel isotopes deposit on the inner surfaces of the tokamak

over several plasma shots. This is known as hydrocarbon co-deposition [14].

The co-deposits can retain fuel isotopes causing the issue of fuel retention and even-

tually add to the total fuel inventory [26]. Once, tritium is used as the fuel, it has

serious implications regarding the continuous operation of the machine, due to the

radioactivity of tritium and an upper limit on the maximum allowable fuel inven-

tory. For example, the references [27] says about 350 gm of total fuel inventory in
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Figure 1.4: The schematic of various plasma-wall interaction processes

ITER, which means, after crossing this limit, the machine needs to be shutdown

and de-tritiated for further operation.

1.2.1 Observations on Tokamak Co-deposition

Most of the tokamaks have reported co-deposition and their fuel retention [2, 3, 25,

28–42]. The typical cross-section of divertor is shown in Fig. 1.5. The regions where

the plasma interacts directly with the wall components are called ‘plasma-exposed’

regions and the regions are shadowed from direct plasma contact are called ‘plasma-

shadowed’ regions. The plasma-exposed regions include the divertor strike points

and other divertor areas whereas regions such as pump ducts, baffle plates etc. are

the plasma-shadowed regions. Co-deposition is observed in both plasma-exposed

and plasma-shadowed regions.

The deposits formed in the plasma-exposed regions are termed as ‘hard’ and have

been characterized by their hydrogen content, as ‘H/C ratio’ [2,32]. This represents

how many hydrogens per carbon exist in the deposits. For hard films this ratio is
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Figure 1.5: Divertor of ASDEX Upgrade tokamak. The filled circles indicate the locations
where the samples were placed to study the deposition [2]

typically less than 0.4. The films formed in the plasma-shadowed regions are called

‘soft’ and porous and having H/C ratio more than 0.4 and reported values goes upto

1.4 [2, 43, 44]. The thickness of these films were upto several microns (µm) and the

locations of their formation vary with tokamaks. The rate of growth of these films

also varies with tokamak and the locations where the films have formed. The table

(1.1) summarizes the observations in various tokamaks.

Table 1.1: The table of observations from various tokamaks (referred above). The expo-
sure time of the tile varies with tokamaks

.

Tokamak H/C ratio Character Locations Thickness (µm)

JET 0.75–1.5 Soft Inner Divertor 100

Louvre

ASDEX 0.3, 1.4 Hard, Soft Sub-divertor 20-40

Pump ducts

TORE 0.1 Hard Toroidal Pump ∼ 200

SUPRA Limiter, Neutralizer

JT-60U 0.1,0.85 Hard, Soft Outer dome, upto 100

Pump ducts

TEXTOR 0.4 Hard Gap between tiles upto 70

DIII-D 0.3-0.5 Hard,Soft Inner Divertor 20-30

A typical picture of co-deposits observed in TORESUPRA tokamak is shown in
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Figure 1.6: The co-deposits observed in Tore Supra tokamak along with the cross-section
of the tokamak [3]. The deposits were located in the toroidal pump limiter and the
neutralizer plates.

Fig. 1.6 [3]. From the analysis of co-deposition on various tokamak observations,

following can be summarized:

1. Hydrocarbon co-deposits are amorphous hydrocarbon (a-C:H) films

2. The properties of these films vary with tokamaks

3. The structure, thickness and the hydrogen content vary with locations inside

the tokamak

4. Retention depends on the structure of the film. Soft films found to retain large

quantities of fuel (H/C ratio upto 1.4) compared to hard films (H/C ≤ 0.4)

5. The films are formed in the plasma-shadowed regions are found to be soft

whereas the films formed in the plasma exposed regions are hard.

1.2.2 Status of Understanding

The process of erosion of the plasma-facing materials is the origin to understand the

co-deposition. Because, it is this material which gets mixed up with the fuel isotopes

and get transported to the plasma-shadowed remote regions of the tokamak. Thus,
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a slow and steady growth of amorphous hydrocarbon (a-C:H) films is possible in

such regions. Such regions are typically pump ducts, baffle plates etc., and play

an important role in quantifying the total fuel inventory. The understanding of

co-deposition involves quantification of different physical processes. They are: (a)

erosion of the plasma facing materials, (b) transport of the eroded materials through

the SOL plasma and (c) deposition of the transported material. Each of these area

is vast and extensive studies were done in the past [20, 45–51]. In the subsequent

sections we review the status of understanding of various related fields.

1.2.2.1 Erosion Studies

The erosion of the plasma facing components is of extreme importance not only

for co-deposition but also regarding the life time of the tokamak wall. There have

been numerous studies to understand the various processes of erosion of the wall

material. Depending on the process involved in the erosion of the wall material,

these processes are classified into (a) physical sputtering, (b) chemical sputtering

and (c) chemical erosion.

1.2.2.1.1 Physical Sputtering Physical Sputtering is an elastic collision pro-

cess, in which the momentum of the incident atom is either directly transferred to the

sputtered atom or by indirect means, i.e., by creating a primary knock-on atom fol-

lowed by a collision cascade. The sputtered particles originate within first few atomic

layers, and the sputtering process occurs within a few picoseconds’ time. There ex-

ists an energy threshold for this process and the kinetic energy distribution of the

emitted particles is well above thermal energies. Physical sputtering is compara-

tively well understood and pioneered by W. Eckstein and R. Behrisch [17,33,52–54].

Another recently described erosion mechanism, termed swift chemical sputter-

ing, has been identified by Salonen et.al.using molecular dynamics simulations [55].

In this process, incident ions with energies down to about 2 eV cause the kinetic

emission of hydrocarbon radicals from a-C:H films. The process has been reported

for both hydrogen and helium ions [56,57] and is therefore considered by some as a
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special case of physical sputtering [58].

1.2.2.1.2 Chemical Erosion Chemical erosion is defined as the process where

the interaction between thermal species from gas phase interact with the surface

atoms. This is one of the important mechanism of erosion of carbon materials by

atomic hydrogen. Chemical erosion of carbon by hydrogen is a thermally driven

process which does not require any energetic species and has been studied using

thermal hydrogen atom beams [19]. An incident hydrogen atom creates a radical

site by abstracting a bound hydrogen from the surface. The radical site relaxes via

the emission of a neighboring CH3 radical. The molecule ejection is a thermally

activated process with an energy barrier of 1.6 eV. Therefore, it happens only at

higher surface temperatures.

1.2.2.1.3 Chemical Sputtering Winters and Coburn describes chemical sput-

tering as “a process where ion bombardment causes or allows a chemical reaction to

occur which produces a particle that is weakly bound to the surface and hence easily

desorbed into the gas phase”. However, no single definition of chemical sputtering

exists in the literature. In a review article Jacob et. al., give an overall picture

of chemical sputtering, where they describe the erosion process depends on the

momentum transfer and chemical reactivity of the impinging particles as chemical

sputtering. In that article, the observations and features of chemical sputtering has

been described as follows:� The eroded particles are molecules formed out of different target and incident

atomic combinations� The sputtering yield is significantly higher than pure physical sputtering� The threshold of erosion is much lower, which means the sputtering can be

observed at lower incident energies� The sputtering yield shows a pronounced temperature dependence
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surface temperature

Fig. (1.4) shows the schematic of various erosion process happening on the

surface and bulk of the plasma facing components.

1.2.2.2 Hydrocarbon Transport in the Plasma

The eroded material gets transported through the plasma, and there have been stud-

ies to understand the transport of carbon atoms and radicals through the plasma.

In order to understand the transport of hydrocarbons in the tokamak, 13CH4 exper-

iments were conducted in TEXTOR, JET and DIII-D [31,45,47,49,51]. The 13CH4

molecules were injected into the SOL and divertor regions of these tokamaks and

the deposition profiles were analyzed using surface characterization techniques. The

experiments in DIII-D showed that the highest concentration of 13C was observed

in the divertor in both L mode (Low confinement mode) and H mode (High con-

finement mode) discharges. DIII-D results during L mode show an abundance in

carbon deposition in the inner divertor region which was operating in the detached

divertor conditions. During the elmy H mode discharge, there observed huge depo-

sition in the private flux region. In order to model the observed profile, onion-skin

model was used. However, these models could predict only half of the deposited

particles [31, 49].

The experiments on JET and TEXTOR suggested that, a part of the carbon

was transported over short distances and got directly re-deposited [45, 47, 51]. The

long range carbon transport depends crucially on the plasma parameters and showed

considerable difference in JET and TEXTOR tokamak. These studies showed that

the carbon transport and re-deposition not only depend on the plasma parameters

but also have sensitive dependence on the factors such as magnetic ripple and shape

and orientation of the wall components etc. In JET, the long range transport was

observed and which could be the reason for the abundant carbon deposition observed

in the pump ducts and louvre. The sticking was modelled by assuming a sticking
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coefficient for the radicals. Whereas in TEXTOR, most of the carbon deposition

were observed in the hot neutralizer plates in the form of hard a-C:H layers. This

was modelled using Monte Carlo codes like ERO-TEXTOR and ERO-JET and in

TEXTOR, most of the 13CH4 were transported inside the Last Closed Flux Surface

(LCFS) where it gets completely dissociated and get deposited on the neutralizer

plates. The deposition efficiency of ions were much higher than that of neutral CH3.

The observed hydrocarbon profile in the JET louvre and pump ducts of TEX-

TOR suggest the need of re-erosion of hydrocarbon films by the background plasma.

For JET, the low Te range (2–5 eV) in the inner divertor might have enhanced the

formation of soft and polymer like films. These films get eroded by the background

plasma due to synergistic effects by background hydrogen ions as discussed in Sec-

tion (1.2.2.1). This results in the release of hydrocarbons into the plasma. Thus the

eroded particles undergo sticking and further re-erosion and finally reaches the re-

mote regions. Also, the low sticking radicals such as CH3 can undergo relatively long

range transport and also reaches the remote locations. However, the mechanisms of

re-erosion of hydrocarbon films by background plasma is not clear.

1.2.2.3 Growth

The modeling of the deposition profiles in tokamaks were done by assuming a sticking

coefficient of the radicals or atoms on the surface. However, the deposition of a-

C:H films is more complicated than assuming a sticking coefficient as the growth is

a result of various surface reactions happening on the surface. Hence the plasma-

boundary conditions influence the growth of these films. These studies have however

not addressed from a tokamak context.

The film growth is a non-equilibrium process and therefore, addressed by non-

equilibrium models for growth in non-linear systems [59]. One of the oldest and

widely used model for film growth is the ballistic deposition where the lattice is

binned into unit sized bins and the incoming particles stuck upon the first contact

they have with the surface. This model successfully explained the observed surface

roughness of the films grown under vapour deposition [60]. The ballistic deposition
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shows correlation between different sites on the surface and this results in the sat-

uration of the surface roughness which was measured in various experiments. The

standard ballistic model considers spherical particles incident normal to the sur-

face and the analytical solution of such a system is possible in 1D, leads to a class

of scalings known as KPZ (Kardar-Parisi-Zhang) universality [59, 61, 62]. Another

widely used surface growth model is Diffusion Limited Aggregation (DLA), where

the incoming particle perform surface diffusion and aggregates themselves to form

structures [63]. The roughness scalings observed in the growth of a-C:H layers re-

ported consistent scalings with ballistic deposition. However, such models cannot

simulate the growth from chemically interacting species having definite molecular

structures such as methyl radicals.

From the plasma processing point of view hydrocarbon films are routinely de-

posited by Chemical Vapour Deposition (CVD). These studies mainly focused on

the formation of hard films since their excellent mechanical properties and chemi-

cal inertness make them as protective coatings. These class of films are generally

known as Diamond Like Carbon (DLC) films due to their high hardness and low

hydrogen content. These experiments have shown that methyl radicals are the most

abundant species present in the plasma formed in methane discharges. The corre-

lation between different plasma parameters and the structure (hardness, hydrogen

content and hybridization ratio) of the coatings formed were also investigated in

such studies [64–69].

In order to gain more insight into the plasma-surface boundary phenomena, rad-

ical beam experiments were performed using CH3 radicals and H atoms [70–73].

These experiments showed that the sticking of methyl radicals could be enhanced

upto two orders of magnitude (∼10−2) by the addition of thermal hydrogen. The

film growth model takes into account the CH3 sticking at the dangling bonds cre-

ated by atomic hydrogen. Ion bombardment also creates dangling bonds within its

range which act as the sites for CH3 adsorption [74–77]. Rate equation models for

the surface coverage of dangling bonds have been proposed based on this and by

using the measured sticking coefficients, the sticking cross-sections of the radicals
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have been calculated [77]. However, these models are derived based on the macro-

scopic properties of the films at the steady-state conditions. Therefore, the detailed

microscopic understanding of the surface mechanisms is missing in these models.

The microscopic mechanism of sticking of methyl radicals on hydrocarbon sur-

faces was investigated by computer simulations as well. The ion-induced chemisorp-

tion of CH3 radicals was addressed by various authors by using different com-

putational techniques. The ion-induced dangling bond generation is modelled by

TRIM.SP calculations and the CH3 radicals are assumed to be adsorbed on these

locations. The latter was modelled by rate equations. Various types of Monte Carlo

techniques were used to study the growth of DLC films in presence of atomic hydro-

gen and energetic CH3 ions. These simulations proposed various reaction pathways

for the incorporation of CH3 radical to the lattice depending on the energetics.

However, these models lack the microscopic nature of interpretation of the growth.

The ion-induced growth of a-C:H layers was simulated by Miyagawa et.al., [78] in

presence of CH+
3 ions and CH3 radicals using Dynamic Monte Carlo simulations and

showed that sp3 bonding in the subsurface is based on subplantation model proposed

by Robertson [79]. The growth of diamond like films using methyl radicals and

atomic hydrogen was simulated by Battile et.al., using a set of parametrized surface

reaction rates [80]. The growth rates and hydrogen concentration of the film were

computed as a function of surface temperature. Time dependent MC simulations

were also performed by Dawnkaski et.al., for determining the effect of a variety of

H and H2 induced surface reactions on diamond surfaces [81, 82]. The reactions

include H abstraction, H2 desorption, H diffusion and the reverse of these reactions.

These simulations proposed an alternate pathway for the CH2 incorporation into

the diamond lattice by the incorporation of a CH3 radical at a π-bond location and

the migration of one of the hydrogens into the dangling bond followed by a dimer

opening step [83].

All the above models consider growth in the presence of energetic ions.

The detailed atomistic mechanism of sticking of methyl radicals on hydrocarbon

surfaces were studied using Molecular Dynamics simulations. The reflection coeffi-
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cient of hydrocarbon radicals (CH2,CH3 and CH4) on hydrogenated carbon surfaces

was studied for different incident energies and angles under edge plasma relevant

conditions [84, 85]. It was found that the reflection coefficient of the radicals were

sensitive to the hydrogen content of the radicals and it reduces with incident energy.

The reaction mechanisms of hydrocarbon radicals on a-C:H films were studied by

Neyts in the case of an expanding thermal plasma using MD simulations for higher

hydrocarbons such as C2, C3 and cyclic and linear C3H combinations [86–88]. The

sticking coefficients were estimated as a function of the internal energy of the radical

and the angle of incidence on various dangling bond locations with and without H

flux [89]. MD simulations of CH3 radicals on reconstructed diamond surfaces were

performed by Alfonso et. al., using Brenner potential for energies up to 1 eV with

different angles of incidence [90]. They have found that the sticking coefficient in-

creases with incident energy and decreases with angle of incidence. They also showed

that the sticking coefficient reduces with surface hydrogen content. However, these

studies did not address the local neighbourhood of the sticking sites.

The chemisorption of methyl radicals on specific dangling bond locations were

studied by Träskelin et.al., on the diamond surface using both classical MD (us-

ing Brenner potential) and tight binding approach. The sticking coefficient was

estimated for four different types of surfaces having different dangling bond configu-

rations and at various angles of incidence [91,92]. They have found that in the case

of isolated dangling bond the calculations using tight binding approach are in good

agreement with the predictions of rate equation models.

In the case of amorphous surfaces, there exists a variety of neighbourhoods and

the dangling bond distributions. The sticking coefficient and cross-sections on iso-

lated dangling bonds is different than that on an amorphous surface.

1.3 Motivation

From the previous section, we can conclude that there is not enough information on

the soft films (growth mechanisms, erosion etc.) which infact contributes strongly



1.3. MOTIVATION 17

to the retention due to their high H/C ratio. It is also clear that there is no model

to account for the real mechanism of growth, namely the incorporation of radicals

in the regions not exposed directly to the plasma. One of the most important effects

that naturally arises in the growth of soft films is the so-called steric effect, arising

from the mutual repulsion between H atoms bonded to different carbon atoms. The

effect of the steric repulsion in the growth is not addressed in any of the previous

studies.

The erosion, the growth and the retention processes involve disparate time and

space scales (from femto-seconds to several hours in time and from molecular dimen-

sions to a few meters in space). This makes the study of retention a grand challenge

multi-scale problem. In order to build such a model in future, the physics in the

different scales needs to be linked carefully. In this thesis, we limit ourselves to

the study of fundamental processes that lead to the formation of co-deposits, their

erosion and the retention of hydrogen isotopes in them. In this context, the key

questions we would like to answer are as follows:

1. What is the role of synergism of thermal and energetic species from the plasma

in the erosion of co-deposited layers formed in the plasma-exposed regions?

2. What are the key processes of the co-deposition of the eroded particles under

conditions relevant to the remote areas of the tokamak?

3. What is the role of steric effect in the growth of soft hydrocarbon films?

4. How do these processes influence the growth and the structure of the film?

5. How does the hydrogen dynamics within the co-deposit depend on its struc-

ture?

6. How does the structure relate to the ultimate hydrogen content of the deposits?
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1.4 Scope of the Thesis

The present thesis tries to answer these questions by using various models (Molec-

ular Dynamics, Monte Carlo, Kinetic Monte Carlo and analytical). The thesis is

organized as follows:� Chapter 2 is devoted to the description of various computational techniques

that have been developed and used for the studies discussed in this thesis.� Chapter 3 addresses question (1) above by presenting the studies on the syn-

ergistic erosion of hydrocarbon films using energetic argon ions and thermal

H atoms.� Questions (2) and (3) above are addressed in Chapter 4, where the fundamental

processes leading to the growth of a-C:H layers are discussed.� Chapter 5 addresses question (4), by using the insights from the previous

chapter to build the Monte Carlo model of the film growth.� In Chapter 6, question (5) is addressed using Kinetic Monte Carlo simulations.� The last question is addressed in Chapter 7 using a simple analytical model

based on hydrocarbon chains and their interactions.

1.5 Chapterwise Summary of the Thesis

Chapter 2: Computational Methods and Techniques

In Chapter 2, we discuss the techniques that have been used to study the problems

discussed in the thesis. The basics of MD simulations are discussed in the first part,

which is used to study the atomistic level understanding of growth and erosion of

hydrocarbon films (using HydroCarbon Parallel Cascade, HCParCas code). The

details of the equilibrium Monte Carlo code (Film Growth Monte Carlo-FGMC) is

discussed, which was developed to study the growth and structure of co-deposits.

Ballistic Deposition techniques is also presented which was developed to compare the
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surface properties of the co-deposits. Kinetic Monte Carlo simulations are discussed

towards the end of the Chapter 2 which was used to study the hydrogen dynamics

within the co-deposits.

Chapter 3: Modeling of Chemical Sputtering of Hydrocar-

bon Films

In Chapter 3, the synergistic erosion studies of a-C:H films using MD simulation

is discussed. The hydrocarbon samples were bombarded by energetic Ar ions and

thermal hydrogen atoms for different Ar energies and sample temperatures. The sim-

ulations report an enhanced erosion yield compared to a simple addition of physical

sputtering (due to Ar ions) and chemical erosion (due to thermal H atoms) taken

independently. A new mechanism, Hydrogen Enhanced Physical Sputtering (HEPS),

is proposed for explaining the enhanced erosion yield. This can be explained by the

successive bond breaking by energetic Ar atoms and the passivation of the broken

bonds by thermal hydrogen atoms. The steric repulsion arising from the H atoms

prevents the re-attachment of the broken C–C bonds, which results in the emission

of unsaturated energetic molecule from the film. The final erosion step is by ion

bombardment. The role chemical and momentum transfer processes is clearly dis-

tinguished in the erosion. One of the key insight gained from the present study is the

significance of the steric effects arising from H atoms of the sample. The mechanism

is able to explain the energy dependence of synergistic erosion observed in ion-beam

experiments.

Chapter 4: MD Studies on the Interaction of Methyl Rad-

icals

In Chapter 4, MD simulation of the sticking of methyl (CH3) radicals on a-C:H sur-

faces is discussed. Four different a-C:H surfaces (with different roughness, number

of dangling bonds, hydrogen content etc.) were bombarded by CH3 radicals. A new

algorithm is developed for identifying the surface properties of amorphous films and

is found to be capable of explaining the simulation data. The energy dependence

of sticking is also studied. The important mechanism of incorporation of thermal

radicals is the direct, ballistic incorporation. The sticking coefficient increases with
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the number of dangling bonds (between 1.3 × 10−3 to 5.86 × 10−2). The energetic

ion bombardment depletes the surface bound hydrogen and creates more dangling

bonds. This explains the enhanced sticking coefficient observed in the ion-beam

experiments [74]. The role of steric effect in the radical incorporation is brought out

in the present analysis.

Chapter 5: Monte Carlo Modeling of Structure and Poros-

ity of a-C:H Films

A Monte Carlo model for understanding the growth and structure of the film, which

is discussed in Chapter 5. The code (Film Growth Monte Carlo, FGMC) takes into

account the shape and orientation of CH3 to build the structure. A parametric study

is presented. The insights derived from the MD simulation allow us to narrow down

to a realistic choice of parameters. Steric repulsion between H atoms on the surface

is parametrized using a distace parameter called dcrit, such that, if the distance be-

tween H atoms is less than dcrit, the incorporation of the radical is rejected. The

effect of shadowing in the site-selection is also incorporated. The steric repulsion

is an important parameter in deciding the structure (atomic arrangement) and the

microporosity of the films. The densities of such films are in a range of 1 gm/cc to

1.6 gm/cc which is typical of films formed without ion bombardment. The steric

repulsion along with the shadowing effects cause the burial of dangling bonds deep

within the film. Though the atomic hydrogen creates bonds within its penetra-

tion range, both these effects prevents the incorporation at certain locations. The

‘buried’ dangling bonds either get cross-linked or get hydrogenated by the diffusing

hydrogen within the film. The H/C ratio of these films was close to 1.8, which is

much higher than the observed values. This suggests the requirement of additional

H elimination mechanisms for the growth of the films.

Chapter 6: KMC Simulations for H Dynamics

In order to study the dynamics of hydrogen within the co-deposited layers, Kinetic

Monte Carlo simulations were performed. The dynamics of hydrogen within the film

is modelled as a sequence of adsorption-desorption processes which in turn depends

on the migration energy of hydrogen. We demonstrate a relatively simple method to
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calculate the migration energy, based on the potential energy surface analysis of the

film. The migration energy distribution depends on the atomic arrangement of the

film and shows considerable variation in the case of soft and intermediate density

films. The range of atomic hydrogen is limited to a few surface layers (∼ 2 nm)

unlike graphite where the range is upto several microns, which is in agreement with

the experimental observations.

Chapter 7: Analytical Multi-Layer Model for H Retention

In this chapter we discuss a multi-region multi-species analytical model for film

growth. The model is based on the insights derived from MD and MC simulations

and the idea that short polymeric chains grow, lock with each other and compact-

ify. The reaction between various species is also incorporated in the model. It is

interesting to note that, one can arrive at a more realistic (∼ 1) H/C as observed

in some of the tokamaks. The model brings out the importance of long-range steric

effects in the structure formation. Constraints for achieving small H/C ratio is also

brought out.

The Chapter 8 presents conclusions of the present thesis.
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Chapter 2

Computational Methods and

Techniques

In this chapter we discuss all the computational techniques that are used and de-

veloped for the computations presented in the thesis. They are:� Molecular Dynamics (MD)� Potential Energy Surface (PES) Analysis� Monte Carlo (MC)� Ballistic Deposition (BD)� Kinetic Monte Carlo (KMC)

2.1 Molecular Dynamics

Molecular Dynamics simulations are used to study the mechanism of growth and

erosion of hydrocarbon films. The brief overview of MD techniques and the specifics

of the code is discussed in the subsequent sections.

23
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In the MD simulations for an N particle system, following equations are solved

mi~̈ri =

N
∑

i6=j,j=1

−∇Vij (2.1)

where ~ri is the position of the particle at any instant t and Vij is the potential

in which the atoms interact with each other known as Interatomic Potential (IP).

Molecular dynamics aims to solve this equation for N atoms numerically [93, 94].

2.1.1 Interatomic Potentials (IP) - Brenner potential

The most important part of MD simulation is the choice of IP which decides the

accuracy of interactions between particles. The most accurate description of the

interatomic potential comes from the quantum mechanical description of atoms and

molecules. Though the exact solution of a quantum system is available only for

single electron systems like hydrogen atom, there exist a number of approximation

techniques for describing the ground state of many-electron systems such as Density

Functional Theory (DFT) [95, 96].

Though quantum mechanical calculations show considerable progress, for prob-

lems which involve large systems or require statistical averages these calculations

are numerically intensive. One solution to this problem is to use a more generalized

approach, where the physics is incorporated based on simple quantum mechanical

arguments called bond order. Bond order is defined as half the difference between

number of bonding electrons and anti-bonding electrons in the molecular orbital. It

is often defined as the index of bond strength, i.e., the more neighbours an atom

has the weaker the bond to each neighbour will be. Potentials based on the concept

of bond order are known as bond order potentials [97].

Because of the crucial role of bond order and its dependence on the local neigh-

borhood, an environment dependent bond-order was explicitly included into the

potential formalism for covalent solids like Si, Ge, C etc. by Abell et. al. [98] in the
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following form,

E =
∑

i

Ei =
1

2

∑

i. 6=.j

Vij

Vij = fC(rij) [aijfR(rij) − bijfA(rij)] (2.2)

where, E is the total energy of the system, which is decomposed into a site energy Ei

and a bond energy Vij and rij is the distance between i and j atoms. The function

fR represents a repulsive pair potential and fA represents attractive pair potential

associated with bonding. The term fC is a cut-off function to limit the range of

potential since often potential is short ranged and this reduces the computational

cost [97, 98].

The function bij is the feature of such potentials which represents the bond-order

and is assumed to be monotonically decreasing function of the coordination of atoms

i and j. The function aij consists of limiting terms of range of interaction to first

neighbor shell of atoms. Such type of formalism is known as Abell-Tersoff type

(also known as Reactive Empirical Bond Order(REBO) potentials where it is able

to describe chemical reactions to some extent) [97]. This was extended for carbon

and hydrocarbon systems by parametrizing the bond order term for a number of

small hydrocarbon molecules, graphite as well as diamond by Brenner [99, 100].

This resulted in an empirical potential for hydrocarbon systems and which is used

for the simulations discussed in this thesis. The potential has been implemented

in Hydrocarbon Parallel Cascade (HCPARCAS) code maintained by K. Nordlund

et.al [101].

The fit parameters used in the simulations are for Potential II given in [100]. The

code was tested for bond lengths and bond angles [55, 101, 102]. The equilibrium

parameters given in the paper [100] are compared with the values obtained from the

code and are shown in Table 2.1.

The C–C potential profile and the C–C bond oscillations about the mean bond

length is shown in Fig. 2.1.
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Table 2.1: The comparison of equilibrium parameters obtained from HCPARCAS with
the fit parameters of Brenner potential (Potential II table)

.

Parameter Symbol HCPARCAS Fit data (Potential II)

(Equilibrium) Code [100]

H–H distance R
(e)
HH 0.7356336 Å 0.74144 Å

H–H energy D
(e)
HH 4.750203 eV 4.7509 eV

C–C distance R
(e)
CC 1.3894 Å 1.39 Å

C–C energy D
(e)
CC 5.99998 eV 6 eV

C–H distance R
(e)
CH 1.119786 Å 1.1199 Å

C–H energy D
(e)
CH 3.642199 eV 3.6422 eV
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Figure 2.1: (left) C–C pair potential and (right) C–C bond oscillations about the mean
position.

2.1.2 Boundary Conditions

In MD simulation, the number of atoms which can be simulated is limited between

1 and 109 depending up on the type of potential. In the case of Brenner potential,

this number is typically around 103. The fraction of atoms which are closer to the

boundaries will experience a different environment than that at the interior. If we

consider a 1000 atom system, the number of atoms close to the wall is typically

(1000)
2

3 and if we leave two such layers of atoms, then 1
5

of the atoms are near

the surface. In the case of real macroscopic systems, it will be one in 107 atoms.

Therefore, the simulations will not be able to capture the essence of the bulk state

of the system. However, this problem can be overcome by implementing periodic

boundary conditions. This means, in 3D case, a cubic box (which is the basic cell

in 3D) is repeated throughout the space to form an infinite lattice. For a detailed
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discussion of periodic boundary condition see Ref. [93].

Other boundary conditions used in MD simulations are ‘free’ or ‘open’ when

simulating a small collection of atoms or a long chain of molecule. Such boundary

conditions are used for simulating surfaces in MD simulations as well. In order to

construct a sample with surface the typical boundary conditions would be periodic

along X and Y directions (i.e., Lx and Ly are periodic) and free boundary along

Z axis which is denoted as Lz. This is the typical boundary condition used for

simulating hydrocarbon surfaces discussed in the thesis.

2.1.3 MD Algorithm

Once the potential is chosen, MD simulation consists of solving the classical equation

of motion numerically. A simplified version of the algorithm is schematically shown

in Fig. 2.2 [4].

Figure 2.2: Schematic of MD algorithm [4]

Once the basic cell dimensions and boundary conditions are set, the simulation

pattern follows more or less what is described by the figure 2.2. As we need to
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solve Newton’s equations of motion, initial conditions of particle positions or ve-

locities are to be specified at the beginning of the simulation. The initialization of

positions depend on the kind of structure under consideration. For example, for

amorphous hydrocarbon films, one starts with a random collection of carbon and

hydrogen atoms. The randomness in the position is generated using random num-

ber generators, which is described in section (2.3). The initial velocities are sampled

from a Maxwell-Boltzmann distribution function which is a Gaussian function with

a suitable scaling factor. Thus the initial velocity distribution is a Gaussian corre-

sponding to the desired temperature. The net momentum of the system is set to

zero to prevent the entire cell starting to move.

~P =

N
∑

i=1

mi~vi = 0 (2.3)

Thus the system satisfies the condition described by equation (2.3). At any time

t the distances rij and the forces Fij between nearby atoms are calculated. From

these the equation of motion can be solved to get the positions and the velocities.

This is achieved by the numerical integration of equation of motion.

2.1.3.1 Numerical Integration

A standard method of solving ordinary differential equations is by finite difference

approach. The general idea is that given the positions and velocities at time t, at a

later time t+δt the quantities are calculated with sufficient accuracy. The equations

are solved on step-by-step basis and the choice of δt depends on the method of

integration. The displacement over a time step δt is denoted as δr and this has to

be much smaller than the distance between atoms to avoid the abrupt variations in

the potential. There exist many such integration algorithms such as Vertlet, Leap

Frog, Predictor-Corrector, Beeman etc [4, 93, 94, 103]. Predictor-Corrector (PC)

method is used in the simulations discussed in the thesis.

The general scheme of predictor-corrector algorithm can be summarized as fol-

lows:
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1. predict the positions, velocities, accelerations etc., at a time t + δt using the

current values of these quantities (at t)

2. evaluate the forces and hence the accelerations using the new positions

3. correct the predicted positions, velocities, accelerations etc., using the new

accelerations

4. calculate the variables of interest such as energy, order parameters etc., for

this time step before going to step (1).

In most of the cases, predictor gives an initial guess, no matter how accurate,

since the successive corrector iterations rapidly converge into the correct solution.

However, in MD simulations, the acceleration calculations are the most time con-

suming part and it is implicit in each corrector step, a large number of corrector

iterations could be numerically expensive. Normally, one or two corrector steps are

iterated and therefore, the closest accuracy of the predictor values are essential for

the fast computation.

Once the time step advanced to t + δt, the macroscopic properties of interest

such as temperature, pressure, response functions etc. can be calculated from the

microscopic states like positions, velocities, individual kinetic and potential energies

of the system at that time. At equilibrium the instantaneous kinetic and potential

energy fluctuates around an average value. The instantaneous temperature is given

by statistical mechanics as:
3

2
kT =

1

2
miv

2
i . (2.4)

In the equilibrium simulations of real systems, most of the measurements are

done at constant temperature and/or pressure and therefore, the simulations are

also needs to be done for constant pressure and/or temperature conditions which

are implemented by temperature and pressure control algorithms.
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2.1.3.2 Temperature and Pressure Control

In this thesis, we discuss the chemical erosion and the growth of hydrocarbon films by

the bombardment of energetic as well as thermal atoms. Each of these bombardment

event is a non-equilibrium process and therefore, the temperature of the system

rises locally to a different value than the desired equilibrium temperature. Due to

the periodic boundary conditions discussed in section (2.1.3), this excessive heat

can not “escape” out of the system. Therefore, there needs to be mechanisms,

which effectively brings down the temperature of the system back to the equilibrium

value [104–106].

From equation (2.4), it can be seen that reducing velocities would reduce the

temperature. The temperature can be effectively controlled by coupling to an ex-

ternal heat bath much similar to a canonical ensemble. In order to obtain a global

coupling with minimal local disturbance, for a system with instantaneous tempera-

ture T under stochastic coupling, gives proportional scaling in velocity of the form

v = λv. The scaling factor λ can be written in the following form,

λ =

[

1 +
∆t

τT

(

T0

T
− 1

)]
1

2

(2.5)

where, τT = (2γ)−1, is the coupling parameter and γ is the coupling constant. A

small value of τT corresponds to a strong heat bath. The values of τT lies between

0.001 and 1. A similar kind of expression can be derived for the pressure control,

with a proportional scaling in the coordinates of box length from l to µl. The scaling

parameter µ is written as,

µ =

[

1 −

∆t

τp

(P0 − P )

]
1

3

(2.6)

where, τp is the time constant for the pressure control which should typically be

greater than 100∆t, P0 is the desired pressure and P is the instantaneous pressure.

β is the isothermal compressibility of the system. Such a scheme of velocity and

pressure scalings are generally known as Berendsen scalings [104]. With large values
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of τT and τp such scalings gives realistic fluctuations in the system.

2.1.4 MD Units

The HCParCas code needs inputs of the positions of the atoms, velocities and the

atom types along with the desired simulation box lengths. The units used in the

simulations are scaled with respect to the box lengths and the time. If Li is the

length of the box in any direction of the sample, then the distances, velocities,

accelerations, time and force are scaled as follows:

xi
scaled =

xi
real

Li

(2.7)

vi
scaled =

vi
real

Li

∗ δ (2.8)

ai
scaled =

ai
real

Li

∗

δ2

2!
(2.9)

δ = 10.1085 ∗
√

m (2.10)

F i
scaled =

F i
real

Li

(2.11)

where real represents the MKS units, scaled is in the scaled units, δ is the time unit

and the m is the mass in amu. The simulation box is scaled between -0.5 to 0.5.

The code uses adaptive time step and the maximum is 1 fs, which corresponds to

0.025 in the scaled units.

2.1.5 Post processing of MD Results

The solution of the equation of motion (2.1) gives the positions, velocities and

acceleration of particles at any instant of time. The total kinetic energy, potential

energy and the total energy of the system can be calculated by averaging over fixed

time steps. Various macroscopic properties such as temperature, pressure, specific

heat etc., can also be derived from the data, depending on the types of simulations.

Specific post processors are developed to capture the microscopic details of films

under various circumstances which are discussed in the corresponding chapters. The
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post processors were also developed for analyzing large volume MD data for esti-

mating the statistics of various surface processes.

The inherent limitation of the time of simulation (maximum time upto a few

ns) and the number of atoms (a few thousands of atoms) which can be used in MD

simulations pause serious limitations in modeling the real time dynamics of systems.

In order to overcome this, we have developed techniques based on potential energy

surfaces (PES). Also, we have used kinetic and equilibrium Monte Carlo techniques,

details of which are discussed below.

2.2 Potential Energy Surface (PES) Analysis

A new technique based on potential energy surface analysis was developed for es-

timating the Migration Energy of hydrogen atoms within amorphous hydrocarbon

films. The technique involves the calculation of PES of H atoms within the a-C:H

sample and the details are discussed in corresponding context in Chapter 4 and

Chapter 6.

2.3 Monte Carlo (MC)

Monte Carlo methods are the techniques which use a sequence of random numbers

to obtain statistical estimates of the parameters which we wish to model. We have

used MC techniques to study the growth of hydrocarbon films from methyl (CH3)

radicals.

The central part of the MC simulations is the concept of random variables and

distributions which is implemented using computer generated random numbers [103,

107–109]. A random variable is a variable that can take any value, which cannot be

predicted in advance. Though the variable is unpredictable, the distribution of the

variable may be known, which is the probability of a given value. The Probability
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Density Function (PDF) g(u) of random variable u is defined as,

g(u)du = P [u < u′ < u + du] (2.12)

where, the PDF gives the probability of finding a variable u′ within du of a given

value u. It is often defined an integrated PDF where, the definite integral of g from

−∞ to u is taken and the integral is normalized such that the values are from 0 to

1.

The random numbers are generated out of a uniform distribution where the

probability of occurrence is same for all the values. The algorithm which we used

to generate the random numbers is based on congruential generator. The random

numbers u′ are generated by,

u′ = (IA ∗ u′ + IC)modM (2.13)

where the values are IA = 843314861, IC = 453816693, M = 231 and the period of

occurrence is 4×1018, which means within the period no two numbers are repeated.

These types of generators are called pseudo random numbers and the sequence is

defined by a small set of initial numbers.

Based on the Monte Carlo technique a 3D code was developed for simulating the

growth of amorphous hydrocarbon films from thermal methyl radicals, known as

Film Growth as Monte Carlo (FGMC). The code is taking into account the detailed

atomistic features such as bond angle, bond length, configurations of the molecules

etc.

2.3.1 Description of the code

The code assumes an initial sample size of (nx × ny × nz) volume binned into 1

Å3 cubes. The bin size is chosen in such a way that it is smaller than any bond

lengths we use in the simulation (C–H bond length: 1.11 Å, C–C bond lengths:

1.54 Å for sp3 configuration and 1.34 Å for sp2). An electron-pair repulsion model
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which is computationally much cheaper to implement than the MC or MD relaxation

techniques, is used to decide the stereoscopic orientations [110]. This helps to model

details of molecular hydrocarbon deposits upto several nano-meters and allows to

have sufficient thickness (mean height ≃ a few times the linear sample dimension)

of co-deposits to characterize the porosity and roughness of the films in terms of

parameters affecting them.

2.3.1.1 Probabilities

The probabilities of various surface reactions during the growth is calculated either

from MD simulations or from available experimental data. The events which are

considered for the growth are (a) sticking of CH3 in sp3 (tetrahedral) configuration,

(b) sticking as sp2 (planar) configuration, (c) H abstraction by the incoming CH3

and (d) null event where (a), (b) or (c) did not happen. An integrated PDF of all

the probabilities was calculated and random numbers were used to sample the PDF.

2.3.1.2 Site Selection

The selection of a particular site for incorporation is decided by the shadowing that

has. Let us consider a site to be the centre of a sphere, with standard spherical polar

coordinate system having its z-direction as the direction of film growth. We consider

an isotropic incidence of radicals and hence a site can be approached from any angle

in the upper hemisphere (0 ≤ θ ≤ π/2). Since, the incoming particles stick upon

the first contact, surrounding structures which are taller than the site can intercept

the particle, causing the shadowing effect. The concept of shadowing effect is shown

in Fig. 2.3. The actual exposed area around a site is therefore solid-angle averaged.

Nearest neighbours can also completely shadow a given site, in which case, there

is little point in calculating shadowing effects due to far away neighbours. Therefore

the shadowing calculation has been splitted to two parts. Nearest neighbour cover-

age for a given site is calculated by considering occupancy of seventeen bins (each

of 1 Å3), formed by in-plane and top-layer of a 3 × 3 × 3 Å3 cube, with the site at
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Figure 2.3: Schematic of the concept of shadowing

the center. Fraction of the area covered (fnear) is then given by (no. of occupied

bins)/17. Far neighbour-coverage is calculated from the solid angle subtended by

all columns of atoms (height measured relative to the site, 1 Å2 cross-section) at the

site. Overlapping shadows are removed and this sum is divided by 2π (the maximum

solid angle exposure that a site can have) which we define as ffar. The probability

of an i’th site being visited (pi) is then given by pi = 1− fnear − ffar. The choice of

sites to be updated is then decided by normalizing the cumulative probability of all

sites to unity and selecting any site by random selection.

Though the incoming radicals are uniformly random over the surface, the sticking

is not uniform as the probability of a site is being selected for incorporation is

decided by the shadowing. Therefore, growth is the convolution of the incoming

uniform random distribution and the surface distribution of dangling bonds.

2.3.1.3 Radical Incorporation

the sticking of methyl radicals to the surface can be considered as a ballistic pro-

cess, where, the atoms stick upon ’first contact’, when dropped randomly in chosen
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’bins’. The radical incorporation to a dangling bond location is by exploring vari-

ous equilibrium orientations it can have. This can be understood as follows: in a

C2H6 molecule, along the C–C bond axis, the H atoms are arranged in such away

that they form a staggered configuration. That is, the shortest angle between their

projections along the C–C bond axis is 60 degrees for sp3 configuration (see Fig 2.4

this angle φb in the simulations. For the sp2 case φb = 0 under ideal conditions, e.g.,

a graphene layer). Because of the non-crystalline nature, ideal values for φb will not

be possible. Therefore, a site is first explored for bonding possibilities by considering

different values of φb. For each value, the distance between newly arrived H atoms

and those in the neighbourhood is calculated. If the H-H distance is greater than a

critical value, dcrit, the bonding event is accepted. Introduction of parameter dcrit

is like introducing ‘steric-repulsion’ as in the electron-pair repulsion model. The

code also uses a distance dcut as the cutoff distance for cross-linking. If the distance

between two C atoms in the sample is equal to dcut, those atoms are considered

for cross-linking by inserting another C atom with 2 hydrogens between them. The

incorporation is done only if the H atoms obey the steric repulsion criteria. The

structure of the film formed is shown in Fig. 2.5.

Figure 2.4: Staggered configuration of ethane molecule
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2.3.1.4 Data Storage

The code uses highly vectorized algorithm and the details of atoms in the sample

are stored in a dynamic array called ’W-matrix’. The entries of W-matrix are the

bin index, atom type, bond type (sp2 or sp3), number of connections, X, Y and Z

locations of atoms, θ, φ and phib values, and the bin indices of connected bins. The

matrix contains these information of carbon, hydrogen and dangling bonds present

in the system. The post processing of W-matrix gives all the necessary information

need to characterize the film. The X, Y, Z coordinates can be plotted to obtain the

picture of the film shown in Fig. 2.5. Another dynamically defined hypermatrix of

size nx × ny is defined for defining the height of each bin (Kmax) and from where

average and height and surface roughness of the film is calculated. The roughness

is defined as the mean square deviation of the height.

Figure 2.5: The film formed in FGMC
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2.3.1.5 Inputs

The inputs of the code are:� steric repulsion parameter dcrit� initial surface roughness hdepth� cut-off distance for cross-linking dcut� C–C single bond length L3� C–C double bond length L2� C–H bond length LH� bin size L� sample size along X, Y and Z direction nx,ny and nz. All these distances are

specified in Å.� pattern of initial dangling bond arrangement for ordered or disordered lattice

isep� initial radical density rad� probabilities and cross-sections for various reactions (H abstraction, H addi-

tion, CH3 addition, sp2 to sp3incorporation) Pabs, Padd, sch3, sadd, Psp23� flux of CH3 and H jch3 and jh

In order to obtain the statistical credibility of calculated parameters, several

trials have to be done. Let n1 be the parameter which we calculate from the code

out of N trials, then the fluctuations in the value of n1 goes as ∆∗n1

n1

= 1√
N

. Therefore,

as N increases the confidence in the value of the parameter also increases.
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2.3.1.6 Outputs

The W-matrix is post processed to get all the output parameters. Since the matrix

contains the information of all the occupied bins, the empty bins for a given sample

size can be calculated. From this the porosity and void size distribution are calcu-

lated. The density, hydrogen content and the radial correlation function of the film

are also calculated. The main outputs from the code are:� density of the film� porosity� average height� surface roughness� hybridization ratio� hydrogen content� void size distribution� dangling bond distribution within the sample

These quantities can be calculated as a function of the input parameters.

2.4 Ballistic Deposition (BD)

Ballistic deposition is one of the earliest model adopted for explaining the roughened

interfaces in non-equilibrium process such as thin film growth. The basic idea of the

model is that an atom (spherical particle) is randomly dropped in straight line far

from the surface and stick upon the first contact. The first contact is decided by the

maximum height of all the neighbouring bin. Fig. 2.6 shows the schematic of first

contact principle [59, 63]. A set of routines were developed for simulating ballistic

deposition in 2D and 3D cases with normal and isotropic incidence. The method is
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Figure 2.6: Schematic of ballistic deposition for L bins. The particle A will stick to
location A’ where as B will reach the bottom location B’.

capable of generating porous structures and a typical structure formed in 3D case

is shown in Fig. 2.7.

The surface roughness of the film grown is calculated as the fluctuations in the

mean height. The fluctuations are arising due to the first contact principle. This

also leads to porosity of the film. The plot of surface roughness is shown in Fig. 2.8.

The ballistic deposition shows scaling laws as follows: let σ be the roughness

of the surface, then in the saturated roughness, where, mean height of the film

H >> L, the sample width scales as σsat ∼ Lα and α is known as the roughness

exponent [62]. If H << L, then the roughness scales as σgrowth ∼ Hβ, where β is

the roughness exponent. Typical values of α and β for 3D ballistics are 0.25 and 0.5

respectively. These scalings of 3D ballistics model is compared with the exponents

of FGMC code and the details are discussed in Chapter 5.
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Figure 2.7: The ballistic deposit formed in 3D simulation with normal incidence of
spherical particles. The width is 10 × 10 arb. unit. and mean height is 100

2.5 Kinetic Monte Carlo (KMC)

The evolution of dynamical processes in a system can be described by Master equa-

tion as in eqn. (2.14). This inherently assumes a Markovian process, where the

probability of transition of a dynamical variable y at time tn−1 from a value yn−1 at

a time tn depends only on the value of y at t − 1.

∂P (σf , t)

∂t
=

∑

σi

W (σi → σf )P (σi, t) −
∑

σf

W (σf → σi)P (σf , t) (2.14)

Here, σi and σf are the successive states of the system and P (σf , t) is the probability

of the system at σf and W (σi → σf ) is the probability per unit time that the system

undergoes a transition fro σi to σf [111–113].

At the steady state, the system obeys detailed balance condition and hence

the individual transition probabilities balance each other. The KMC provides a

numerical solution to the Master algorithm for both equilibrium as well as non-

equilibrium cases with real time. KMC is accomplished on a time scale where

no two events occur simultaneously. The task of KMC algorithm is to create a
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Figure 2.8: The surface roughness evolution in ballistic deposition process with normal
incidence.

chronological sequence of events separated by intervent times. One of the most

important assumption of KMC is that any transition which is possible at time t is

again possible at time t + ∆t, based on its rate and independent of the previous

occurrences. This is by definition a Poisson process and the probabilities are given

by Poisson distribution (eqn. (2.15)),

P (n) =
(Rt)n

n!
e−Rt (2.15)

where R is the sum of the rates of n processes occurring in the system.

The time between two events (τ) in the Poisson distribution is e−Rτ and has a

value between 0 and 1. Thus, the time interval can be written as,

τ =
−ln(U)

R
(2.16)

where, U is a uniform random number between 0 and 1.

In the thesis we use KMC simulations to study the dynamics of H atoms within
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the a-C:H films, which is a thermally activated process. The transport of hydrogen

within the film is done as adsorption-desorption processes where the jump of an

atom out of the potential well is characterized as Arrhenius-like process [5,22]. The

rate at which a particle jumps out of a potential well (ω) (as shown in Fig. 2.9) at

any temperature T can be written as

ω = ω0e
−Em

kT

where ω0 is defined as the jump (transition) attempt frequency, typically has the

value 1013 per second and Em is the Migration Energy (ME) of the H atoms within

the sample and k is the Boltzmann constant. For ni species having ωj jumps, the

rates R can be written as follows.

R =

Nspecies
∑

i=1

Njumps
∑

j=1

niω
j (2.17)

Figure 2.9: A schematic of migration energy [5].

The most crucial parameter which decides the frequency of jumps is the Migra-

tion Energy of the H atoms, Em. The value of Em depends on the local atomic

arrangement the jumping H atoms encounters and therefore, is not a single value

constant for amorphous films. Hence, one of the challenging problems of solving
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KMC algorithm for H dynamics in amorphous films is to find the ME values. We

have developed a method based on the PES analysis to calculate the Em values of

a-C:H films, details of which are discussed in Chapter 6.

Once ME values are known, KMC technique is to solve the Master equation

using numerical methods and we have used Bortz-Kalos-Lebowiz (BKL) algorithm

implemented in ReactsDiff code [22]. The BKL algorithm picks an event from the

cumulative distribution of probabilities R in a random manner by using a uniform

random number between 0 and 1 and the time is updated by an amount given in

equation (2.16) [114].

To summarize, in this chapter we have discussed the numerical techniques that

have been used for addressing the problems of the thesis. They are: (1) Molecular

Dynamics, (2) PES analysis, (3) Monte Carlo, (4) ballistic deposition techniques

and (5) Kinetic Monte Carlo techniques.



Chapter 3

Modeling of Chemical Sputtering

In this chapter we discuss the chemical sputtering of hydrocarbon films

using molecular dynamics simulations.

3.1 Introduction

The erosion of the carbon based Plasma Facing Components (PFC) releases various

carbon species into the edge plasma. The deposition of the eroded materials along

with hydrogen isotopes results in the formation co-deposited hydrocarbon films in

the regions adjacent to the erosion zones, which are further eroded by the plasma.

The radicals/molecules thus formed can undergo long range transport and reach the

remote regions of the tokamak such as pump ducts, baffle plates etc. Such a model

was used to explain the deposition observed in the louvres of JET tokamak [45].

The kinetic energy of the hydrogen ions from the edge plasma is typically in the

rang of 10 eV – 100 eV. At this energy range, both the kinetic energy and chemical

reactivity of the hydrogen together can assist the erosion of these layers. Thus,

the erosion yields are expected to be different than that observed in pure physical

sputtering and chemical erosion.

In order to understand and distinguish the kinetic and chemical effects of hydro-

gen in the erosion of a-C:H films, experiments were performed in the past, where

the kinetic and chemical effects are separated by using particle beams. The kinetic

45
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energy is supplied by chemically inert noble gas ions such as argon and chemical

reactivity is provided by thermal atomic hydrogen beams [115, 116]. These experi-

ments reported a dramatic increase in the erosion yield than what can be accounted

for from a simple addition physical sputtering (due to Ar ions) and chemical erosion

(due to thermal H atoms). The energetic ion creates dangling bonds within the

film by bond breaking and the atomic hydrogen attaches to these dangling bonds.

It is believed that this synergistic interaction of the energetic ions and the ther-

mal hydrogen (bond breaking and attachment) leads to the enhanced erosion yields

in such systems [116–119]. Similar enhancement in the yield was also reported by

experiments using hydrogen ion beams of moderate energy (∼ 100s of eV) [120,121].

The models for such enhanced erosion were based on the formation of saturated,

thermal hydrocarbon molecules within the hydrocarbon films as a consequence of

the successive bond breaking and passivation [117]. These molecules were believed to

diffuse from deep within the bulk of the film. Such processes are generally termed

as chemical sputtering, which indicates the role of both momentum transfer and

chemical processes involved in the erosion [20]. However, in the presence of energetic

ion bombardment along with the steric repulsion arising from the H atoms, the

possibility of such saturated molecule formation seems impossible. Thus, we expect

that the erosion happens as a consequence of the formation of the unsaturated

energetic molecules aided by ion bombardment. Also, the existence of diffusion

channels for molecules at lower substrate temperatures (≤ 600 K) also needs to be

understood from a fundamental point of view.

Therefore, to understand the atomistic level picture, we have performed Molecu-

lar Dynamics (MD) simulation by using energetic Ar ions (range of 25 eV – 200 eV)

and thermal H atoms (0.5 eV). The simulations were carried out in four different

cases to understand the effect of kinetic and chemical aspects involved in the erosion

process. They are,

1. H/Ar dependence: to understand the role of atomic hydrogen in the erosion

process.
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2. Energy dependence: to understand the effect of incident energy of Ar ions,

which reveals the role of momentum transfer processes [17].

3. Angle dependence: to further clarify the role of momentum transfer processes

as they (physical sputtering) exhibit a pronounced angle dependence [17].

4. Temperature dependence: The chemically activated processes show temper-

ature dependence as the activation barriers are reduced at higher tempera-

tures [19].

The details of the study are discussed in the subsequent sections of this chapter. In

Section (3.2) the basic simulation setups are described. This includes the method

of sample creation and the bombardment simulations for various cases. In Section

(3.3) the major results of the simulations are presented. The discussion of the results

are given in Section (3.4). The mechanism of erosion is discussed in (3.4.1) and the

conclusions are presented in Section (3.5).

3.2 Setting up Simulations

The simulations were performed using a MD code, Hydrocarbon Parallel Cascade

(HCParCas version V3.22), which employs a fifth-order predictor-corrector Gear

algorithm to calculate the positions and velocities of particles using adaptive time

steps [101]. The interactions of Ar atoms with carbon and hydrogen were modeled

using additive pair-potentials. The C–C and C–H interactions were modelled using

Brenner potential [99,100]. The creation of the a-C:H sample and the bombardment

simulations are discussed in the following sections.

3.2.1 Sample Creation

The a-C:H samples were created by annealing a collection of carbon and hydrogen

atoms using the Brenner potential for about 70 ns. The details of sample preparation

is given in Appendix A. The final sample consisted of 930 atoms in 14 × 14 × 28
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Å3 volume with an H/(H+C) ratio of 0.38 and a density of 1.750 g/cm3. This

corresponds to a-C:H layers deposited from ethylene plasma discharges with typical

parameters of H/(H+C)=0.39 and a density of 1.7 g/cm3 [122]. The fractions of

3-fold and 4-fold coordinated carbon atoms were 60 % and 37 %, which is in good

agreement with the experimental data for a-C:H films with properties intermediate

between hard and soft [79]. The sample thus created is shown in Fig. 3.1. The

original sample was heated or cooled upto the desired temperatures for making

samples at different temperatures.

3.2.2 Bombardment Simulations

The bombarding atoms were initialized at a height of 7 Å above the surface, which is

beyond the largest cutoff radius of 4.5 Å of all the potentials used in this simulation.

The energetic argon atoms typically thermalized within the sample for about 0.5 ps

after the impact, and thereafter the sample was relaxed for another 4.5 ps. Thus

the total simulation time for Ar impact was for 5 ps. The hydrogen atoms of

0.5 eV were bombarded on the Ar bombarded surface in a cumulative manner.

The angle of incidence for hydrogen atoms was chosen to be 45° to the surface

normal as it represents a more general case of incident angle. The simulation time

for a single H bombardment was 5 ps. The simulations were performed under 4

different parametric regimes to understand (a) H/Ar flux ratio dependence, (b)

energy dependence, (c) angle of incidence and (d) temperature dependence. Ten sets

of simulations were performed in all the cases and each set consists of 13 cumulative

repetitions of the (1 Ar + different number of H atoms) cycle plus a final Ar impact.

3.2.2.1 H/Ar Flux Ratio Dependence

The aim of these simulations is to understand the role of H atoms in the erosion

process. In order to achieve this, the original sample at 300 K was bombarded with

100 eV Ar atoms at 0° angle (along the surface normal) and at random locations

on the surface. The number of H atoms varied between 0 (pure Ar bombardment)
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Figure 3.1: The sample generated by MD simulations (cyan for carbon and pink for

hydrogen). Sample dimensions are 14x14x31.7Å3
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and 400. The total simulation time varied between 300 ps and 2500 ps depending

on the number of H atoms. In the case of pure Ar bombardment (no H atoms were

incident), the time between Ar atoms was kept 300 ps in order to compare with

other simulations which will be discussed in the subsequent sections. For the rest of

the simulations discussed in this chapter, the H/Ar ratio was kept at 50.

3.2.2.2 Energy Dependence

In these simulations, we have studied the energy dependence of erosion for a fixed

H/Ar ratio of 50 at 300 K sample temperature. The energy of Ar atoms was varied

between 25 eV and 200 eV. The upper limit of the energy is chosen in such a way

that the range of incident Ar atoms will not exceed the sample size in Z-direction (28

Å in Z-direction). The incident Ar atoms were tracked for 5 ps to 20 ps depending

on the incident energy. The simulation procedure was similar to that in the flux

ratio dependent.

3.2.2.3 Angle Dependence

The angle dependent simulations were done at 300 K for 100 eV and 150 eV Ar en-

ergy with H/Ar ratio at 50. The angle of incidence of Ar atoms varied between 0° to

80° with respect to the surface normal at various surface locations. The simulations

were similar to those of energy dependent case.

3.2.2.4 Temperature Dependence

The temperature dependent simulations were performed for a range of temperatures

from 100 K to 800 K for the incident Ar energy of 100 eV at normal incidence at

random surface locations. The simulation procedure was similar to that of the angle

dependent case.

For comparison two additional sets of cumulative bombardment runs were also

performed with only Ar atoms and with only H atoms for all the four cases described

above. The time between successive impact events was kept the same as for the co-
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Figure 3.2: Radial distribution function derived from neutron scattering experiments
compared with RDF of MD generated sample.

bombardment simulations.

3.3 Results

The amorphous nature of the sample was characterized by the radial density dis-

tribution function (RDF) of the carbon atoms computed for the carbon network

by

g(r) =
V

4πr2N2

〈

∑

i

∑

i6=j

δ(~r − ~rij)

〉

, (3.1)

where V is the volume, N is the number of particles in the system, and ~rij is the

distance between particles i and j. The data are compared with neutron scattering

experiments given in Ref. (in Ref. [123] figure 1, curve 3). The RDF gives the

conditional probability of finding an interparticle distance of r. Thus g(r) provides

a measure of local spatial ordering (Fig. 3.2). The location of the peaks indicating

the next-neighbour (1.5 Å) and second-next-neighbour (2.8Å) distances are in good

agreement with the experimental data. The structure below 1 Å in the measure-

ment is due to H2 molecule contributions present in the experimental data since

the experimental RDF is given by the superposition of contributions of all atom

pairs (C–C, C–H, H–H). This is also the reason for the shoulder at 2 Å. RDF was

computed after bombardment and the difference with the initial RDF lies within



52 CHAPTER 3. MODELING OF CHEMICAL SPUTTERING

the statistical fluctuations. This confirms that the cumulative bombardment did

not alter the structural integrity of the sample.

Table 3.1: Film properties before and after bombardment simulations of 300 K sample

after 45° by 150 eV Ar atoms. The quantities in brackets are for the upper half (14 Å)
of the sample. The displayed values are averaged over all 10 simulation sets. NC and NH

are the numbers of C atoms and H atoms, respectively. The bond distribution gives the
number of C–C coordination (for details see text).

Sample NC NH NH/NC Bond distribution

1C 2C 3C 4C

Initial 510 315 0.618 8 169 267 66

(177) (0.616)

H alone 510 346 0.678 8 169 269 64

(208±1) (0.725)

Ar alone 499±3 292±4 0.584 12±1 196±2 260±1 31±1

(154) (0.559)

Ar|H 484±3 323±4 0.667 16±1 187±2 241±2 39±2

(190) (0.715)

The key properties of the sample for 150 eV Ar bombardment at 45° angle of

incidence are shown in Table 3.1. NC and NH are the numbers of ‘active’ carbon

and hydrogen atoms respectively, i. e. all atoms except those fixed at the bottom 3

Å of the sample. The C–C coordination is the number of carbon atoms attached to

any given carbon atom in the sample. From here onwards, this is referred as carbon

coordination.

3.3.1 H/Ar Ratio Dependence

Table 3.2: The erosion yield as a function of H/Ar flux ratio for Ar energy of 100 eV and
thermal H atoms

H/Ar Ratio Erosion Yield

0 0.057 ± 0.035

5 0.21 ± 0.077

50 0.45 ± 0.0564

100 0.43 ± 0.11

400 0.44 ± 0.14

The erosion yield as a function of incident H to Ar flux ratio for 100 eV Ar
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bombardment at 300 K sample temperature is shown in Table 3.2. The yield showed

a steady increase with flux ratio upto 50 and saturated afterwards. The yield for pure

physical sputtering is 0.07 and 0.45 for the flux ratio values of 0 and 50 respectively.

There was no significant increase in the erosion yield for H/Ar greater than 50.

At this point further additions resulted in either reflection or replacement of the

already added H atoms. This did not change the number of added H atoms to

the sample.Further simulations revealed that the saturation level is approximately

same for Ar energies of 100 eV and 150 eV. This is why all other simulations were

performed for an H/Ar ratio of 50.

3.3.2 Energy Dependence

The energy dependence of the erosion yield of both Ar|H and Ar-Only simulations

is shown in Fig. 3.3. The yield increased with incident Ar energy for both the cases

and no erosion was observed in the H-only case. For energies less than 100 eV the

difference in yield between pure physical sputtering and co-bombardment is less and

with the increase in energy (≥ 100 eV), the difference also found to be increasing.

At 200 eV, the pure physical sputtering yield is 0.45 and the co-bombardment yield

approaches 1.

3.3.3 Angle Dependence

The angular dependence of the yield for both Ar-only and Ar|H cases is shown in

Fig. 3.4. Here also, no erosion was seen for pure H bombardment simulations.

The sputtering yield dependence for Ar-only simulations roughly follow the well

known sputter yield curves computed with binary collision codes like TRIM with a

maximum around 70 degrees [17]. The corresponding MD simulations yielded less

pronounced peaks due to the non-negligible influence of surface roughness, which

enhances the erosion yield at any angle [124]. However, it can be seen that the

erosion yield for Ar|H case is higher than the pure physical sputtering yield (Ar-

only) for the whole range of angles.
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Figure 3.3: The erosion yield as a function of incident Ar energy for Ar|H and Ar only
case. The hydrogen alone case does not show any erosion at 300 K.
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Figure 3.4: The angle of incidence of 100 eV Ar for both Ar|H and Ar only case.
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Figure 3.5: The temperature dependence of erosion yield in both Ar|H and Ar only case.
There was no significant erosion in the case of H only simulations.

3.3.4 Temperature Dependence

The temperature dependence of the erosion yield is shown in Fig. 3.5. The erosion

yield steadily increased with the sample temperature in the case of Ar|H simulations,

whereas it was more or less constant in the Ar-only case. The absolute yield in the

co-bombardment case is a factor of 3 higher for high temperatures (≥ 600 K) than

the pure physical sputtering case. No erosion of C atoms was observed in the H-only

case.

3.4 Discussion

In all the simulations we have observed an enhanced erosion yield when additional

hydrogen atoms were supplied. Thus, the mechanism of erosion should be different

than pure physical sputtering and chemical erosion. In the subsequent section we

discuss a mechanism for the enhanced erosion due to the energy synergism.
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Figure 3.6: C–C coordination and number of carbon atoms in the sample as a function
of the number of Ar impact events in the Ar|H case. The C–C coordination is normalized
to the number of carbon atoms in the sample after each Ar impact and rescaled such that
their initial values are 1.

3.4.1 Mechanism of Erosion

The process of erosion can be understood as follows: Ar atoms create open bonds

within their penetration range (mean range ≈ 8Å) resulting in the formation of

linear hydrocarbon chains. This can be confirmed from the bond distribution of

carbon atoms within the sample (see Fig. 3.6). The fractions of singly and doubly

coordinated atoms are increased at the expense of 3-fold and 4-fold coordinated

atoms, which is a clear indication of bond breaking. The damage created is mostly

confined to the top layers, as shown in the depth profile of the displaced atoms (Fig.

3.7), which is in good agreement with TRIM.SP calculations [17].

The open bonds thus formed on the top layers are passivated due to hydrogen

bombardment in the case of the Ar|H simulations, resulting in hydrogen-rich upper

layers. This can be seen from the H/C ratio of the top layers of the film which is

given in Table (3.1) and Fig. 3.8 for both the Ar-alone and Ar|H cases.

The change in the surface structure of the film due to additional hydrogen after

12 Ar impacts can be seen from Fig. 3.9. In the case of pure Ar bombardment,



3.4. DISCUSSION 57

0 2 4 6 8 10 12 14
Distance from the surface (Å)

0

5

10

15

20

25

A
ve

ra
ge

 N
o.

 o
f C

 a
to

m
s 

di
sp

la
ce

d

Figure 3.7: The depth profile of displaced C atoms due to 150 eV Ar bombardment per
simulation set (14 Ar impacts).
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Figure 3.8: Average H/C ratio of the sample before and after one Ar|H simulation cycle.
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Figure 3.9: The surface structure after 12 Ar impacts: (a) Ar-only case, (b) Ar|H case.
Representation of sample atoms: hydrogen by small light grey spheres, argon by dark grey
spheres, carbon by light grey spheres.

long chains of carbon atoms get closed via re-attachment at some other open bond

locations. However, the screening effect of hydrogen atoms in Ar|H case makes the

closing of long hydrocarbon chains difficult even if there are available binding sites.

Although this effect is hard to quantify it is clearly visible in the simulations. The

steric repulsion arising between H atoms connected to different C atoms keeps the

chains predominantly linear in the case of Ar|H simulations (see Fig. 3.6).

The subsequent Ar impacts cause further breaking of C–C bonds resulting in the

detachment of unsaturated molecules from the sample. Thus we call this mecha-

nism Hydrogen Enhanced Physical Sputtering (HEPS). The bond breaking

happens either by direct bombardment or by the knock-on atoms. Since the top

atoms of the linear carbon chains are covered with hydrogen in the Ar|H case, the

broken molecule fails to re-attach to any other available bonding site. Hence, the

unsaturated molecule comes out of the sample. The schematic of the erosion process

is shown in Fig. (3.10).

The overall picture of erosion can be further understood from the depth profiles

of bombarded argon and hydrogen within the sample. Fig. 3.11 shows the profiles of

Ar and H along with the eroded carbon atoms from the sample. It can be seen that,

most of the eroded carbon atoms were from the common range of both hydrogen and
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Figure 3.10: Schematic of mechanism of erosion: Hydrogen Enhanced Physical Sputter-
ing (HEPS).

carbon atoms. This confirms the combined effect of bond breaking and passivation

in the erosion process.

The unsaturated molecule emission can be confirmed from the analysis of the

sputtered species. None of the emitted carbon atoms were CH4 in either the Ar-

alone or Ar|H simulations. The erosion histogram (Fig. 3.12) shows the fraction

of different ejected hydrocarbon radicals normalized to the total number of events.

Though, the fraction of radicals having more than 4 carbon atoms is low, the C2 and

C3 molecules are eroded only if additional hydrogen is present. This is in agreement

with the existing results for co-bombardment simulations performed with low energy

noble gas ions and hydrogen atoms (5 eV and 10 eV) on a-C:H films [125].

The role of momentum transfer processes in the erosion can be clearly understood

from the kinetic energy distribution of the eroded particles given in Fig. 3.13. It can

be seen that the energy of the particles (0.5 eV to 2 eV) is well above the thermal

range. The high energy tail in the Ar|H simulations is due to the more pronounced

occurrence of the loosely bound carbon atoms.
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Figure 3.11: Distribution of implanted Ar and H projectiles and the origin of eroded
C atoms within the sample in Ar|H simulations for 150 eV Ar energy. The vertical line
indicates the initial surface.
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Figure 3.12: Distribution of the number of carbon atoms in the sputtered molecules in
both Ar only and Ar|H case for 150 eV Ar bombardment at 45°angle of incidence w.r.to
the surface normal at 300 K sample temperature. Beyond 4, the y values are multiplied
by 5 to make it visible.
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Figure 3.13: Energy distribution of the sputtered carbon atoms for 150 eV Ar bombard-
ment at 300 K. The high energy tail in the Ar|H case indicates the increased fraction of
less coordinated C atoms.

The typical time for molecule ejection is plotted in Fig. 3.14, which shows that

the erosion is a fast process. All the molecules were ejected within 5 ps after the Ar

impact. A closer inspection of the emission time reveals that most of the smaller

hydrocarbons (C1Hy) were ejected within 1 ps after the Ar bombardment. Most of

the larger molecules were eroded at later times (> 2.5ps), contributing to the high

fraction of eroded carbon atoms in the case of Ar|H simulations. In the Ar-alone

case, the absence of molecules with more than three C atoms (see Fig. 3.12) prevents

the occurrence of any late emissions.

The role of momentum transfer processes is also supported by the angle depen-

dence of the yield (3.4). It can be seen that the shape of the curve roughly follows

the shape of pure physical erosion with an enhanced erosion yield for all angles.

The chemical and momentum transfer effects involved in the erosion process thus

can be clearly distinguished. The ejection of CxHy radicals is entirely a momentum

transfer effect. It is confirmed that the final step of erosion in the present scenario

is the physical sputtering. This is also supported by the observations of J. Marian

et. al, where the erosion of unsaturated radicals were reported from a-C:H layers



62 CHAPTER 3. MODELING OF CHEMICAL SPUTTERING

0 1 2 3 4
Time (ps)

0

0.05

0.1

0.15

0.2

F
ra

ct
io

n 
of

 C
 a

to
m

s 
ej

ec
te

d

Ar|H
Ar

Figure 3.14: Histogram of the emission time of the eroded carbon atoms after 150 eV
Ar impact at 300K. Most of the larger molecules were eroded at a later time (>2.5 ps)
contributing a high fraction to the number of carbon atoms.

due to 100 eV deuterium ion bombardment [58].

However, the steric repulsion arises from the excess hydrogen on the surface

in our simulations is purely chemical in origin and is responsible for the increased

sputtering yield. This mechanism implies that the H/Ar-flux ratio is one of the

key quantities. If the H/Ar-ratio is very low, the broken C–C bonds created by the

energetic Ar atoms cannot be saturated and the additional steric effect is strongly

suppressed. Therefore at low H/Ar-ratios the sputter yield should be close to the

pure physical sputter yield. The presence of hydrogen results in the reduction of

C–C co-ordination which effectively shifts the threshold energy for the sputtering to

lower values. This increases the erosion yield. If the H/Ar-ratio is high enough to

saturate the broken C-C bonds with hydrogen then a further increase should exhibit

no effect on the sputter yield (see Table 3.2).

3.4.2 Energy Dependence of Erosion

The energy dependence of the erosion can be understood in the framework of the

above discussed mechanism. The damage increases with the Ar energy and the
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Figure 3.15: (left) Damage created in the sample as a function of incident Ar energy,
(right) added H profile within the sample as a function of incident Ar energy

incident H atoms passivate the open bonds through out its penetration range. This

results in a weakened C–C network and further Ar bombardment causes the erosion

of unsaturated molecule from the film. This can be understood from Fig. 3.15,

where the increase in the damage and the H penetration range increases with the

Ar energy.

The time of erosion of molecules was within a few pico-seconds after Ar bom-

bardment. The surface roughness of the sample was also found to increase with the

energy of the bombarding atoms.

The comparison of the energy-dependent simulation results with experimental

data is shown in Fig. 3.16. It can be seen that, at lower energies, the experimental

yields are well above the simulated ones. The reason for the discrepancy could be

two fold. At lower energies (≤ 50 eV) the quantification of experimental param-

eters is not very accurate. Also, the surface roughness of the film after energetic

bombardment could be high (∼ nm) and this cannot be simulated in the small-sized

MD samples. However, the simulation results qualitatively follow the shape of the

experimental curve.

3.4.3 Temperature Dependence of Erosion

The changes in the properties of the film with temperature is shown in Table 3.3.

This change can be attributed to the increase in C–C bond length with temperature.
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Figure 3.16: Comparison of MD results with experimental data for energy dependence.

Therefore, the calculation of the co-ordination with a fixed distance (for C–C, 2.0 Å

and for C–H, 1.6 Å) shows a reduction in the number of atoms in the neighbourhood

of a given C atom. This in fact shows ’weakened’ C–C bonds.

Table 3.3: Sample properties as a function of temperature

.

T (K) LxLyLz (Å3) N ρ (gm/cc) H/(H+C) C coordination

4-fold 3-fold 2-fold

100 13.905x14.934x31.70 916 1.829 0.3755 36.0 61.7 2.1

300 13.905x14.934x31.70 916 1.829 0.3755 36.0 61.5 2.1

400 13.905x14.934x31.70 916 1.829 0.3755 35.8 62.1 1.9

500 13.905x14.934x31.70 916 1.829 0.3755 35.7 62.2 1.7

600 14.020x13.914x31.70 913 1.828 0.3735 32.2 65.9 1.2

700 14.020x13.914x31.705 913 1.828 0.3735 28.5 70.3 0.7

800 14.189x13.961x31.719 905 1.826 0.3679 25.2 73.4 0.9

The H-only simulations show that the hydrogen intake to the sample increases

with the sample temperature (see Fig. 3.17). For temperatures less than 600 K,

the H intake stays more or less constant and increases afterwards. The peaks of the

depth profiles of the H distribution were near the surface for all the temperatures
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Figure 3.17: (left) The hydrogen intake to the sample as a function of the sample tem-
perature, (right) added H profile within the sample as a function of sample temperature.
Both the plots are for H-only simulations. The total number of incident H in all the cases
were 650.

and the peak height at 800 K was approximately 1.5 times higher than that at 100

K. The tail of the distributions also stays more or less same for all the temperatures.

Therefore, the increase in the number of added H atoms can be interpreted as the

hydrogenation of the ’weakened’ C–C bonds which becomes important from 600 K

onwards (see Table 3.3).

The observed temperature dependence in the case of Ar|H simulations can be

explained by the formation of a further weakened C–C network by bond breaking and

passivation. This weakness is further amplified by the additionally added hydrogen.

The subsequent Ar bombardment results in the molecule emission. However, the

Ar-only simulations do not show any notable change in the erosion yield with the

temperature. This can be explained as follows: with temperature, the thermal

expansion of the film is small (0.019 Å in Z-direction at 800 K) and therefore, the

change in the bond energy due to the change in the bond length is not significant

compared to the bond breaking energy.

Even at 800 K the diffusion of H atoms into the sample was not pronounced.

Considering the C–C bond energy (E) of 2 eV, the time required for breaking of

C–C bonds takes on average 0.4 sec at 800 K (t = 1
ω

and ω = ω0exp(−E/kt),

ω0 ∼ 1013/s). The total simulation time was only upto 6 ns and therefore, no

thermal chemical erosion is expected to be seen at these time scales.
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The experiments of H induced chemical erosion of hydrocarbon films shows that

the erosion yield enhances after 400 K and peaks around 650 K [19]. After 600

K, thermal erosion of H atoms increases and therefore sp2 formation increases [19].

This reaction competes with hydrogenation and therefore depends on the flux of H

atoms. At high MD fluxes of simulation (∼ 1030 cm−2s−1), thermal H emission does

not happen effectively and therefore the erosion peak is shifted towards higher and

higher temperatures.

Thus the net erosion in the experimental scenario could be the combined contri-

bution of HEPS and thermal chemical erosion. However, in MD simulations, there

is no thermal chemical erosion, due to the limitation of the simulation time. The

temperature dependence can be explained as a consequence of the amplification of

the inherently weakened C–C network of the sample.

3.5 Conclusions

The synergistic erosion of hydrogenated carbon films was investigated using MD

simulations, which resulted in an enhanced erosion yield compared to a simple addi-

tion of physical sputtering (due to Ar ions) and chemical erosion (due to thermal H

atoms). The mechanism of erosion, Hydrogen Enhanced Physical Sputtering (HEPS),

can be described by the following steps:� The energetic argon ions create dangling bonds within the penetration range.� The abundant hydrogen atoms saturate most of the broken bonds in the first

few atomic layers.� The steric repulsion which arises from H atoms bound to neighboring C atoms

in the top layer prevents the re-attachment of the broken C–C bonds.� The final release of the hydrocarbon molecule is by a physical sputtering step

due to the energetic Ar atoms.
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As a consequence, a variety of unsaturated molecules are eroded from the film. The

HEPS mechanism is a fast surface erosion process and the time scales are in the

picoseconds range. Within the total time of 6 ns of the cumulative simulations no

indication of diffusion of isolated saturated hydrocarbon molecules could be detected.

The energy dependence of HEPS showed an increase with incident Ar energy.

This can be explained by the increase in the damage creation (and passivation) with

the increase in the energy. The temperature dependence also showed an increase in

the erosion yield which can be explained by the interplay between bond breaking

and passivation on an already weakened C–C network. The comparison of the de-

pendence on incident energy of the Ar atoms in the simulations and the experiments

showed a good qualitative agreement.

Among the various species eroded, the high-C radicals (C>1) can get dissoci-

ated and ionized by the edge plasma in the tokamak. Also, they can undergo wall

collisions. The sticking coefficient of high energetic radicals are high and therefore

can get stuck to the near-erosion regions. This may explain the hard, hydrogen-less

co-deposits observed in the plasma-exposed regions of the tokamak. The low stick-

ing, low energetic radicals such as CH3 can undergo long range transport and reach

the plasma-shadowed remote regions. The sticking properties of both low energetic

as well as high energetic radicals are investigated in the next chapter (Chapter 4).
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Chapter 4

MD Studies on the Interaction of

CH3

In this chapter we discuss the interaction of methyl radicals with amor-

phous hydrocarbon (a-C:H) films with the help of MD simulations.

4.1 Introduction

In the previous chapter, we have shown that the chemical sputtering of a-C:H films

can release a variety of hydrocarbon radicals into the plasma. These radicals get

dissociated, ionized and transported through the plasma. During the transport,

they collide with the inner walls of the tokamak and the species with high sticking

coefficient such as C2H, CH2 etc., are deposited adjacent to the erosion regions.

The low sticking molecules such as CH3 can undergo multiple wall-collisions and

eventually get transported to far away locations from the active erosion regions [126].

Thus it becomes important to understand the sticking properties of CH3 radical for

modeling the growth of co-deposits in the plasma-shadowed regions.

The sticking of methyl radicals is also of importance in plasma processing exper-

iments, where methane plasma is used for making uniform protective hard coatings

such as Diamond Like Carbon (DLC) films. [64–68,77,127–134]. These experiments

showed that methyl radicals are the most abundant species present in the plasma

69
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and the films are formed under energetic ion bombardment [68, 69]. On the other

hand, the condition relevant to the plasma-shadowed regions of tokamak is mainly

a vapour phase consisting of a mixture of thermal CH3 radicals and hydrogen atoms

and molecules. The films grown under such conditions are generally soft [77] and

the mechanism of growth is different than the hard ones [71].

The mechanism of growth (sticking cross-section and its angle dependence) on

flat, diamond surfaces was investigated by Träskelin et.al., using MD simulations [91,

92]. However, the amorphous hydrocarbon (a-C:H) films are different in a number

of ways: (a) a-C:H films have inherently rough surfaces, (b) the presence of a variety

of atomic neighbourhoods and (c) the steric effects originating from the hydrogen

atoms attached to the radicals. These factors add to the complexity of the system

and hence the sticking coefficients and cross-sections are expected to be different

than flat, diamond-like surface.

Thus, to understand the effect of (a), (b) and (c), we have carried out MD

simulations of thermal CH3 sticking (corresponding to 2000 K distribution) on a-

C:H surfaces having four different (i) hydrogen content, (ii) number of dangling

bonds and (iii) surface roughness. Though MD simulation has all the information

about the system, the quantification of the number of dangling bonds is complicated

due to the variety of atomic arrangements in a-C:H films. Therefore, a method based

on Potential Energy Analysis (PEA) was developed to identify the dangling bonds.

Accordingly, the chapter is organized as follows: the simulations and analysis are

discussed in Section (4.2). The PEA method is in Section (4.2.2). The results are

given in Section (4.3) and the discussion is in Section (4.4). The energy dependent

studies are given in Section (4.4.1) and the conclusions are given Section in (4.5).
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4.2 Simulations and Analysis

4.2.1 Sample Creation

The simulations were carried out using HCParCas code [101] and the carbon–

hydrogen interactions were modelled using Brenner potential [100]. Four types of

samples were created in MD with different hydrogen content. They are: (1) MD gen-

erated initial sample, (2) hydrogenated sample, (3) hydrogen saturated sample and

(4) Ar bombarded sample. The samples are so chosen such that they represent the

limiting conditions of hydrogen content. The creation of the MD generated sample

was similar to that described in Appendix A. The hydrogenated sample was made

by bombarding hundred hydrogen atoms of 0.5 eV energy on the sample (1). The

hydrogen saturated sample was created by continuing the bombardment upto 500 H

atoms, within which the surface has reached the steady-state. The Ar bombarded

sample was made by bombarding 14 Ar atoms on the sample (1). The number of Ar

atoms are chosen in such a way that by keeping the structural integrity, the surface

hydrogen content is considerably less than the H saturated surface. The density of

all the samples were about 1.8 gm/cc and the temperature was kept at 300 K. The

properties of the samples are given in Table 4.1.

Table 4.1: Sample properties

.

Sample NC NH H/(H+C) Surface H content

MD generated

(initial) 572 341 0.373 0.495

H interacted 572 352 0.381 0.508

H saturated 572 365 0.390 0.583

Ar bombarded 572 338 0.371 0.495

The radial correlation of all the samples was evaluated using equation (3.1) and

was found to be similar to (see Fig. 3.2) and thus the amorphous characteristics of

the films was confirmed.

The surface structure, number of dangling bonds etc., on the surfaces are cal-

culated using Potential Energy Analysis (PEA) of the film, which is discussed in
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subsequent sections.

4.2.2 Potential Energy Analysis (PEA)

The method is based on the idea that the dangling bonds are the potentially attrac-

tive sites within the film. The proposed method has two parts: (a) calculation of

the potential energy surface of the sample using hydrogen atom as the test particle

and (b) elimination of certain sites according to the potential energy values of the

neighbouring sites.

The reason for choosing H atoms is two fold: first, H atoms can only make sigma

bonds with C atoms like CH3 radicals, which is not the case for C atoms as they

can have all the possible binding possibilities like sp2 type, sp3 type etc. Second,

unlike CH3 radicals, there is no orientation preferences [135] for H atoms and this

makes calculations relatively simple.

The samples were binned in X, Y and Z directions and each location was defined

by a unique bin index. The bin sizes varied between 0.1 Å to 1 Å and it was found

that upto 0.5 Å binning, the potential energy variation is not drastic. The sam-

ple atoms were at fixed locations (‘frozen’) while taking the measurements. This

assumption is valid as the displacement of sample atoms is not significant for ther-

mal CH3 bombardment. However, this does not hold for energetic radicals as the

energetic radicals can alter the structure by damage creation. The test atom was

kept at each bin locations (corners of the bin) and the potential energy due to the

neighbouring atoms (many body interaction) was calculated. Thus, a 3D matrix of

potential energy values were obtained.

The attractive potential (negative potential values) locations thus obtained may

not necessarily be the binding sites for a CH3 radical due to its larger size. Con-

sidering the steric effects it is possible to see that the sticking will happen only at

those locations where the molecule can find a stable configuration (see Fig. 4.4).

This immediately leads to the condition that, adjacent to a given attractive site,

there must have an attractive neighbourhood at least upto next-to-next neighbours.
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Figure 4.1: The identified dangling bond location on a methane molecule with topmost

H atom removed. Blue: carbon, pink: hydrogen, red: 4th H atom of methane, green:
predicted dangling bond location by the algorithm

A scheme based on this concept was developed and compared with the simulation

results.

The locations where potential energy is strongly attractive (PE ≤ -1.0 eV) is

considered as the initial sites. This cut-off is chosen because C–C bond has energy

∼ 2 eV and therefore the incident radical has a high probability to get bound at

such locations. For each such bin, if the potential energy of the top locations are

repulsive then the site is rejected. Most of the resulting sites resided within a depth

of 10 Å.

4.2.2.1 Testing of Algorithm

The above algorithm was tested with surfaces and molecules having known dangling

bond locations. The algorithm was tested for three distinct cases. In the first

case, it was tested for a methane molecule and the algorithm yielded no dangling

bonds. A methyl radical in tetrahedral configuration was chosen in the second case

by removing the top most H atom from the CH4 radical. This resulted in a strongly

attractive site at the fourth location of the molecule, which is shown in Fig. 4.1.
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The identified dangling bond location was at a distance of 0.143 Å from the actual

location. This is due to the finite size binning of the film of 0.5 Å. Thus there is an

inherent uncertainty of the bin size in the location of the dangling bond. In the third

case, the same molecule was inverted such that the removed hydrogen location is in

the bottom. The algorithm yielded no possible binding location. This is because the

C atom was exactly above the removed H atom location, which yielded a repulsive

site.

4.2.2.2 Definition of the Surface

There exists no unique method for defining the surface of the amorphous film due

to the inherent roughness in the atomic scale. Thus we define the surface of the film

based on the potential energy, in such a way that for each X-Y coordinate, there

exists a top most Z coordinate, where the absolute value of PE ≤ 10−5 eV.

The surface structures for three different films is shown in Fig. 4.2. The mean

height of all the surfaces is 30.650±0.139 Å. The roughness of the surface is defined

as the mean square deviation of the height and ion bombardment found to increase

the roughness due to the reduced co-ordination of the C atoms (see Fig. 3.6 in

Chapter 3). The properties of the surface along with the number of dangling bonds

for different cases is given in Table 4.2.

Table 4.2: The surface properties for different cases.

.

Sample Hydrogen content Ndb Surface A
H/(H+C) H/C roughness (Å) (Å2)

Ar 0.391 0.643 32 1.64 638.0

bombarded

Initial 0.495 0.981 15 1.03 471.5

H 0.508 1.03 11 1.07 507.9

interacted

H 0.583 1.4 8 0.89 469.5

saturated
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Figure 4.2: The surface structures of (top) initial sample at 300 K, (middle) hydrogen
saturated sample and (bottom) Ar bombarded sample
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Figure 4.3: Velocity and kinetic energy distribution of methyl radicals corresponding to
2000 K

4.2.3 Bombardment Simulations

The a-C:H surfaces were bombarded by CH3 radicals at normal incidence. The

incident energy was sampled from the velocity distribution corresponding to 2000 K

(thermal) as shown in Fig. 4.3.

The CH3 radicals were created by specifying the coordinates of C and H atoms in

sp2 (planar) configuration and then relaxed afterwards for about 0.5 ps. The velocity

of the molecule was specified by both a) velocity of the centre of mass (CM) of the

molecule and b) velocity about the center of of mass. Ten thousand non-cumulative

bombardment events were performed in all the simulations on a flat area of 144 Å2

(avoiding the temperature scaling region of 2 Å at the edges in X and Y directions)

indicates that each square angstrom receives typically about 69 radicals. This gives

reasonably good statistics for the estimation of reaction events at the surface sites.

The sample temperature was brought down to 300 K after every bombardment. The

simulation was for 10 ps.

4.3 Results

We noticed mainly three types of reactions: (a) direct sticking of the radical on the

surface, (b) abstraction of the bound hydrogen from the surface and (c) reflection.

We also observe rare events of breaking of thermal CH3 on the surface and followed

by the reflection of CH2 radical. The hydrogen atom from the broken CH3 was
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incorporated into the sample. The sticking coefficient (η) is defined as the ratio of

number of radicals incorporated (chemisorptions) to the total number of incident

radicals. Table 4.3 shows the various surface reactions as function of the hydrogen

content of the top layers of the film. It can be seen that most of the radicals reflected

from the surface in all the cases.

Table 4.3: Surface reactions as a function of the hydrogen content of the films

.

Sample H content Events (out of 10,000) Average

Sticking

Reflection H abs. Sticking coefficient

Ar 0.391 9413 1 586 5.86×10−2
± 4×10−4

bombarded

MD generated 0.495 9855 14 131 1.3×10−2
± 9×10−4

(initial)

H 0.508 9891 17 92 9.2×10−3
± 1×10−3

interacted

H 0.583 9980 7 13 1.3×10−3
± 2.8×10−3

saturated

The sticking coefficient (η) was found to increase with the decrease in the hydro-

gen content of the surface. In the case of Ar bombarded surface, it is 5.86 × 10−2

which is close to the reported values on ion bombarded surfaces (> 10−2) [74,76,136]

which drops down to 1.3 × 10−3 for H saturated surface.

The number H abstraction events are found to be less for thermal radicals. In

the case of Ar bombarded sample, the initial hydrogen content (0.391) was already

less which explains the very low (only one) H abstraction. The number of H ab-

stractions increases with the surface hydrogen content. However, for H saturated

surface, the steric repulsion from the abundant surface bound H atoms prevents the

incoming radicals from reaching the surface and consequently H abstraction drops

down drastically. This also accounts for the highest number of reflections.

The snapshot of CH3 sticking is shown in Fig. 4.4. It can be seen that the

incident radical performs rotations during incorporation until all the three H atoms

of CH3 are at a distance from the surface bound atoms. We call this as the steric

repulsion distance (dcrit) and was found to be typically around 1.6 Å.
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Figure 4.4: Snapshots of CH3 sticking on a dangling bond on initial sample at 300 K.
The CH3 radicals were sampled from 2000 K distribution. The cyan and white shows the
hydrocarbon film network, Red: C atom, yellow: H atoms as a part of the incident CH3

radical.
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Figure 4.5: Depth profile of CH3 radicals stuck on the initial surface at 300 K. The CH3

radicals were sampled from thermal (2000 K) distribution.

The depth profile of the incorporated radicals on the initial surface is shown in

Fig. 4.5. It can be seen that most of the radicals stuck within a maximum depth of

4 Å from the topmost atom location.

4.4 Discussion

The direct sticking on the surface dangling bonds was found to be the mechanism of

growth of a-C:H films from thermal CH3 radicals. No evidence of surface diffusion

was seen and therefore, sticking can be considered as ballistic incorporation. The

sticking coefficient has a striking dependence on the surface hydrogen content.

The number of chemisorbed radicals are found to increase linearly with the num-

ber of dangling bonds as described in Fig. 4.6. Infact, the ratio of filled dangling

bonds to the total is about 0.375 in all the cases, which explains the linear nature

of the trend.

Let Ndb be the number of dangling bonds on a flat surface of area A0 and σ0 be
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Figure 4.6: The sticking coefficient of CH3 radicals as a function of the number of
identified dangling bonds on the surface.

the cross-section then the sticking coefficient η can be defined as follows.

η =
Ndbσ0

A0
(4.1)

Taking the reported values of sticking cross-section of an isolated dangling bond (12

Å2) [91], on a flat surface of area 144 Å2, the fraction σ0

A0

is 8.3 × 10−2. From the

slope of the curve m (see Fig. 4.6), the same quantity can be derived as,

η =
m

Ninc

Ndb (4.2)

where Ninc is the number of incident radicals.

Comparing equations (4.1) and (4.2), σ0

A0

= m
Ninc

= 2.03 × 10−3.

The reduction in the quantity ( σ0

A0

) is due to both the steric contribution and

the surface roughness, where roughness increases the surface area. The surface area

scales linearly with the roughness (see Fig. 4.7). Let σi
db be the cross-section of ith
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Figure 4.7: The variation of the surface area with the roughness of the surface, for sample

dimension of 14 × 14.5 Å2.

dangling bond with steric and roughness contributions, then

σi
db = σ0(1 − ǫi) (4.3)

where, ǫi is the contribution of steric as well as roughness effects on each dangling

bond which we call as screening factor. It is calculated from the number of radicals

stuck on each dangling bond location. Considering 1 Å radius for a dangling bond

on the surface, the cross-section π Å2 will typically receive 216 radicals (69 per Å2

area). Normalizing the number of radicals incorporated at each bond with 216 is

the accessibility a site has, which is (1 − ǫi). The screening factor ǫi for each site is

shown in Fig. 4.8. It can be seen that the sticking reduces with the screening factor.

The fractional contribution of individual dangling bonds to the total sticking

coefficient of the surface is plotted in Fig. 4.9. The quantity was calculated as

follows. Let Nstuck be the number of radicals chemisorbed on any surface amongst

Ndb dangling bonds, then for any dangling bond i, the number of radicals attached

will be ηi, the ‘fractional sticking coefficient’, which can be written as, ηi =
N i

stuck

Nstuck
.
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Figure 4.9: Fractional contribution of individual binding sites to the total sticking
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Figure 4.10: The contribution of near neighbour shadowing in the sticking of radicals
for argon bombarded surface.

From the figure we can see that only certain dangling bonds are selected for the

radical incorporation. In order to understand this, we have calculated the near and

far-neighbour-shadowing of each site. The details of the shadowing calculation is

discussed in Section (2.3.1.2 of Chapter 2). The correlation between the number of

radicals chemisorbed and the shadowing of the sites is shown in Fig. 4.10 for Ar-

bombarded surface. Most of the incorporation happened at the dangling bonds with

no-shadowing. This indicates the importance of the local neighbourhood (from near-

shadowing calculation) in the radical sticking. However, sticking was observed on

sites where shadowing was non-zero. This can be because of the local re-arrangement

of atoms while the radical approaches the surface, which is not captured in the

present analysis. However, the number of such incorporation events were less.

The distribution of the dangling bonds for Ar bombarded surface is shown in

Fig. 4.11. The broad distribution indicates a higher number of available dangling

bonds in the near surface region. It can be seen that, though the dangling bond

distribution extends deep into the film, the radical chemisorption is restricted to the
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Figure 4.11: Distribution of identified dangling bonds and the chemisorbed CH3 radicals
in the case of Ar bombarded sample.

near-surface region. Along with Fig. 4.10, it can be seen that the dangling bonds

on the near-surface regions are having relatively less steric contribution (less near-

neighbour shadowing). Thus the radical sticking is restricted to the near surface

region. The range of the CH3 radical is found to about 2 Å from the surface, which

is in agreement with the reported experimental results (0.12 nm) [77].

The comparison of dangling bond distribution for both initial as well as Ar

bombarded sample is given in Fig. 4.12. It can be seen that the energetic argon

bombardment resulted in the enhancement of surface dangling bonds by the deple-

tion of surface bonded H atoms. These sites were used for the chemisorption of the

radicals (Table 4.3). This explains the enhanced sticking observed in the ion-assisted

growth process [76]. However, it can be seen that, the number of dangling bonds in

the near surface regions (less than 4 Å) is important for the chemisorption of the

thermal radicals. The steric repulsion of the hydrogen saturated surface prevents

the diffusion of the radicals into the bulk of the film.

We have seen that (see Table 4.2 ) the surface roughness of the film increases
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Figure 4.12: Distribution of identified dangling bonds for initial sample and Ar bom-
barded sample

with ion bombardment. The change in area can also contribute to the sticking

on individual dangling bonds. In equation (4.3) the screening factor takes into the

contribution from both steric effect and surface roughness. However, it is possible to

separate these effects analytically. Let us consider a surface with Nlump protrusions,

then the area of the surface is increased by a factor
∑Nlump

j
πwjhj

A0

, where wj is the

width of each lump of surface which either pops out of (or dips in) the mean level

and hj is the height. If we consider a surface with a cylindrical protrusion of height

h and diameter w, then the addition to the surface area is equal to πwh. The

area of the roughend surface (A) can be expressed as A = A0

(

1 +
∑Nlump

j
πwjhj

A0

)

.

The contribution from steric effects can be written as,
∑Ndb

i ǫi
steric, where ǫi

steric is the

contribution from pure steric effects on each dangling bond on the surface, excluding

the surface area contribution.

The average sticking coefficient of the surface therefore can be written by modi-
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Figure 4.13: Sticking coefficient of methyl radicals as a function of incident energy.

fying the equation (4.1) as follows.

η = Ndb

(

σ0

A0

)

1 −

∑Ndb

i ǫi
steric

1 +
∑Nlump

j
πwjhj

A0

(4.4)

In the case of an isolated dangling bonds on a flat surface, both
∑Ndb

i ǫi
steric and

∑Nlump

j
πwjhj

A0

becomes zero and the equation (4.4) reduces to (4.1). In reality, it is

difficult to separate both these effects and what we measure is the combined effect

of both for the given surface (the sum of screening effect:
∑Ndb

i ǫi).

4.4.1 Energy Dependence

In order to understand the energy dependence of CH3 sticking we have carried out

simulations at 10 eV, 20 eV and 30 eV incident energies of CH3 radicals at 300 K

sample temperature. The MD generated initial sample was used for the study. The

important results from the study are presented below.

The energy dependence of the sticking of methyl radicals is shown in Fig. 4.13.
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Figure 4.14: Depth profile of methyl radicals as a function of incident energy for 300 K
sample temperature

It can be seen that the sticking coefficient increases with the incident energy and

tending to saturate at higher energies. The radicals were found to break up on the

surface and there is a reduction in the number of hydrogen atoms added per carbon

atoms (H/C is 3 for 2000 K and 1.61 for 30 eV). The depth of incorporation was

found to increase with the incident energy as shown in Fig. 4.14.

With the incident energy, the radicals are able to overcome the steric repulsion.

This results in the increase in the sticking coefficient. However, in the case of

energetic CH3, the incorporation of C atoms into the sample is by various means

(see Fig. 4.13). The incident methyl radical breaks up into different fragments on

the surface, and the intake of C into the sample is in the form of various CHy s

where, 0 ≤ y ≤ 3 (see Fig. 4.13). This resulted in the incorporation of hydrogen-

less radicals into the sample. This result is in agreement with the trends shown in

the simulations of Huang et. al. [137].

The observed depth profile of the radicals with energy, (Fig. 4.14) can be un-

derstood by the stopping of carbon and hydrogen atoms by the surface atoms. As a
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consequence of the impact of radicals, the surface atoms are getting displaced and

also creating knock-on atoms within the sample. This reduces the energy of the

projectile and limits its range within the film.

4.5 Conclusions

Methyl radical chemisorption on a-C:H surface was studied using MD simulations

for both thermal as well as energetic radicals at 300 K sample temperature. A new

algorithm is developed for identifying the surface properties (such as roughness,

number of dangling bonds etc.) of amorphous films and it is found to be capable

of explaining the simulation data. The important conclusions from the study are as

follows.

The major mechanism of sticking of thermal radicals is the direct, ballistic in-

corporation at the dangling bond locations. The sticking coefficient increases with

the number of dangling bonds (between 1.3 × 10−3 to 5.86 × 10−2). The ener-

getic ion bombardment depletes the surface bound hydrogen and thereby creates

more dangling bonds. This explains the enhanced sticking coefficient observed in

the ion-beam experiments [74].

The sticking coefficient found to show a linear dependence with the number

of dangling bonds which can be understood from the fact that, even if the total

number of dangling bond increases, the ratio of occupied to unoccupied dangling

bonds remain same. This can be explained from the interplay between steric effects

and surface roughness. Surface area also found to show a linear relationship with

the roughness of the film. The steric repulsion and surface roughness together cause

a screening effect, which reduces the sticking cross-section. The contribution of

screening effect is calculated using simple analytical method.

With the increase in the incident energy, the sticking cross-section increases, as

the incident radical have energy to overcome the steric repulsion. The breaking of

radicals on the surface increases and this resulted in the incorporation of hydrogen-

less-radicals (CH2,CH,C) into the sample.
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As we have discussed in the previous chapter, the chemical erosion releases a

variety of energetic hydrocarbons into the plasma. We have seen that the high

energy species are capable of overcoming steric repulsion. They break on the surface

and hydrogen-less radicals are incorporated to the growing film. This results in the

formation of less-hydrogenated films, which is typically observed in the plasma-

exposed regions of tokamaks.

We have also seen that the low energetic ones have less sticking coefficient. There-

fore, they can undergo long range transport and reach the remote regions, where

they form a-C:H films. The steric effects play a major role in the formation of such

films and they also contribute to the structure of the film. This aspect is discussed

in the next chapter with the help of Monte Carlo simulations.
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Chapter 5

MC Modeling of Structure and

Porosity

In this chapter, the modeling of the growth of hydrocarbon films using

Monte Carlo simulations is discussed.

5.1 Introduction

In the previous chapter we have shown that the sticking of methyl radicals on hydro-

carbon surfaces depends strongly on the hydrogen neighbourhood of the dangling

bonds on the surface. We have also shown that the sticking of radicals occurs in

such a way that the steric repulsion between H-atoms is minimized. Therefore,

the molecules perform rotations on the surface to find a favorable energy configu-

ration. However, MD study is limited to a few hundreds of atoms over a few tens

of angstroms for about several nano-seconds. The actual film growth on the other

hand consists of much larger dimensions of space and time (over several micro-meters

for about several hours). The resulting structure of the film could be quite differ-

ent due to the complex surface reactions during the growth and such processes are

inaccessible using MD.

In extreme contrast to this atomistic picture, some of the existing models for co-

deposited layer growth in fusion devices have studied the growth rate considering the

91
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interactions like hydrogen abstraction, surface coverage of radical sites and incom-

ing fluxes of various species using a zero-dimensional particle balance [77, 136,138].

Micro-structural information cannot be obtained from such models. The Monte

Carlo (MC) techniques used in the past, in the context of diamond-like-carbon

(DLC) formation, is most suited for our purpose [80, 81, 139–143], where, a prob-

abilistic outcome of an atomic interaction is considered, rather than the detailed

dynamics.

These studies, however, were for the cases where there was a continuous presence

of plasma in contact with the film, with H atoms and energetic ions incident on the

film actively taking part in its formation and stabilization. Since we are looking at

the phenomenon of film formation in remote locations of the tokamak, the so-called

‘stitching effect’ of energetic ions [75, 76, 79, 133, 143] is absent in the amorphous

hydrocarbon (a-C:H) network formation. In this effect, the actual network of bonds

becomes final only below a certain depth from the surface, after the disturbance

in surface atoms after the impact, has been stabilized. The stitching refers to the

rejoining of initially broken bonds and an alteration in hybridization states. For

the co-deposited films in the remote regions of fusion devices, one can expect only a

vapor-phase mixture of neutrals (with some energy, accounting for the Frank-Condon

dissociation reactions) and methyl radicals.

The principal mechanism of the growth under such conditions is the creation

of dangling bonds by hydrogen abstraction and the attachment of CH3 radicals at

these dangling bond locations. One of the major ingredient which distinguishes it

from the available growth models is the shape and structure of the molecule, from

where the structure of the film can be derived directly. The steric effect arising out

of the mutual repulsion between H-atoms is taken care by using the steric repulsion

distance calculated from MD simulations. The details of the model are discussed

in Section (5.2). The validation of the model is discussed in Section (5.3). The

simulations are discussed in Section (5.4) and results are presented in Section (5.5).

Discussion of the results is in Section (5.6). The conclusions from the study is

presented in Section (5.7).



5.2. MODEL DESCRIPTION 93

Figure 5.1: Schematic of various reactions implemented in the code: (A) sticking of CH3

on a dangling bond location, (B) H addition to a dangling bond location (C) H abstraction
by incident H atom, (D), H abstraction by CH3 (E) sp2 type cross-linking, (F) non-sp2

type cross-linking

5.2 Model Description

To simulate the co-deposit formation at remote locations, a surface is imagined

(having some initial population of dangling bonds) to be in contact with a vapour

phase consisting of fuel-gas neutral atoms and molecules having a mixture of methyl

(CH3) radicals. The schematic of various reactions happening on the surface is shown

in Fig. 5.1. Monte Carlo ansatz is followed as in a ballistic model for stacking methyl

radicals. A more realistic scenario is considered, in which particles can arrive at any

angle (not restricted to normal incidence only) and stick upon first contact with a

dangling bond.

One of the natural effect that arises in the incorporation of thermal radicals

into a growing film is the steric effect. This is arising out of the mutual repulsion

between H atoms bonded to different carbon atoms in the matrix. The repulsion is

parametrized using a distance criteria dcrit in such a way that the distance between

any two H atoms in the sample must be higher than this cut-off. If the chosen

location for the incorporation of the radical can not satisfy this criteria, the attempt

of incorporation is rejected and the site is declared as blocked. The value of dcrit was

chosen from MD simulations (as 1.6 Å) which is discussed in the previous chapter.

The numerical details of implementation of the model is discussed in Chapter 2.

One of the key ingredients of the model is the shape and structure of the molecule,

a fact which distinguishes it from the conventional models which considers only
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spherical particles. The a-C:H network we wish to model is more complex because

of the presence of two type of hybridization states. The orientation of the molecules

about the C–C bond axis is in such a way that the steric repulsion is minimized.

The incoming hydrogen atoms from the vapour phase perform (a) H-abstraction

reactions, where the surface a bonded H atom is removed by leaving a dangling

bond on the surface and (b) H addition to the available dangling bond locations.

The flux of hydrogen atoms (ΓH) is higher than CH3 radicals (ΓCH3
) (typical fluxes

are: ΓH ∼ 1015cm−2s and ΓCH3
∼ 1012cm−2s). Thus, the time between two consec-

utive CH3 bombardment events on the surface is much longer than that for the H

atoms. Therefore, the surface is assumed to be in steady-state with respect to the H

interactions between two CH3 incorporation. The rate of change of dangling bonds

on the surface between two CH3 bombardment events can be written as,

dndb

dt
= ΓHσH

absnH − ΓHσH
addndb (5.1)

ndb + nH = ntot (5.2)

where ndb is the surface density (cm−2) of dangling bonds, nH is the surface density of

H atoms, σH
add is the cross-section for addition of H atoms to dangling bond location

and σH
abs is the cross-section for hydrogen abstraction from the surface. The values

of σH
abs and σH

add are taken as 0.05 × 10−16cm2 and 1.3 × 10−16cm2 [19].

At the steady-state, from equations (5.1 and 5.2), the dangling bond population

can be deduced as,

ndb =
ntot

1 + µ
, µ =

σH
add

σH
abs

(5.3)

The hydrogen interactions are not explicitly included in the model and the effects

are included by assuming a steady-state dangling bond population on the surface.

The probabilities of H abstraction and addition were obtained from the reported

data base [19]. A random distribution of dangling bonds on the surface within the

roughness scale is assumed. Methyl radical incorporation happens on these dangling
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bond locations.

Between two radical incorporation, the time elapsed is calculated by considering

the flux ratio of hydrogen and CH3. The number of H atoms incident on the surface

of unit area between two CH3 events are ΓH

ΓCH3

1
πλ2

3

, where πλ2
3 is the area of an

incoming radical. If t3f is the time to fill a dangling bond out of nd bonds, t3f =

1
σ′

d
ndΓCH3

, where σ′
d is the cross-section of a CH3 radical, which is typically 12 Å2 [91].

Since ΓH >> ΓCH3
, many H atoms could have hit within t3f and therefore the

dangling bond distribution on the surface could have been changed. The number

of dangling bonds changed can be written as, ∆nd = ( ΓH

ΓCH3

)(σd

σ′

d

)nd where σd is the

cross-section of H atoms to attach to a dangling bond. Therefore, between two CH3

incorporation events, the above number of dangling bonds are shuffled randomly on

the surface.

The CH3 radical therefore, observe a steady-state dangling bond population on

the surface and stick to the dangling bond locations by any of the following events.

The events are (i) bonding of the radical with a dangling bond (sp3 type), (ii)

bonding along with H-abstraction (sp2 type) and (iii) null event. The reason for

incorporating sp2 type bonding is as follows. In a film, there could be adjacent H

abstraction events leading to the formation of double bonded structures (sp2 type).

This possibility has been included in the model by (ii). The events are chosen based

on fixed probability.

The selection of target sites is done by calculating the exposed solid angle a given

site has from the shadowing calculation. The numerical realization of the model is

Film Growth Monte Carlo (FGMC) and the technical details of the implementation

is discussed in detail in Chapter 2.

5.3 Validation and Testing of the Code

The results of the code is compared and validated against both MD simulations and

continuum models such as ballistic deposition.
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5.3.1 Tests using MD Simulations

The films grown in FGMC are tested in MD simulations using HCParCas code

(see Chapter 2 for details). The samples formed in FGMC were tested in MD as

it is, without any pressure and temperature control. For initial stages of the film

there was relatively little ‘temperature’ rise. The temperature in MD is not in the

thermodynamic sense, as the kinetic energy is interpreted in the form of temperature.

This means, even a single molecule of 4 atoms can have a ‘temperature’ in MD. The

rise in temperature can be considered as a measure of the strain in the sample, as

the structure relaxes by releasing the excess potential energy which appears as the

kinetic energy of the atoms (we will encounter these arguments in Chapter 7).

Thus, for the initial stages of the growth of FGMC film (upto 10-15 Å height)

there was no change in the sample temperature and the potential energy of the

system was at the minimum. However, with increase in the number of atoms in the

film, the strain energy increases and this results in the expulsion of H atoms. This

is because the steric configurational energy of the system increases with the number

of H atoms and any perturbations are sufficient to expel the excess hydrogen atoms

and go to a lower energy configuration.

5.3.2 Comparison with Continuum models

The FGMC samples are compared with non-linear continuum models for growth us-

ing ballistic deposition techniques. The details of the ballistic technique is discussed

in Chapter 2. Since we have considered a ballistic-like (stick upon first contact) in-

corporation of the radicals, the evolution of the surface roughness of the film can be

compared with the standard ballistic deposition as discussed in [60]. The evolution

of the surface roughness (σ) with average height (H) for a sample size of 28×28 Å2

for standard ballistic as well as FGMC is shown in Fig. 5.2. It can be seen from

the figure that both FGMC and 3D ballistics yield similar curves and therefore, the

ballistic nature of the code is being qualitatively verified.

The growth exponent on H is found qualitatively by a visual fit of a line (lnσ =
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Figure 5.2: Variation of the roughness with mean height.

C + βlnH). There is an early increase in surface roughness and then a saturation,

whose level increases with the sample size as shown in Fig. 5.3. The comparison of

the model with Meakin’s model is shown in 5.4. In the very early phase (lnH ≪ 1.5),

the growth exponent has the so-called ‘trivial’ value of 0.5. Later for saturated

roughness, (1.5 ≤ lnH ≤ 3), the value is 0.25. From Fig. 5.3, it can be seen that

the scaling shows consistency with 3D ballistics.

5.4 Simulations

We consider square sample sizes (nx × ny) ranging from 7 × 7 to 100 × 100 Å2.

Periodic boundary conditions were implemented along X and Y directions, which

form the plane of the surface on which the co-deposited film is grown. Dangling

bonds are randomly associated with the bins on a smooth surface initially, in such

a way that a certain surface density is effectively considered. Multiple showers of

methyl radicals are then considered so that the film grows to a sufficient thickness.

The simulations were performed by varying the parameters,� dcrit (1.2 Å to 3 Å)� Psp23 (0.0-0.9)
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Figure 5.3: Variation of roughness with sample size

Figure 5.4: Comparison of scaling with ballistic model
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The aim of the parametric variation was to obtain the general trend of the quantity

with the parameter. Later on, simulations were done with fixed parameters for dcrit,

Psp23. The hydrogen abstraction probability was calculated from cross-section (0.05

Å2).

The value of dcrit was actually varied from 0.4−3 Å, but films with unrealistically

large densities (greater than 3.2 gm/cc) were formed for values of dcrit < 1.2. We

therefore present results only for dcrit ≥ 1.2. Later on it was fixed at 1.65 Å by

using the data from MD simulations. Porosity is defined as the ratio of total volume

in voids to the total volume occupied by the film (with the height taken as a sum

of mean height and twice the roughness, for 95% accuracy). A void volume is

computed by counting the number of empty 1 × 1 × 1 Å3 bins for a connected

region and subtracting out of it a volume numerically equivalent to its surface area

in Å2. We characterize the porosity of the grown films by finding out how much

void-fraction can be attributed to different void-sizes, and parametrically study the

variation of these quantities with hydrogen abstraction rates, sp2/sp3 ratios, radical

site densities and the parameter dcrit. It is seen that dcrit is the most important

parameter influencing the porosity and surface roughness at the micro-scales. Ten

sets of simulations have been done for each parameter for obtaining the statistical

error in the estimation.

Simulation with linear sample size 100 Å can takes about 2 days on a dedicated

3.1 Giga-flops machine with 8 Gb RAM. The main time consuming part in the

simulation is the calculation of shadowing effects which goes at least as square of

the sample size (since shadowing from far off growths are also considered). Note that

the number of radical sites for which the shadowing probability must be calculated

also rises as the height of the film grows. However, shadowing algorithm is less time

consuming than actual ballistic, where lot of trials are wasted since the site selection

is totally random among all species (C atoms, H atoms or dangling bonds) in the
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Figure 5.5: The film grown in FGMC for 56 × 56 Å2 sample. The height of the structure

is 20 Å. Blue: Carbon, White: Hydrogen, Yellow: Base C atoms.

system.

5.5 Results

The film grown in FGMC is shown in Fig. 5.5 with various atomic arrangements.

The Radial Correlation Function (RDF) of the film was calculated as discussed in

Section (2.3.1.2) of Chapter 2. The RDF was compared with the data from neutron

scattering experiments and MD simulations are shown in Fig. 5.6. The additional

peaks at 3 Å of FGMC film shows the presence of linear 3 carbon connections, which

is an indication of polymeric chains.
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Figure 5.6: The radial correlation function of FGMC film compared with neutron scat-
tering experiments and MD samples.

5.5.0.1 Variation of dcrit

The variation of density and porosity of the film with dcrit is shown in Fig. 5.7.

It can be seen that the density of the film decreases with dcrit where as porosity

increases. As dcrit increases, the distance between H atoms bonded to different C

atoms increases and hence each radical occupies effectively more ‘volume’. This

results in the reduction of carbon density and consequently the porosity increases

which also shows that the porosity and density have an inverse relationship with

respect to each other.

The variation of roughness and H/C ratio of the film with dcrit is shown in Fig.

5.8. It is seen that the saturated roughness does not change significantly for values of

dcrit > 2 (hitherto we mean saturated roughness wherever we state roughness). This

is because, the role of dcrit is to enhance separation, which becomes less effective

once it is of the order of the molecule itself. The H/C ratio of the film stays more

or less constant for dcrit < 2. In all other simulations the value of dcrit has been set

at 1.65 Å.
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Psp23 = 0.5

1 1.5 2 2.5 3
d_crit (Å)

1

1.5

2

2.5
Roughness/10 (Å)
H/C ratio

Figure 5.8: Variation of roughness and H/C ratio with dcrit.



5.5. RESULTS 103

0 0.2 0.4 0.6 0.8 1
P_sp23

3

4

5

6

7

8

9

10

11

R
ou

gh
ne

ss
 (

Å
)

Roughness (Å)
PorosityX10

3

4

5

6

7

8

9

10

11

P
or

os
ity

X
10

0 0.2 0.4 0.6 0.8 1
P_sp23

1

1.2

1.4

1.6

1.8

2

D
en

si
ty

 (
gm

/c
c)

Density (gm/cc)
H/C ratio

1

1.5

2

H
/C

 r
at

io

Figure 5.9: Variation quantities with Psp23: (left) roughness and porosity, (right) density

and H/C ratio. Sample size 28 × 28 Å2, dcrit = 1.65 Å

5.5.0.2 Variation of Psp23

The variation of roughness and porosity with Psp23, for a fixed dcrit is shown in

Fig. 5.9. It can be seen that both roughness and porosity reduces with increase in

Psp23. This is because, as Psp23 increases, the fraction of sp2 incorporation to the

film increases which needs effectively less ‘steric-volume’ compared to sp3 due to

the less number of H atoms. Consequently as porosity reduces the density increases

(right hand side of 5.9). The surface roughness also reduces because the size of the

molecule reduces (total size of the molecule) with sp2 fraction and as a consequence

of that, the molecules can be more closely packed. This reduces the fluctuations in

height, which is related as the roughness.

5.5.0.3 Variation of Sample Size

The quantities also shows variation with sample sizes and the variation of roughness

has used as the validation of the code with continuum models, which has been shown

in Fig. 5.10. The density (∼ 1 gm/cc)and H/C ratio (∼ 1.85) of the film did not

show any significant variation. However, the porosity of the film is varied between

and is shown in Fig. 5.3. The variation of void size distribution with the sample

size is shown in Fig. 5.11. As the sample size increases, the contribution of bigger

voids increases and therefore, the total porosity increases.
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variation with Sample size for Psp23 = 0 and dcrit = 1.65 Å
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5.5.0.4 Variation of Initial Radical Density rad

The bulk and saturated properties of the film (density, H/C ratio and surface rough-

ness) found to have little dependence on the initial radical density. However, the

distance at which the surface roughness saturates is found to have dependence on the

initial radical density. The correlation properties of the surface becomes important

only after this ‘cross-over height’, which is a function of the initial available locations

for the growth. The further significance of this result is discussed in Section 5.6.

5.6 Discussion

The film properties show significant variation with dcrit. It can be seen from Fig.

5.7, that the dcrit values from 1.5 to 2 Å shows a sharp change in the density and

porosity values of the films. The density values of interest for soft polymer like films

lies in this range. This is in agreement with the calculated value of dcrit from MD

simulations discussed in the previous chapter, where dcrit value lies between 1.6 Å

to 1.7 Å. The steric repulsion factor along with the rotational freedom about C–C

bond axis, gives the amorphous nature of the film. The steric repulsion factor leads

to the microporosity of the film.

Another important factor which contributes significantly to the total porosity of

the film is the shadowing effects. Shadowing affects both the void size distribution

and the total porosity of the film. It can be seen from Fig 5.12 that with shadowing

the fraction of voids increases. Without shadowing the total porosity of the film was

0.29 ± 0.14 and with shadowing this became 0.36 ± 0.12. This is because many of

the sites are not selected due to their relatively less probability of being accessible as

a consequence of shadowing from the structures which are taller than the given site.

This results certain dangling bonds get unoccupied within the film and consequently

the void fraction of the film increases.

The surface roughness of the film however, found to have rather strong depen-

dence on the steric effects than shadowing. This can be seen from Fig. 5.8 and Fig.
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Figure 5.12: Fractional contribution of different void sizes to the total void-volume with

and without shadowing effects. Sample size 14 × 14 Å2, Psp23 = 0.0 and dcrit = 1.65 Å

.

5.13. Though the fluctuations in the roughness is higher in the shadowing case, the

mean value of the saturated roughness did not show much significant variation. The

saturation occurs as a consequence of the correlations developing in the system.

The cross-over time (height) at which these correlations exist in the system is

a function of the initial dangling bond distribution of the system. The saturation

occurs due to the finite system dimensions and therefore, the cross-over height also

depends on the sample size. For a finite system, when the correlation length equals

the system size, the entire interface becomes correlated and this results in the satu-

ration of the width of the interface (roughness). In Fig. 5.14 the dependence of this

height on the sample size is shown. However, the dependence of cross-over height

on the initial dangling bonds is more complicated due to the combined effect of

steric effects and shadowing. With the increase in the number of dangling bonds,

the cross-over height reduces and the details can be seen in Table. 5.1. Most of the

initial sites were not used for further growth due to the steric effects or shadowing.

Thus, the actual number of sites on which incorporation happened will be less than
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Figure 5.13: The roughness evolution of the film with and without shadowing. Sample

size 28 × 28 Å2, Psp23 = 0.0 and dcrit = 1.65 Å

.

the initial sites. This is what column 3 of the Table. 5.1. From the table it can be

seen that, the distribution of sites rather than the number of sites, which signifies

the further growth. Though the number of sites are less, if they are sufficiently

sparse (at least equal to 4 Å), then those sites can contribute to further growth and

quick saturation of the roughness.

Table 5.1: The table of the dependence of cross-over height on the initial dangling bond
population

.

No. of Radical No. of Cross over

initial density actual initial height

radical sites (Å−2) sites (Å)

1 0.005 1 10

2 0.010 2 9

9 0.0459 8 6.5

25 0.128 5 10

34 0.178 6 6

Though the sites are getting selected by shadowing, the steric effects at the
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Figure 5.14: The roughness evolution of the film with and without shadowing. Sample

size 28 × 28 Å2, Psp23 = 0.0 and dcrit = 1.65 Å

.

microscopic level reject a fraction of them due to the proximity of other atoms less

than dcrit. Hence the combined effect of both the shadowing and the steric repulsion

results in the total porosity of the film. Though the hydrogen abstraction reactions

create uniform number of dangling bonds on the surface, a small of fraction of which

is only being selected for incorporation due to these effects. As a consequence, a

fraction of dangling bonds remain within the film. This can be seen from Fig. 5.15.

It was calculated by normalizing the number of dangling bonds to the surface area at

3 Å height intervals of the sample (in the Z direction) at the end of the simulation.

Thus, it shows that at each height a fixed number of dangling bonds remain unfilled.

These dangling bonds can recombine later to form more cross-linked structures.

The density of the films was found to vary with the sp2 content. The density of

the film when all C atoms are in sp3 configuration was found to be ∼ 1 gm/cc (Fig.

5.9). This is in agreement with the reported values of density of hydrocarbon films

grown under floating potential conditions from methane plasma discharges [122].

The films formed under such conditions are expected to be free of sp2 type bonding
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Figure 5.15: The distribution of dangling bonds within the film. Sample size 28 × 28

Å2, Psp23 = 0.0 and dcrit = 1.65 Å

.

[69]. As the sp2 fraction increases density also increases since more atoms can be

arranged in a given volume due to the small volume of sp2 bonded carbon atoms.

This is consistent with the reported values [122] where the density increases with

the reduction in hydrogen atoms of the radical in the gas phase (for pure ethene

discharges, the reported density values are 1.1 gm/cc and for ethyne it is 1.4 gm/cc).

The H/C ratio of such films are in the range of ≤ 1 and the hydrogen content is

< 0.5 [69,72,77,122]. However, the films obtained from FGMC shows high hydrogen

content and H/C ratio (≤ 2) for zero sp2 fraction. This indicates that there exist

additional H elimination mechanisms which leads to the cross-linking of hydrocarbon

chains.

5.7 Conclusions

The Film Growth Monte Carlo (FGMC) code is found to be capable of growing

hydrocarbon films from thermal methyl radicals and hydrogen atoms. The surface
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roughness of these films shows consistent scaling with standard ballistic models. The

initial stages of these films are extremely stable in MD simulations. The typical film

density is in the range of 1 gm/cc to 1.6 gm/cc.

The steric repulsion is found to be one of the important parameter in deciding

the structure (atomic arrangement) and the microporosity of the films. The steric

repulsion and shadowing effects together decide the structure and porosity of the

films. They also cause the deep burial of dangling bonds within the film. This can

be understood as follows:� Atomic hydrogen creates open bonds on the surface within its penetration

range (twice the roughness)� Shadowing prevents certain sites being selected for CH3 incorporation� Steric repulsion forbids the incorporation on these sites unless steric-clearance

is achieved

Hence the combination of both these effects create unfilled dangling bonds in the

bulk of the films. These dangling bonds can be further recombined or hydrogenated.

The hydrogenation of the dangling bonds is studied by studying the dynamics

of hydrogen within the films. This is done by a time dependent Monte Carlo model,

details of which is discussed in the next chapter.



Chapter 6

KMC Simulations for H Dynamics

In this chapter we discuss the reaction-diffusion model for H dynamics

within the co-deposited layers using Kinetic Monte Carlo simulations.

6.1 Introduction

In the previous chapter, we have seen that, though the dangling bonds are created

uniformly on the surface, steric effects prevent CH3 incorporation at certain bonds.

The co-deposits continue to grow and the diffusion of the background hydrogen

can contribute to the filling of these ‘buried’ dangling bonds. Hence, the dynamics

of hydrogen within the co-deposits is important for estimating the total hydrogen

content. The reactivity of molecular hydrogen with the a-C:H films is very negligible

and hence does not contribute to the retention. However, atomic hydrogen reacts

with the film and can get trapped at the dangling bond locations.

The H-dynamics within graphite and other graphite-like co-deposits was studied

in the past [5, 22, 23, 144, 145] using an adsorption-desorption model for particle

transport. The atoms were assumed to be trapped within the potential energy

wells on the surface. Due to the surface temperature (T ) the atoms get out of the

wells (de-trapping) at a rate ω = ω0e
(−Em

kT
), where ω0 is the attempt frequency for

transition and Em is the depth of the potential well. It is known as Migration Energy

(ME). The inherent assumption which goes into the model is that the events follow
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a Poisson distribution (see Section 2.5 for details).

The atoms move along the internal porosities of the deposits due to adsorption-

desorption processes. During the transport they can recombine with either other

H atoms or dangling bonds [5, 22]. The recombination is based on Smoluchowski

boundary condition, where the atoms recombine if the distance between two atoms

is less than a critical distance r0 [146]. Such a boundary condition is valid for when

reflection becomes a rare event once the atom are closer than the cut-off distance.

The hydrogen atoms are considered as desorbed out permanently once they are

above the top surface of the sample.

The above scheme is extended for the study of hydrogen dynamics within co-

deposits created from FGMC simulations. The key factor which decides the H-

dynamics is the migration energy, Em. It depends on the local neighbourhood of

the H atom. In the case of crystalline graphite this was estimated as 0.5 eV [144]. In

amorphous materials there can be a variety of atomic arrangements and therefore,

ME will be a distribution depending on the neighbourhood. Ideally this will have to

calculate from the trajectories of hydrogen atoms within the co-deposits using MD

simulations. But, this is nearly impossible due to the limitation of total simulation

time (upto several nano seconds), within which the hydrogen will not be able to

access most of the possible paths.

Therefore, we propose an alternate scheme based on the Potential Energy Surface

(PES) analysis of the sample to derive the ME distribution. Here, instead of tracking

the trajectories of H atoms, we use an ensemble of identical neighbourhoods at a

given instant of time. Thus, the model overcomes the inherent time limitation of MD

simulations. In the first part of this chapter, Section (6.2), we discuss this scheme.

In Section (6.3), the simulations are discussed for constant migration energy (of

graphite) and the distribution. The results are presented in Section (6.4) and the

discussion is given in Section (6.5).



6.2. MIGRATION ENERGY OF H ATOMS 113

6.2 Migration Energy of H Atoms

To calculate the energy barriers in the co-deposits for hydrogen transport, a method

is developed based on the Potential Energy Surface (PES) analysis. The potential

energy surface of the hydrogen atoms within the film was calculated using Brenner

potential [100]. To calculate the PES a method similar to what is discussed in

Chapter 4 is adopted. The hydrogen atom is placed at the corners of the bin and

the potential energy is calculated at each grid point.

The samples used for calculating ME were of two types: one from MD simulations

as discussed in Chapter 3 (Section 3.2.1), with a density of 1.8 gm/cc. It consisted

of 572 carbon atoms and 344 hydrogen atoms in 14 × 14 × 32 Å3 volume. The

properties are close to intermediate type hydrocarbon layers [122]. The second

one was developed from FGMC code as discussed in the previous chapter, with a

density of 1.2 gm/cc (corresponds to soft films [122]) . The sample had the same

dimension consisted of 620 atoms (211 C atoms and 409 H atoms). The dimensions

are so chosen in both the cases such that they can be a representative case of real

situation, as there exists enough number of local neighbourhoods.

The samples were binned in X, Y and Z directions with 0.2 Å bin size and each

location is defined by a unique bin index. The atoms in the samples were considered

to be in fixed locations (‘frozen’), while taking the measurements. A test H atom

was kept at each bin locations (corners of the bin) and the potential energy of that

location due to the neighbouring atoms (many body interaction) was calculated.

Thus, a 3D matrix of potential energy values were obtained.

The local minima locations within the film were identified by calculating the

potential difference at each grid point. In 3D, a given bin has 26 neighbours and if

the potential energy of all these locations are higher than the grid point, then that

location is considered as a minimum. In such a way, 1826 minima were found for the

first sample and 1513 for the second one. The H atoms are residing at local minima

and therefore, they have to overcome the energy barriers during their transport.

In order to calculate the barriers, 1000 particles were initialized at each minima.
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Figure 6.1: Distribution of migration energy of MD generated sample and FGMC sample.

They were moved from their locations in random directions with uniform probability.

Thus the particles performed 3D random walk and their paths were tracked until

they reached the next minima. The same procedure was repeated for all the particles

initialized at all the minima. The migration energy is difference in between the initial

energy of the minimum location and the maximum energy the particle encountered

while its transport to another minimum. This was calculated for each trajectory and

its distribution gives the migration energy for the a-C:H film. The ME distribution

for MD generated sample and FGMC sample is shown in Fig. 6.1. The distribution

is broader in the case of MD sample, where as the mean energy remains more or

less same for both the case (close to 1 eV) (for explanation see the Section (6.5)).

The above scheme used a frozen sample while calculating the potential energy.

In reality, when the hydrogen atom moves in space, the local neighbourhood would

slightly re-adjusts slightly. Such an analysis requires a time dependent study and

this is not expected to change the energy distribution drastically. However, such a

study is not the scope of the present thesis.
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Figure 6.2: Voidsize distribution of samples

6.3 Setting Up Simulations

6.3.1 Creation of the FGMC Sample

The hydrogen dynamics is studied on samples generated from FGMC code, which is

discussed in Chapter 5. We consider 3 types of samples with different density, H/C

ratio, trap content and void size distribution. The sample properties are given in

Table. 5.1. These samples are generated for steric repulsion parameter dcrit values

at 1.65 Å (set1) 1.5 Å (set2) and 3.0 Å (set3) with different sp3 to sp2 ratio (Psp23).

The sample size in all the cases were 56 × 56 × 70 Å3. The void size distribution

of the sample was calculated and is shown in the Fig. 6.2.

Table 6.1: Properties of different co-deposited layers used in the simulation. The sample

size was 56 × 56 × 70 Å3 for all the cases.

.

Data dcrit Psp23 Density Porosity H/C ndb/C

sets Å (gm/cc)

set1 1.65 0.0 0.960 0.480 0.119 0.903

set2 1.5 0.5 1.681 0.331 0.187 0.546

set3 3.0 0.0 0.856 0.501 1.957 0.065
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6.3.2 KMC Simulations of Hydrogen Dynamics

The KMC algorithm needs the locations of atoms, the dangling bonds (db) and the

void-size distribution present in the sample. The surface is defined as the interface

between the voids and the bulk of the material which is the atom locations. The

surface is considered to possess traps of different energies. The trap sites can be

dangling bond locations as well. The hydrogen atoms jump between the trap sites

in random directions. The maximum jump length in any direction was taken to be

30 Å which is greater than the size of any void in the sample. The simulations were

performed for 10,000 time steps within which the system has reached steady-state in

all the cases. The steady-state is defined as a particle balance condition, where the

fraction of surface recombination processes did not change with time. The chance

of breaking a C–H bond by thermal excitations is negligibly less at 300 K (since

the bond energy is ∼ 2 eV). Hence, once the hydrogen is bonded its dynamics is

not tracked further. The simulations in all the cases were repeated for ten sets with

different random seeds. The simulations are:� Constant ME

case 1: Four hundred H atoms were initialized on the sample surface.

case 2: Four hundred H atoms were initialized through out the internal sur-

face of the sample.� ME distribution

case 1: Variation of ME distributions with different peak and width of the

distribution.

(a) Peak: 0.5 eV; Width = 0.45 eV (peak corresponds to graphite)

(b) Peak: 1.0 eV; Width = 0.01 eV (corresponds to FGMC sample)

(c) Peak: 1.15 eV; Width = 0.45 eV (corresponds to MD generated sample)

For all the simulations of case 1, four hundred H atoms were initialized on

the top surface of the sample.

case 2: Variation of incident flux between ×1014m−2s−1 to 1 ×1030m−2s−1.

These simulations were performed with ME distribution corresponds to (c).
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Figure 6.3: Depth profile of bonded H atoms as a function of the recombination distance.
Both H–H and H–db distance were the same.� Estimation of Diffusion Coefficient

The simulations were performed for both constant ME and distribution cases.

Five thousand hydrogen atoms were initialized on the sample surface for three

different constant ME values (0.5 eV, 1.0 eV and 1.5 eV) and three different

distributions (0.5 ± 0.45 eV, 1.0 ± 0.01 eV and 1.15 ± 0.45 eV)

Apart from that, a parametric scan on H–H and H–db recombination cut-off (r0)

distances were performed between 0.5 Å to 3.0 Å for 0.5 eV constant ME value

for 400 particles initialized within the samples. The simulations were performed

for a fixed number of particles initialized on the top surface of the sample. The

depth profile of the bonded hydrogen within the sample remained similar for the all

the distances above 1 Å and is shown in Fig. 6.3. Hence for all other simulations

described in this chapter, we used 2.0 Å cut-off.

6.4 Results

The variation of the trapped and desorbed fraction of H atoms as a function of H/C

ratio and ndb/C ratio at the steady-state is shown in Table. 6.2. It can be seen that,

the trapped fraction increases with the number of dangling bonds and decreases
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values of dcrit (in Å) for 0.5 eV migration energy. The particles were initialized throughout
the sample volume.

with H/C ratio. The results are for the particles initialized on the top layer of the

film. In comparison with the initialization throughout the sample, the fraction of H

desorption was nearly zero and the bonded fraction was upto 0.65 with a reduced

H2 molecule fraction close to 0.3. The fraction of various species as a function of

time for the latter case is shown in Fig. 6.4.

Table 6.2: The fraction of bonded and desorbed atoms at the steady-state as a function
of the ndb

C
for 0.5 eV migration energy.

Data sets ndb/C H bonded H desorbed H2 formed

set1 0.903 0.22 ± 0.007 0.215 ± 0.05 0.565 ± 0.05

set2 0.546 0.1525 ± 0.014 0.75 ± 0.025 0.2675 ± 0.018

set3 0.065 0 0.3 ± 0.014 0.7 ± 0.014

The difference in the quantities in both the cases is because of the availability

of more dangling bond sites in the internal surfaces of the sample than on the top

surface. Also due to the large internal surface area, the distance between H atoms

were less, which reduces the H–H recombination. The fraction of atoms which are

initialized on the top surface were less (< 0.1%) and this resulted in a very low

fraction of desorbed atoms. In the case of sample 3, which corresponds to the ndb/C

ratio of 0.065, the bonded H fraction was negligible.
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In the case of ME distribution, the fraction of bonded and desorbed H atoms is

given in Table. 6.3. It can be seen that, the steady-state fractions depend on the

width of the distribution rather than the peak. Comparing with the constant ME

distribution given in Table. 6.2, the bonded H fraction increases with the decrease in

the width of the distribution. The H2 molecule formation reduces with the increase

in the width of the distribution. This is because a notable fraction of the traps are

having ME values greater than the mean. Hence, the H atoms trapped at those

locations will take more time to adsorb, whereas the ones which are in the lower

wells will easily come out. Hence, the chance of meeting another H atom is reduced.

Also, the traps are having lower ME are not close to each other therefore, during its

transport there is a high chance that they either get desorbed or get attached to a

dangling bond location. This becomes more clear from data set 3 (for both 0.5 eV

and 1.15 eV peak), where the number of dangling bonds were negligibly less and a

significant fraction was desorbed as H atoms from the surface. If we compare with

this with the case of 1.0 eV peak, H2 molecule formation was high.

However, the time to reach the steady-state (‘cross-over time’) depends on the

peak and width of ME. For data set1, in the case of constant ME (see Fig. 6.4) this

time was fraction of milli-seconds, where as for 0.5 eV distribution, it took ∼ 1013

seconds to reach the steady-state. This is because of the higher ME values of the

distribution. However, for 1.0 eV case with a narrow width (0.01 eV), the crossing-

over time was ∼ 104 seconds. Similar results were obtained for other data sets as

well.

The steady-state fraction of bonded hydrogen with the incident flux for data

set2 corresponds to the ME distribution of 1.15 eV with 0.45 eV width is shown in

Fig. 6.5. It can be seen that the number of bonded H atoms increases with the flux

upto 1020m−2s−1 and then reduces afterwards. This is because, at very low fluxes,

the chance of both H–H and H–db re-combinations are less as the total number of

H atoms incident within the given time was less. As the flux increases, initially the

chance of H–db recombination is higher than H–H recombination. At higher fluxes

H–H recombination overtakes the H–db recombination. Thus, the total number of



120 CHAPTER 6. KMC SIMULATIONS FOR H DYNAMICS

Table 6.3: The fraction of bonded and desorbed atoms at the steady-state as a function
of ndb

C
for different ME distributions.

Data sets ndb/C ME values H bonded H desorbed H2 formed

(eV)

0.5 ± 0.45 0.4025 0.485 0.1125

set1 0.903 1.0 ± 0.01 0.55 0.32 0.125

1.15 ± 0.45 0.4025 0.485 0.1125

0.5 ± 0.45 0.2175 0.58 0.205

set2 0.546 1.0 ± 0.01 0.2275 0.575 0.195

1.15 ± 0.45 0.2175 0.58 0.205

0.5 ± 0.45 0 0.71 0.2875

set3 0.065 1.0 ± 0.01 0 0.665 0.335

1.15 ± 0.45 0 0.71 0.2875

hydrogen atoms added to the sample shows a peaked profile.

The fraction of bonded (normalized to the total number of incident particles)

reduces monotonically with the flux. This is because, after reaching the steady

state, the incident H atoms either desorbed as H itself or H2. At lower fluxes, the

number of H atoms incident over the simulation time was less and therefore, though

the actual H bonding was less, the fraction remained high. With flux, the number of

incident H-atoms in the time of simulation increases and hence the fraction reduces.

The depth profile of the bonded H atoms within the sample is shown in Fig. 6.6.

It can be seen that, the depth profile is limited upto 20 Å and remains the same for

all the incident fluxes.

The diffusion co-efficient of hydrogen atoms within the films were calculated for

both constant ME and distribution. Diffusion coefficient is defined as the mean

square displacement of the atoms per unit time. The values of the mean diffusion

coefficient as a function of migration energy is given in Table. 6.4. It can be seen

that the diffusion coefficient reduces with the increase in migration energy as well

as the increase in the width of the distribution.



6.4. RESULTS 121

1e+15 1e+18 1e+21 1e+24 1e+27

Incident flux (m
-2

s
-1

)

0

0.002

0.004

0.006

F
ra

ct
io

n 
of

 b
on

de
d 

H
 a

to
m

s 

1e+14 1e+16 1e+18 1e+20 1e+22 1e+24 1e+26 1e+28
0

Fraction of bonded H atoms

1000

1100

1200

1300

N
o.

 o
f b

on
de

d 
H

 a
to

m
s

No. of bonded H atoms

Figure 6.5: The number and fraction of bonded H atoms as a function of the incident
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0 5 10 15 20
Depth from surface (Å)

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

F
ra

ct
io

n 
of

 H
 a

to
m

s 

1e15 m
-2

 s
-1

1e20 m
-2

 s
-1

1e30 m
-2

 s
-1

Figure 6.6: Depth profile of trapped H atoms for different incident flux.



122 CHAPTER 6. KMC SIMULATIONS FOR H DYNAMICS

Table 6.4: The diffusion co-efficient of H atoms as a function of ME.

Energy Diffusion

(eV) coefficient (m2s−1)

0.5 5.87×10−14
± 1.108 × 10−15

1.0 2.34×10−22
± 4.42×10−24

1.5 9.33×10−31
± 1.76×10−32

0.5 ± 0.45 1.08×10−16
± 6.72×10−18

1.0 ± 0.01 2.26 ×10−22
± 3.82×10−24

1.15 ± 0.45 1.31 ×10−27
± 8.09 ×10−29

6.5 Discussion

The ME distribution of the sample showed that there exists a peak around 1 eV for

both the types of samples (see Fig.6.1). However, the width of the distributions were

different. For soft (polymer-like) films, there was a low intensity peak around 0.5

eV and a dominant peak around 1 eV. Both the peaks were narrow and therefore,

it is possible to assume that there exist mainly two types of energy barriers in

the system. Due to the abundance of bonded hydrogen and the long polymeric

chains in the film (H/C ∼ 2), the test hydrogen atom experiences relatively similar

environment between two minima at short distances. The mean distance between

two minima is 1.6 Å and within which the neighbourhood looked more or less alike.

This results in the narrow 1 eV peak. The lower energy peak corresponds to the

jumps on the top surface.

In the case of a-C:H layers generated in MD simulations, the distribution was

rather broad (increases upto 1 eV and then gradually falls off). This is due to the

non-polymeric nature of the film where the test hydrogen atoms can sample vastly

different neighbourhood. This difference can also be seen from the pair correlation

function of the sample discussed in Chapter 5 (see Fig. 5.6), where the FGMC

sample showed chain-like features where as MD sample was more amorphous in

character.

The fraction of bonded and desorbed atoms depends crucially on the width of

the distribution. This is because as the width increases the fraction of trap sites

having higher ME also increases. The trapped fraction also depends on the number



6.5. DISCUSSION 123

0 10 20 30 40 50 60 70
Depth (Å)

0

0.005

0.01

0.015

F
ra

ct
io

n 
of

 d
an

gl
in

g 
bo

nd
s

Figure 6.7: Depth profile of trap locations for the sample

of dangling bonds available as can be seen from Table. 6.3. This can also be

understood from the diffusion coefficients given in Table. 6.4, where for 0.5 eV, the

diffusion coefficient reduces by two orders of magnitude.

Independent of the incident flux, the depth profile of added H (see Fig. 6.6)

was limited to 20 Å.This profile is nearly independent of the peak energy of the

distribution. However, the depth profile of dangling bonds within the film (see Fig.

6.7) is extended upto 60 Å. Initially the incoming atoms attach to the dangling

bonds on the near surface region (within the roughness scale). This results in the

reduction of the number of dangling bonds on the surface. The atoms in the traps

on the surface can also The atoms which are already occupying the traps perform

surface jumps and have a high chance of meeting each other than diffusing in to the

bulk. This makes the added hydrogen to reside mostly in the near surface region.

This is in agreement with the reported values of thermal hydrogen profile in a-C:H

layers of ∼ 1-2 nm [77].

The diffusion coefficient of hydrogen is relatively small in a-C:H layers (maximum

∼ 10−14 m2s−1) at room temperature, which is seven orders of magnitude lower

than that reported in graphite [22]. This is because of the large inter-planar spacing
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Figure 6.8: Depth profile of trap locations of MD sample.

between graphene layers in the graphite, where the H atoms can perform long jumps.

For a film of 20 Å thickness, considering a diffusion coefficient of 10−14 m2s−1, the

time for diffusion is, 0.0004 sec. Comparing this with the case of 0.5 eV simulation

(from 6.4), it can be seen that the time to reach a depth profile is about 0.0002

sec. In the diffusion coefficient calculation, we have not considered the H–H and H–

db recombination reactions. This could account the difference in the time between

calculated and observed values of saturation time.

The hydrogen depth profile obtained in KMC simulations is compared with MD

results and it was observed that the depth profile in MD also limited to 10-15 Å.

The distribution of dangling bonds and the hydrogen profile is shown Fig. 6.8. The

profile was generated by calculating the potential energy values of H atoms within

the MD sample. Here also the H atoms attached to the dangling bonds on the

surface and the further added H atoms are either reflected or formed H2 molecules.

The MD results are for 2000 H bombardment at 5 ps interval. Thus it can be seen

that the mechanism which limits the profile of thermal H upto a few nanometers is

the surface recombination of H atoms due to the adsorption desorption jumps.
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6.6 Conclusions

In this chapter we discussed the reactive-diffusive dynamics of atomic hydrogen

within the co-deposited layers using Kinetic Monte Carlo simulations. The migration

energy distribution for hydrogen atoms was calculated by developing a technique

based on the Potential Energy Surface analysis of the sample. The main insights

from the study are the following.

The migration energy values depends on the type of the co-deposits. For soft

polymer-like films the distribution found to have two peaks, one corresponds to

0.5 eV and other at 1 eV. This is due to the relatively similar neighbourhoods the

H atoms experiences in a polymer-like deposit. The 0.5 eV peak corresponds to

the surface of the film. For intermediate density amorphous films, the distribution

found to have a broad peak due to the dissimilar neighbourhoods the hydrogen atom

encounters.

The fraction of added and desorbed hydrogen found to have a strong dependence

on the width of the distribution function. The diffusion coefficient of atomic hydro-

gen within the sample at 300 K is found to be of the order of 10−14 m2s−1. This

is at least seven orders of magnitude less than that in graphite which is due to the

lack of large scale porosity in the film.

The depth profile of added H atoms found to limit within 20-25 Å within the

surface. This can be understood as a consequence of the adsorption and desorption

processes. Once the deeper potential wells are occupied the remaining H atoms

jumped and recombined on the surface. Thus they desorbed as H2. Hence, though

there are dangling bonds throughout the material, the hydrogen addition is limited

to the near surface region.

The dangling bonds beyond the range of atomic hydrogen are potentially active

sites and therefore, can recombine by thermal excitations. The excitations can arise

from the bombardment of H atoms on the surface. This can result in the further

H elimination from the deposits and consequently can lead to cross-linking between

carbon atoms. These aspects are discussed in Chapter 7.
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Chapter 7

Analytical Model for H Retention

In this chapter we discuss a multi-region analytical model for film growth

using the insights gained from atomistic as well as Monte Carlo simula-

tions.

7.1 Introduction

In the previous chapters we have investigated the microscopic aspects of how the film

growth takes place and what are its characteristic features with respect to hydrogen

and carbon composition. This was done using MD (for small space and time scales),

then using KMC (for intermediate times scales) and using MC (long time scales).

Therefore, there exists some integrated understanding of how the co-deposits form.

One can notice that the structure of the film is very closely connected to hydrogen

retention or rather its composition in terms of hydrogen and carbon contents. In

this chapter we want to look at a different problem, namely the ultimate capacity

to retain hydrogen. The problem is essentially motivated by the observations of

relatively low H/C ratio (∼ 1) observed in tokamaks compared to what one obtains

in the FGMC simulations (∼ 1.8).

While we developed the MC code, which is essentially a stacking of CH3 radicals

over each other, we also noticed the formation of chains consisting of few molecules

(CH2) of polymer type. The aspect of how these chains behave in the ultimate

127
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formation of the film could not be addressed because of the inherent complexity.

Because these insights are available from the MD and the MC simulations, it is

possible to make credible speculations on how the hydrocarbon chains will interact

with each other and lead to the formation of the ultimate structure of the film.

We saw how important is the role played by the steric effects in the structure of

the film. However, the feature of steric effect that has not been addressed so far is

the mutual repulsion of H-atoms attached to the neighbouring chains. This is like a

long-range repulsive force which cannot be captured in the interaction of a molecule

and its immediate neighbourhood. In fact, as the radicals stick to each other, they

most probably lead to the formation of chains before they can interlock with each

other. So we expect to find chains in a real film in the regions of active growth.

We now wish to speculate on a reasonable mechanism which can explain the build

up of the film in terms of the chains which interact with each other in a systematic

process to bring down the H/C ratio to values that were observed in tokamaks. (One

may note that, if we simply add CH3 radicals in a polymeric fashion, the H/C ratio

will approach 2, a number which is far higher than what was observed in tokamaks).

If we imagine the physical picture of the growth process, then CH3 radicals

attach themselves to the bound ones and the freshly attached radical itself becomes

the host for the potential new addition. One of the interesting property that was

investigated in previous chapters is the ability of the CH3 molecule to rotate around

the symmetry axis of the radical. These rotations allow it to explore configurations of

lower potential energy, even at temperatures corresponding to 300 K. Extrapolating

this argument further, a chain which is built up by CH3 radicals can have a larger

‘sweeping area’. So we would like to propose a model for the film structure in which

chains grow upto some extent, then lock and the network of the chains undergoes a

relaxation.

The rest of the chapter is organized as follows. In Section (7.2) the model is

discussed with supporting evidence from atomistic simulations. The Section (7.2.5)

is devoted to the mathematical description of the model. Results are given in Section

(7.3) and the discussion is in Section (7.4). The conclusions from the model is given
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Figure 7.1: Rotation of CH3 radical about C–C bond axis

in Section (7.5).

7.2 Model Description

In this section we propose a multi-species-multi-region model for the film growth

by taking the insights gained from MD and MC studies discussed in the previous

chapters. In the following section, we discuss the physical basis of the model.

7.2.1 Basis of the Model

7.2.1.1 Chain Formation and Locking

Recall that an attached CH3 molecule (see Fig. 7.1) perform rotations about the C–

C bond axis due to temperature and explore lower energy configurations. One key

aspect of steric effect, namely the rotation of hydrocarbon chains, is not addressed so

far in the previous chapters or by any other models [72]. However, MD simulations

show the clear indication of this effect and as presented in Fig. 7.2.
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Figure 7.2: MD simulation of rotation of hydrocarbon chains on the surface. Blue:
carbon, white: hydrogen
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The rotating chains have a larger sweeping area and they may locked with other

chains having dangling bonds. A schematic of the locking of chains is shown in

Fig. 7.6. The dangling bonds are created by H abstractions due to the background

hydrogen.

7.2.1.2 Long-Range Steric Effects

While developing the Monte Carlo model (as discussed in Chapter 5), we have seen

that there must exist additional H elimination mechanisms to explain the reported

values of H/C ratio. We propose that they are the consequence of long-range steric

effects between hydrocarbon chains.

Let us consider a collection of hydrocarbon chains present in the film. The fast

shower of hydrogen atoms on the top layers of the film can create perturbations

in the system, which displaces the bound H atoms locally. The displacement of C

atoms due to perturbation is not as significant due to its heavy mass. Once in a

while when the displacements become in-phase (the atoms move away from each

other) the potential energy of the system (see Fig. 7.3) may reduce so as to be

able to eject a hydrogen atom. The MD simulations show that such a collective

steric effect can change the potential energy of the system even upto 2 eV, which is

sufficient to break the bound H atom from the surface.

This effect becomes prominent when the increase in the length of the chain.

Thus, the chains should have sufficient length to experience this long-range effect.

We have observed this effect while relaxing the FGMC films as discussed in Chapter

5.

7.2.1.3 Volume Steric Effects

The long-range (chain-chain) steric effects results in the compaction of the chains

due to hydrogen eliminations and subsequent dangling bond recombination. This

results in the cross-linking of chains and consequently reduces hydrogen content of

the film. As the matter adds to the top layer, further compaction happens due to
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Figure 7.3: The displacement of H atoms due to constant perturbation of magnitude
0.04. Red: centre of mass, black: initial H atom locations, pink: H atom locations after
perturbation.

the proximity of other atoms. We propose that this can lead to higher order steric

effects namely, volume steric effects, results in additional H elimination. This effect

becomes prominent between cross-linked carbon atoms and results in the further

compaction of the film.

Considering the above discussed effects, it is possible to assume that there exists

various regions in the film.

7.2.2 Description of Various Regions

We define four region of the film depending on the mechanism of growth and H

elimination. They are:� h3-region: In this region both the flux of atomic hydrogen and CH3 radicals

co-exist. It is also called ‘top layer’. The hydrogen abstraction reactions create

the dangling bonds and the incoming CH3 radicals attaches to these locations

resulting in the formation of linear hydrocarbon chains. The height of this
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layer is h3 which is of the order of surface roughness of the film. We consider

that the density and height of this layer are constant.� h2-region: In this region chain-chain steric effects cause the hydrogen elimi-

nation and cross-linking. It is also called as ‘middle layer’ and the hydrogen

flux penetrates into this layer. The height of this layer is h2. The height and

the density of the layer are assumed to be constant. Typically h2 is of the

order of few nanometers (as can be seen from Chapter 6, where we discussed

the penetration range of atomic hydrogen).� h1-region: Volume steric effects and subsequent H elimination happens in

this layer. This region is called as ‘intermediate layer’. We consider this also a

region of fixed height h1 and a fixed density. Energetic ion-bombardment can

also cause additional H-eliminations in this region. Since there is no H flux

in this region, the additional impacts results in the further compaction of the

chains.� h0-region: This is the bulk of the film which grows as a function of time. As

the matter gets added into the top layer, the height of this layer h0, increases,

whereas the upper layers keeps their height constant. Hence after sufficient

time, h0 >> h1 + h2 + h3. Subsequently, the retention is mainly decided by

this region.

The schematic of various regions considered in the model is shown in Fig. 7.4.

7.2.3 Description of Various Species

The initial condition for the growth is that there already exists a thin layer of

hydrocarbon film with dangling bonds. The CH3 addition to the dangling bonds

is the mechanism of the growth. This, along with H abstractions results in the

formation of various species within the film.

Let C0, C1, C2, C3, D1, D2, D3, D4 and D5 be the densities of various species

considered in the model. They can be described as follows: (1) C3: carbon with three
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Figure 7.4: Schematic of the multi-layers considered in the model. At the steady-state,
h0 >> h1 + h2 + h3

hydrogen, (2) C2: carbon with two hydrogen, (3) C1: carbon with one hydrogen, (4)

C0: carbon with no hydrogen, (5) D1: chain with one C2, (6) D2: chain with two

C2, (7) D3: chain with three C2, (8) D4: chain with four C2 and D5: chain with five

C2. The chains D1,D2,D3 and D4 are free ones whereas D5 is locked. The schematic

of various species considered can be seen in Fig.7.5.

7.2.4 Generic Analysis of the Growth

In this section we discuss the generic picture of growth and mass balance in the

system. For simplicity let us consider a two-region model where, a top region of

height h1 (of unit exposed area) and density nkt and a bottom region of height h0

and density nkb. The height and density of the top layer is assumed to be constant

for simplicity. As the matter gets added , the height of the bottom layer increases.

The mass balance for such a system can be derived from the generic continuity

equation of the form,
∂nk

∂t
= Sk − Lk (7.1)
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Figure 7.5: Schematic of various hydrocarbon species considered in the model
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Chain 1 Chain 2

D1

Surface

Figure 7.6: Schematic of locking of chains considered in the model. The second figure
represents the simplified representation

Figure 7.7: Schematic of the two-layer model of the film growth
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where, Sk is the rate at which mass is added to the system and Lk is the rate of loss

of mass for the layer of density nk. Let nkb∆h0 be the number of particles added

to the bottom region in ∆t causing a change in height ∆h0. There is no physical

movement of species across the region (also no other additional loss of particles) and

hence Lk is zero. We also make an assumption that the density of the layer is a

constant, which makes ṅk is zero. The change in height of the bottom layer, can be

obtained by integrating the equation (7.1) for a distance ∆h0 as follows.

nkb∆h0 = Skth1∆t (7.2)

where, the mass addition in the top layer increases the height of the bottom layer.

Thus the rate of change of height of this layer is

ḣ0 =
Skth1

nkb

(7.3)

which is the rate of growth of the film. This concept is used in the present multi-

region model discussed in the next section for different species and regions.

7.2.5 Model Equations

We consider a zero dimensional time dependent system of equations for describing

the time evolution of the species listed above in each region. In each region different

processes are considered which lead to the hydrogen elimination from the film. Let

us consider a unit cross-sectional area so that the volume of the respective regions

are h3, h2, h1 and h0 from the top to the bulk layers respectively. The addition

of CH3 on C2 species results in the generation of C1. The original C2 type atom

becomes C1 type and the chain starts growing from this location. CH3 additions to

the chain results in the formation of D1. Further CH3 additions to D1 results in D2,

D3 and D4 (see Fig. 7.5). All the chains start with C1 and end with C3.

We make a very important assumption that, the chain represented by D4 has

enough energy to explore its neighbourhood and get attached (locked) with another
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C2 atom. This can happen due to the presence of background hydrogen which keeps

creating dangling bonds. The reason for considering the growth only upto D4 is

that, the average distance between dangling bonds on the surface, calculated from

FGMC was about 10 Å. Considering all the bonds will have equal probability to

grow chains, the maximum chain length one can grow on average is 5 Å, which

corresponds to D4 structure.

The locking of the chain is shown in Fig. 7.6 where one can see that D4 is locked

with C2 of another locked chain. This results in the formation of C1 and D5. Apart

from the chains, we also consider the reactions between C2 and C2, C2 and C1 and

C1 and C1 in the model.

In the model equations, we use the following notations to indicate the species in

a specific layer. For example, C2t implies C2 species in the top layer. Similarly, the

subscripts for the remaining layers are: ‘m’ for the middle layer, ‘i’ for intermediate

layer and ‘b’ for bottom layer.

7.2.5.1 Top Layer

Let ΓCH3
be the flux of incoming radicals and νg be the growth rate (rate of addition

of CH3) of the chains, which is assumed to be equal for simplicity for all the chains

upto D4.

The reactions considered in this layer are as follows:� Growth: this term is written as νg which is as follows:

νg = 3fdbσdbΓCH3
(7.4)

where fdb is the fraction of dangling bonds and σdb is the cross-section of dan-

gling bonds on the tri-hydride locations (The factor 3 indicates three hydrogen

attached to the carbon). The fraction of dangling bond is obtained from the

hydrogen abstraction probability.
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Sl = 2fdbσchainvchain (7.5)

where, Sl is the rate of locking and vchain is the chain velocity with which it

explores the neighbourhood by rotation. The cross-section for sticking is given

by σchain. The rate of locking also depends on the dangling bonds on C2 which

has two hydrogens and this is indicated by factor 2.

The time evolution of the densities in this region are as follows:

Ċ1 = SlD4C2 + νgC2 (7.6)

Ċ2 = SlD4C2 − νgC2 (7.7)

where, SlD4C2 represents the locking of D4 creates C1 and νgC2 represents the

growth on C2 to form C1.

Ċ3 = νg (C2 − C3) (7.8)

Ḋ1 = νg (C3 − D1) (7.9)

Ḋ2 = νg (D1 − D2) (7.10)

Ḋ3 = νg (D3 − D4) (7.11)

Ḋ4 = νgD3 − SlD4C2 (7.12)

In the steady-state the LHS is zero and the solutions are C2 = C3 = D1 = D2 = D3

which is taken to be a constant D. Substituting in equation (7.12), D4 can be

written as,

D4 =
νg

Sl

(7.13)

From equations (7.4 and 7.5) D4 can be written as

D4 =
3

2

σdb

σchain

vCH3

vchain

nCH3
(7.14)
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Thus D4 relates the vapour phase density to the surface density of the film. The

velocity of the chain vchain ≪ vCH3
and σchain ≪ σdb. Thus, D4 ≫ nCH3

and D4

approaches the surface density of the film. Substituting D in equation (7.6), Ċ2

becomes zero and C2 is a constant.

After the locking we imagine that five C2 atoms are added into the film. Since

the growth and locking had consumed two C2 atoms, we retain two C2s (to maintain

the mass balance of the top layer) and three are considered to be added in the region

below. The three C2s generated in the top region are transferred to the middle layer

and on the two further growth takes place. Thus, C2s in this region is kept constant.

7.2.5.2 Middle Layer

In the middle layer, long-range steric repulsion causes H eliminations. This results

in the formation of C1 out of C2. This can be represented by the following equation:

˙C2mh2 = 3νgC2th3 − 2α2C
2
2mh2 = x2 (7.15)

where, α2 is the rate of recombination of C2. The first term in the RHS of equation

(7.15) represents the source from the top layer. The second term is the recombination

of C2 to form C1. We assume that these two terms will not balance each other. If

they remain unbalanced, the excess C2 of this region will be transferred to the

intermediate layer. This is represented by x2, which is zero or positive. Similarly

for C1,

˙C1mh2 = 2νgC2th3 + 2α2C
2
2mh2 = y2 (7.16)

where, y2 is the net addition of atoms in the middle region of C1 type. This be-

comes the source for intermediate region. The first term in the RHS of equation

(7.16) represents the C1 passed from the top layer and the second term is from C2

recombination resulting in C1 formation.
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7.2.5.3 Intermediate Layer

In the intermediate layer, therefore exists C1, C2 from the upper layers and C0,

generated by the recombination of C1 species. C2–C1 recombination also generates

C0.

The rate of change of C2 in this region can be written as,

Ċ2ih1 = x2 − βC1iC2ih1 = x1 (7.17)

where, β represents the rate of recombination of C2 and C1 to create C0 from volume

steric effects and x2 represents the mass addition from the middle layer. The second

term represents the C1–C2 recombination which is generating C0 and the C1 is

retained. Thus it will not appear as a source in C1 equation. When the terms

remain unbalanced, the excess C2 will be transferred to the bulk layer, which is

represented by x1, which can have be either zero or positive.

The evolution of C1 can be written as,

Ċ1ih1 = y2 − 2α1C
2
1ih1 = y1 (7.18)

where, α1 is the C1–C1 recombination rate to form C0 and y2 represents the addition

of C1 from the middle layer. The second term represents the C0 generation from

C1 recombination. The excess C1 passing to the bulk layer is y1, which will also be

either zero or positive.

The recombination reactions generate C0, which is given by equation (7.19). The

C0 transferred to the bulk is given by z1.

Ċ0ih1 = 2α1C
2
1ih1 + βC1iC2ih1 = z1 (7.19)

7.2.5.4 Bulk Layer

In the bulk of the film, all the three components C2, C1 and C0 are present. The

height of the layer h0 increases with the addition of these mass into the bulk layer.
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The steady-state mass addition to the bulk can be written as follows.

C2bḣ0 = x1 (7.20)

C1bḣ0 = y1 (7.21)

C0bḣ0 = z1 (7.22)

By substituting for x1, y1 and z1 in the above equations and adding them, the rate

of change of height of the bulk layer can be obtained.

ḣ0 =
5νgC2th3

(Cob + C1b + C2b)
(7.23)

Thus it can be seen that at the steady-state, the rate of change of the height of the

film is decided by the total mass addition in the top layer which is a constant for a

given flux. Equations (7.20) to (7.22) can be normalized and written as follows:

Z2 =
3

5
− l2 − l12 (7.24)

Z1 =
2

5
+ l2 − l1 (7.25)

Z0 = l1 + l12 (7.26)

where the substitutions are,

C = Cob + C1b + C2b

Z2 =
C2b

C
, Z1 =

C1b

C
, Z0 =

C0b

C

Z2t =
C2t

C
, Z2m =

C2m

C
, Z2i =

C2i

C
, Z1i =

C1i

C

q2 =
2α2h2

5νgh3

C, q1 =
2α1h1

5νgh3

C, q12 =
βh1

5νgh3

C (7.27)

l2 = q2Z
2
2m, l1 = q1Z

2
1i, l12 = q12Z1iZ2i

The values of Z2, Z1 and Z0 lies between 0 and 1. The H/C ratio of the film is the

solution of equations (7.24 to 7.26). Since Z2 has two hydrogens and Z1 has one
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Figure 7.8: Constant H/C planes for different l1, l2 and l12 values (yellow color). Green
represents the region of permissible solutions.

hydrogen, the H/C ratio can be written as 2Z2 + Z1, which can be represented as

below.

H/C = 8/5 − (l1 + l2 + 2l12) (7.28)

The values of l1, l2 and l12 are varied as independent parameters in such a way that

sum of the three can be maximum of 8/5. The values of l1 vary between 0 to 1,

whereas l2 and l3 lie between 0 to 0.6. Accordingly it can be seen that extreme

values of H/C ratio are 0 and 1.6.

7.3 Results

The solutions of the equations (7.24 to 7.26) gives H/C values as a function of the

parameters l1,l2 and l12. Fig. 7.8, shows the constant H/C planes as a function of

these parameters. It can be seen that, the permissible solutions (where z2, z1 and

z0 are either zero or positive) are limitted to a narrow range of l1, l2 and l12. For

H/C values greater than 1 (5/5 in the plot), the constant H/C planes are complete

triangles with l1 ≤
2
5
, 0 ≤ l2 ≤

3
5
− l1 and l12 = 3

5
− l2. For lower H/C values, the
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Figure 7.9: 2D projection of the constant H/C contours for different l1 and l2 values
(yellow color). Green represents the region of permissible solutions.

triangle is cut by the plane passing through (2
5
, 0, 0).

The 2D projection (into l1-l2 plane) of the constant H/C planes is shown in Fig.

7.9. It can be seen that the parametric range is getting narrower for lower H/C

values.

7.4 Discussion

There exists a restricted region of parameter space, where the possible solutions exist

for the equations (7.24 to 7.26) (see Fig. 7.8). The H/C ratio calculated from the

model found to show a variety of values depending on the choice of the parameters

l1, l2 and l12. The maximum H/C ratio obtained from the model is 1.6, which is

slightly higher than the reported H/C values of co-deposits (1.5). This corresponds

to a condition where, middle (h2-region) and intermediate (h1-region) layers do

not contribute, and the film grows only from the chains. There is no additional

compaction occuring during the growth. This results in a very loosely packed film

of high porosity. Such films are typically generated by FGMC code (with density <

1 gm/cc), where there are no additional compaction reactions.
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If l2 = 0, then there is no C2 to C1 conversion by chain-chain recombination.

However, there can be C2–C1 and C1–C1 recombination. This indicates diffused

middle and intermediate layers. The H/C ratio of the films varies between 0 and

8
5
. However, if l2 does not exist, then l12 will be small since there is no additional

source of C1 formation. This makes l1 a still smaller quantity. Thus, in reality H/C

ratio will not approach zero, unless ion-bombardment causes additional abstraction.

If there exist a dense middle layer, then, l2 = 3
5

and therefore l12 has to become

zero. This corresponds to a condition, where l1 varies between 0 and 1. Accordingly

H/C ratio varies between 1 and 0. If there is no intermediate layer (h1-region), then

the film will be of completely C1 and thus H/C ratio becomes one. This corresponds

to the observed stoichiometric limit of polymer-like films (∼ 1). The density of such

films is typically between 1–1.5 gm/cc.

On the otherhand if there is a dense intermediate layer, then there will be a

complete conversion of C1 to C0 and H/C drops down to 0. This corresponds to

pure carbon films generated by ion-bombardment such as Diamond Like Carbon

(DLC) films with density close to 3 gm/cc.

7.4.1 Comparison with Tokamak Observations

Though the limits are known, the nature of the film and the H/C ratio are decided

by the conditions under which the films are grown. Different tokamaks have reported

different H/C ratio, depending on the vapour phase and physical conditions. In the

case of hydrogen rich co-deposits reported in JET (H/C ∼ 1.5), ASDEX (∼ 1.4)

etc., these films are observed in the remote regions of tokamak, where there is no

ion-bombardment [25, 26, 30, 32]. This results in the absence of the term α1 and

consequently l1. Thus, even if there is a dense middle layer, the minimum H/C ratio

could be observed is 1. Depending on the density of middle layer, H/C ratio varies

between 1 and less than 1.6 (l2 < 3/5). This is typically observed in the remote

regions of the devices.

On the other hand, if we consider the reports from TORE SUPRA, DIII-D,
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TEXTOR etc., the co-deposits were observed in mainly the plasma-exposed regions

where there is a flux of energetic particles [?, 26, 43, 147]. This results in the elimi-

nation additional hydrogen from the intermediate layer and α1 becomes significant.

This results in the formation of hydrogen-less films with very low H/C ratio (upto

0.1).

7.5 Conclusions

In this chapter we have discussed a simple analytic multi-region multi-species model

for the growth of co-deposited layers. The model is based on the insights derived

from MD and MC simulations and the idea that short polymeric chains grow, lock

with each other and compactify. It is interesting to note that, one can arrive at a

more realistic (∼ 1) H/C as observed in some of the tokamaks. The model brings out

the importance of long-range steric effects in the structure formation. Constraints

for achieving small H/C ratio is also brought out.



Chapter 8

Conclusion

In this thesis, the studies on the fundamental processes leading to the erosion and

growth of hydrogenated carbon films have been reported, which are of particular

interest considering the overall inventory of fuel in fusion reactors.

The role of steric effects in the growth and erosion of films is clearly brought out

in the present study. The steric effects arise from the mutual repulsion between H

atoms attached to different carbon atoms within the film. One of the most important

conclusion from the study is that, the steric effects play a crucial role right from the

radical incorporation, which is the very initial step of the growth at the atomistic

level, all the way upto the ultimate structure and the hydrogen retention capacity

of the film.

In the atomistic picture, the CH3 radicals are added to the dangling bond loca-

tions of the film in a way to minimize the steric repulsion. The molecule performs

rotation about C–C bond axis during its incorporation. The incorporation is possi-

ble only if the distance between H atoms attached to the CH3 and the surface bound

H atoms are above a critical distance called dcrit, which is typically 1.6 Å. The sur-

face irregularities shadow the dangling bond locations locally and hence reduces the

sticking probability.

How this atomic level picture of steric effects lead to the final structure of the film

is also brought out in the study with the help of Monte Carlo simulation. The soft

147
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hydrocarbon films are formed in a background of atomic hydrogen and hydrocarbon

radicals. The atomic hydrogen creates dangling bonds on the surface. However,

steric effects prevent the radical incorporation on certain dangling bond locations.

This makes some dangling bonds unoccupied and hence leads to the microporosity

of the film. Apart from the microscopic steric effects, the far-neighbour-shadowing

(non-local) created by the tall structures also contributes to the structure of the

film. The far-neigbour-shadowing results in the formation of bigger pores. Thus,

steric effects and shadowing together lead to the structure of the film. This model is

able to show the formation of a-C:H layers of a wide variation of densities (between

1 to 1.6 gm/cc) which are typical of soft hydrocarbon films.

Other than the local steric effects arising from the interaction of the molecule and

its immediate neighbourhood, the present study also addresses the effect of long-

range steric effects arising in the film. The stacking molecules on the top of each

other leads to the formation of linear hydrocarbon chains. The chains also perform

rotations with a larger sweeping area. The hydrogen atoms attached to the chains

will experience repulsion, which can lead to additional hydrogen eliminations from

the film. This reduces the hydrogen content of the film and the structure becomes

compact. Consequently, one can arrive a more realistic H/C ratio (∼ 1) which is

typical of soft polymer-like films.

The role of steric effects in the chemical sputtering of films is also understood.

Based on this a new mechanism is identified for the synergistic erosion of hydro-

carbon films due to energetic ions and thermal hydrogen atoms. The mechanism,

namely, Hydrogen Enhanced Physical Sputtering (HEPS), can be explained as a con-

sequence of successive bond breaking due to energetic ions and passivation due to

the thermal H atoms. The steric repulsion arising from bound H atoms prevents the

re-attachment of the broken bonds within the film. The subsequent ion bombard-

ment cause the ejection of energetic, unsaturated molecules from the top layers of

the film. The resulting erosion yield is much higher than the yields for pure chemical

erosion due to thermal H atoms and pure physical sputtering due to energetic ions.

The role of chemical and momentum transfer process in the erosion yield is also
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clearly understood from the study. This model is found to be capable of explaining

the enhanced erosion yields observed in radical beam experiments.

Another conclusion from the present study is that the dynamics of hydrogen

within the film depends strongly on the structure of the film which in turn depends

on the Migration Energy (ME) of the film. A method based on Potential Energy

Surface (PES) analysis of the film shows that for a-C:H films migration energy is

a distribution peaked around 1 eV. The width of the distribution depends on the

atomic arrangement in the film. For soft polymer-like films (of density 1.2 gm/cc,

the long hydrocarbon chains makes nearly similar environment everywhere and con-

sequently ME distribution has a narrow peak (0.01 eV). Whereas, for intermediate

density (1.8 gm/cc) films, the distribution was rather broad (0.45 eV) indicating

a variety of atomic arrangements. The H dynamics is a sequence of adsorption-

desorption processes on the surface of the film (internal surfaces of pores as well).

We can conclude that two competing processes, namely hydrogen attachment to

the dangling bonds and H–H recombination decides the range of atomic hydrogen

within the film (2–3 nm).

The comparison of roughness scaling showed good agreement between the film

formed from standard ballistic model of deposition and the Monte Carlo simulations

using detailed atomic structure of the molecules. Thus we conclude that the micro-

structure of the film will not depend on the behavior of roughness in the system.

To summarize, we have investigated the growth and erosion of hydrocarbon

co-deposits formed in the remote regions of tokamak using both numerical and

analytical methods. The steric repulsion arising from H atoms found to be an

important effect in deciding the ultimate structure and hydrogen retention capability

of the hydrocarbon films.

8.1 Future Scope

Several points arise from this work, which suggest the extension of the present

analysis as follows.
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they can also actively participate in the growth.� In the present Monte Carlo model of the growth, it will be interesting to keep

the effects of adjustments arising from neighbouring atoms during the process

of radical incorporation.� A relevant immediate extension is the problem of mixed-material co-deposition

where the first-wall will be made up of different materials such as beryllium,

tungsten etc.



Appendix A

Creation of a-C:H sample in MD

The Hydrocarbon Parallel Cascade code (HCParCas version V3.22) has been used

which employs a fifth-order predictor-corrector Gear algorithm to calculate the posi-

tions and velocities of particles using adaptive time steps [101]. The a-C:H samples

were created by annealing a collection of carbon and hydrogen atoms using the

Brenner potential for C–H and C–C interactions [99, 100]. The initial sample con-

tained 1000 randomly positioned atoms separated at a distance greater than 1.1Å,

the length of C–H bond.

The sample was annealed several times from 300 K to 4000 K and back to 300

K at a rate of 0.01 K/fs. Berendsen scalings [104] were used for temperature and

pressure control, and periodic boundary conditions were applied along the X, Y and

Z directions of the sample. After 50 ns annealing at 300 K the periodic boundary

along the Z axis was removed, followed by another 7 ns of equilibration time to

cure the artificially broken bonds. Atoms within a distance of 3 Å of the bottom of

the cell were fixed for mimicking the effect of an underlying bulk layer. Also, the

prolonged relaxation helped to identify and remove H2 molecules formed within the

sample during annealing.

As next step of the surface creation, the sample was bombarded with low energy

(5 eV) Ar atoms with random impact angles and locations to get rid of loosely

bound C atoms on the surface, which arise due to the removal of periodic boundary

151
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conditions along the z axis. Finally, to mimic the experimental conditions, the

surface was exposed to a flux of thermal H atoms.
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[119] M. Schlüter, C. Hopf, T. Schwarz-Selinger, and W. Jacob. Temperature de-

pendence of the chemical sputtering of amorphous hydrogenated carbon lms

by hydrogen. J. Nucl. Mater., 376:33–37, (2008).

[120] J. Roth and J. Bohdansky. Sputtering of graphite with light ions at energies

between 20 and 1000 eV. Nucl. Instrum. Meth. B, 23:549–551, 1987.

[121] M. Balden and J. Roth. New weight-loss measurements of the chemical erosion

yields of carbon materials under hydrogen ion bombardment. J. Nucl. Mater.,

280(1):39–44, 2000.

[122] Th. Schwarz-Selinger, A. von Keudell, and W. Jacob. Plasma chemical vapor

deposition of hydrocarbon films: The influence of hydrocarbon source gas on

the film properties. J. Appl. Phys., 86:3988, (1999).

[123] J.K. Walters and R.J. Newport. The atomic-scale structure of amorphous

hydrogenated carbon. J. Phys.: Condens. Matter, 7:1755–1769, (1995).
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