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Abstract

Most ITER divertor modelling work to date used B@-Eirene (SOLPS4) code package,
coupling a 2D fluid description of the charged plasspecies (B2) to a Monte-Carlo kinetic
description of the neutrals (Eirene). In recentrgedhe emphasis at ITER has been on
completing the neutral model, including neutralingucollisions, opacity effects, radiation
transport, etc. Elsewhere, new physics, numerias adgorithmic improvements, suchi&sB
and diamagnetic drifts, electric currents, ion aeditral heat and particle flux limits, wall
material mixing and surface temperature evolutemmg bundling of heavy ions species, as
well as switching to cell-centred velocities andngsan internal energy instead of a total
energy equation, gave birth to the B2.5 code, caatbwith Eirene as SOLPS5. We report on
work in progress to merge these advances with Ti&Rispecific model of the edge and

divertor.
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1. Introduction

In this paper we review the current status of tl@LBS (Scrape-Off Layer Plasma
Simulation) suite of codes, also referred to asH#2ne, which is being used for the design
and modelling of the ITER edge plasma and diveNde begin by detailing the different
versions of SOLPS that are currently in use. Wa ttempare output between the two “best-
physics” models, SOLPS4.2 [1] and SOLPS5.1. Aftlemtifying the principal sources of
difference between the two code versions, we (iyatiieir impact on the ITER edge
solution. We then list briefly some other aspedtedge modelling physics that need to be
better treated in such codes and discuss how tHd?SQuite is being modified to handle
these challenges.

2. Description of the various SOL PS versions

Historically, the SOLPS suite of codes [2] has gndier the coupling of a plasma fluid
solver, B2 and then later B2.5 [3,4], to a Montel€@#&ransport code for neutrals, Eirene [5],
as well as several pre- and post-processing aslitSince the two main components are
maintained and developed by different teams, varimeddings” have taken place between
the two families leading to a multiplicity of SOLP&rsions. These are summarized in
Table I. Eirene code development, done at FZ Jihels yielded several generations of the
code. Distributed as part of the standard SOLP&}.8nd SOLPS5.0 are so-called “old” and
“new” versions, corresponding to Eirene as of 1886 1999 respectively. Users may then
choose within their local installation which vensiohey prefer. Eirene-99 includes more

detailed atomic and molecular physics treatmemnt tteapredecessor, as well as an improved



description of wall reflection models, among otfeatures. Afterwards, a significant coding
effort has gone into providing much better numerinsluding dynamic allocation, use of
Fortran-95 standards and including new physics sgcphoton transport and opacity effects,
neutral-neutral collisions and better treatment etdstic collisions [1]. Many of these
developments were driven by the physics needseofftBR team and this Eirene “face-lift”
version was then coupled with B2, with some ITEResfic improvements [7] concerning
particle balance in particular, to produce SOLPSWIich is the version used by the ITER
team in the last four years. The Eirene group hsisfinished preparing a parallelized version
of Eirene, coupled to the ITER version of B2 tomioBOLPS4.3, the current ITER version of
the code.

In parallel, the fluid plasma code was entirely ngen as B2.5. Numerically, this
rewriting involved dynamic memory allocation, inglit addressing of neighbours (to handle
multiple topologies), and moving to a non-staggeged. On the physics side, improvements
included drifts and currents, and the replaceménh® ion total energy equation by an ion
internal energy equation. Other code developmendsadso listed in Section 4 below.
Coupling B2.5 to the older Eirene versions form&d BS5.0. The current paper reports on
the current attempts to couple the Eirene “fadé-{dind eventually the parallelized Eirene
version) with B2.5, which has been dubbed SOLPSAIL.the latest developments to
SOLPS5.0 are carried into SOLPS5.1 as they aredestd validated. However, the numerics
of the drifts in SOLPS5.0 are not yet entirely Saittory, and therefore some effort has been
devoted to improving the code stability and dom@firconvergence. This is being reported
in [8], again with coupling to more recent Eirenersions envisaged for the future. Lastly,
B2.5 has also been rewritten to take advantagedaptave meshing schemes, in view of
coupling it to 1-D transport codes and better sotubf time-dependent travelling events such

as ionisation fronts [9]. This forms the basis 80OLPS6.0, but there coupling to recent



Eirene versions has not yet been thought througth iMs context in place, we now move to
a more detailed comparison of the output of ITERsrbetween SOLPS4.2 and SOLPS5.1,
i.e. combining the currently best available modetghe plasma edge.

3. Comparisons between SOLP34.2 and SOLPS5.1 for ITER

The methodology used for comparing output from kmtles has been to rely on a well-
converged SOLPS4.2 case as the baseline, and ttempa to continue this case with
SOLPS5.1. As differences are identified, the SOLRSBode is made “backward-
compatible”, in the sense that options are addedpmduce the old numerical treatment. The
new code is then re-run and the new differencessassl. We illustrate this process by
plotting the poloidal particle and energy fluxestide divertor throat (Figure 1) and reaching
the targets (Figure 2) for the various changes nasl¢he benchmark progresses. Radial
fluxes show similar behaviour but the differendesr¢ are smaller.

Such careful benchmark exercises usually reveakssubtle coding errors and this time
was no exception. Among the first discrepanciestsgavas the calculation of cell volumes,
and cross-sectional areas of flux tubes for flusesputations, both of which had to be re-
coded (“Perp. area”) and their consequences cattredigh (“Consistent geometry”). In the
closed field lines region, the flux limiters formatibns were different (“Luciani flux limits”).
SOLPS4.x classical transport relies on the Bragjirieskmalism, while SOLPS5.x uses the
Balescu formulation, which is appropriate when agolarity is no longer assumed (“lon &
el. classical transport”). SOLPS4.x used a modifignlvind discretisation scheme, while
SOLPS5.x used the hybrid scheme due to Patankagmwiitdl scheme”). Several currents
contributions needed to be turned off in SOLPSSNo(currents” and “Particle fluxes”) and
the electric potential set to 3Tk (“Potential equation”). SOLPS4.x did not incluag iflux

limits (“No ion flux limits”), but its ion energy guation contains a kinetic energy flux term



(“Kinetic energy flux”). Lastly, the viscosity fluimits were coded quite differently in the
two versions (“Viscosity limit”).

In addition to these points, a few “irreconcilabtifferences remain. SOLPS4.x versions
use a staggered grid, solving for pha&oidal velocity on cell faces, while SOLPS5.x versions
use a non-staggered grid with cell-centpedallel velocities. Thus, the comparison between
the two code outputs always keeps an element aiciglinterpolation. More importantly,
SOLPS4.x uses total energy equation to solve for the ion temperaturgle SOLPS5.x
relies on annternal energy formulation. This means that naively conmggfion heat fluxes”
can be misleading, as both codes understand thisttesignify a slightly different quantity.

After all the above, the differences in the divettooat fluxes were brought to the percent
level, which is excellent agreement, but the situnaat the divertor targets remains a concern,
as differences there remain in the 50% range fdaig® and ion energy fluxes. More work
needs to be done to understand these discrepdreties and resolve them. It is noteworthy
that, apart from corrections to some geometricetiofd which had a large impact near the X-
point (where the grid is furthest from orthogongliand at the targets, the main contribution
to the difference came from the ambipolarity assionp This suggests that new ITER
solutions with non-zero currents may well chang¢iceably from previous current-free
calculations.

4. Progress on some further developmentsfor SOLPS

In addition to the comparison work between theaalyeexisting versions of the code,
several other issues of critical need for ITER a&ndent devices are being addressed. In
particular, the issue of high-Z ion sequences sisctungsten, the occurrence of wall material
mixing, the time evolution of wall surface temperat and its impact of wall erosion
processes, as well as hydrogen inventory andrritietention, need to be addressed in a self-

consistent edge model of the plasma in the deVitebriefly describe some avenues of code



development to that effect below. Other developsiestich as improved numerical drifts
treatment [8], coupling to the ASPOEL code for dgdon of the far SOL [10] and
parallelisation of Eirene, are the topic of accomyag papers.

Full tungsten treatment

Under normal circumstances, the fluid plasma treatnof the plasma equations requires
that the entire isonuclear sequence of a givenispd&e treated simultaneously. For the case
of tungsten, this means treating a set of 75 amtiti equations. Although B2.5 is not in
principle limited in terms of the number of specigsated, memory requirements and
execution time can become an issue for high-Z ca&Sesie effort has thus been spent in
making sure that the code could indeed run withfuHemplement of ITER species: (2 D + 2
T+3He+5Be+7C+ 75W = 94 species) andpesling up the numerics related to the
computation of the matrix elements. Apart for thgpeédiment of long run times, such runs
also require the availability of reliable atomictaldor tungsten. This data is currently being
calculated [11] by a joint effort between the ASDE)grade and ADAS teams. Also
missing is sputtering data for combinations invadyiincident ions from a wall material
impinging on a different material. Computation leéoretical yields using SDTrimSP is under
way at IPP-Greifswald. Additionally, particularlyorf material mixes with large mass
mismatches such as W in C, the sputtering yieldnoion incident on a W/C mixture is not a
linear combination of its sputtering yields on ator@ and W surfaces [12]. This is further
complicated by issues of preferential sputterindperg experiments are scarce and vyield
contradicting information.

Bundled charge states

Another option for dealing with high-Z ion sequensdo allow for several of the ions to
be bundled into a single plasma “species”. SOLP38d 5.1 have been made compatible

with such a bundled charge state scheme, basiogligllowing the average charge, square



charge, and ionisation potential of each speciesty according to local electron density and
temperature. The burden now falls on the A&M daienmunity to provide data for different
bundling scenarios of heavy ion species. A tesé emsng D + Ar in a JET geometry has
shown that the plasma solution was little affedsgdrelatively strong bundling (halving the
total number of species treated) unless the solutieared the detachment transition.
However, the collisional-radiative model for eaambled species currently does not include
the effect of charge-exchange reactions which denmowe an ion outside of its bundle. Doing
so would require making the model dependent onl lomatral density as well.

Wall temperature model and mixed materials

The ITER wall also presents a modelling challengealise of its multi-material nature. It
is important to follow the erosion and redepositidrvall materials, on wall elements of both
similar and dissimilar composition. Moreover, itnecessary to follow the composition of
surface layers that may form, as well as the tinm@ution of the surface temperature, to be
able to determine how erosion rates will evolvetime. It is also important to take into
account, in addition to the temperature and flugethelencies of erosion processes, chemical
effects coming from the partial coverage of thekbwhll element surface with re-deposited
material of a different nature, which may stronighpede chemical erosion, but are much less
well understood. In SOLPS4.2, on the Eirene sitlés ialready possible to distinguish
between erosion-dominated and deposition-dominatetl elements, whilst in B2.5 the
temperature evolution and surface layer composittam be followed in detail [12].
Transferring this capability to Eirene remains éodone.

Hydrogen inventory and tritium retention

Another essential issue for ITER is hydrogen inggntand tritium retention in walls.
Correct treatment of this physics requires a nadétes approach, from hopping of hydrogen

among lattice sites, to transport along grain bawmied, and bulk diffusion, in addition to the



plasma recycling-erosion-transport-redepositionlesic Implementation of a hierarchy of
models [13] to encompass these phenomena is clyrieritis build-up stages.
5. Conclusions and outlook
We have presented in this paper the current stdittee merging of the best ITER-specific
physics model for the plasma edge, embodied in S4LE with the latest plasma fluid
treatment from B2.5, into SOLPS5.1. The two coddk larbour important differences in
their results, notably for ion particle and enerfiiyxes at the targets. Some of these
differences are attributable to differing numerichbices with other remaining ones have less
clear of an origin. The ambipolarity assumptionS@®LPS4.2 is seen to lead to the most
significant of the physics-based differences. Besithis comparison effort, we have reviewed
several avenues of ongoing code development aitnedpaoving the predictive capabilities
of SOLPS for ITER, such as treatment of high-Z jansnsport and redeposition of erosion
products and their consequences, including hydragemtory and tritium retention.
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Table captions
Tablel: Summary of the various SOLPS versions accordirtigd plasma fluid component

(B2, B2.5) and kinetic neutral treatment (Eiremayows indicate future planned couplings.



"+, Kinetic neutrals
Parallelized
. | Eirene-96 i Eirene-99 Eirene « facelift » Eirene
treatment .
. . SOLPS4.2 [7] y N
B2 (2] SOLFPS4.0 [6] (ITER-optimised version) SOLEPS4,3
< SOLPSS5.1
B2.5[3.4] SOLPSS.0 (2] (this work) ;
TImproved drifts < ) i
treatment SOLPSS.2 91 O :
Adaptive SOLPS6.0 [10] (1) '
meshes i

Tablel




Figure captions

Figure 1. Comparison of the integrated particle and eneligiek at the inner and outer
divertor throat entrances of ITER for various impéntations of the SOLPS code.
Figure 2: Comparison of the integrated particle and eneligiek at the inner and outer

divertor targets of ITER for various implementasasf the SOLPS code.
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