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Abstract. A probabilistic data analysis method was applied to analyze the spatially
resolved beam emission intensities from the Lithium beam diagnostic at ASDEX
Upgrade. The method allows to recover density profiles from the Lil emission profile
with a spatial resolution of 5 mm and a temporal resolution of 50 us. It is based
on a probabilistic description of the measured data including absolutely calibrated
measurement, errors, a forward model for the simulation of the data given a density
profile, and prior information about weak constraints on monotonicity. The density
profile is parameterized by cubic spline polynomials. The method replaces the
conventional approach applying an iterative (shooting) method to invert the density
profile. The new probabilistic method allows to analyze low-density profiles since
there is no need to fulfill an inner boundary condition or to pre-smooth measured
data because no direct inversion occurs. Consistent profile uncertainty measures are
provided for different purposes. Profiles in the edge region can be fully explored for
any plasma regime and the profile pedestal is accessible up to 0.8 x 102° m~2. The
advanced technique is demonstrated with low, medium and high density profiles at
ASDEX Upgrade. The benefit of the achieved temporal resolution is shown with ELM
resolved measurements. The dependence of the density profiles on electron temperature
or impurity content is shown to be negligible.
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1. Introduction

Electron density profiles at the edge region of magnetically confined fusion plasmas
are of major interest for understanding plasma-wall interaction physics as well as the
transport barrier physics, e.g. in L- to H-mode transitions or edge localized modes. A
routinely used method for measuring spatially and temporally resolved electron densities
in the edge region of fusion plasmas (ASDEX Upgrade, W7-AS, Textor, CHS, and JET)
is given by lithium beam impact excitation spectroscopy (Li-IXS) [1, 2, 3, 4, 5, 6, 7, 8].

The injected lithium atoms are excited and the neutral beam is attenuated by
collisions with plasma particles. Therefore, the measured Lil(2s-2p) resonance line at
670.8 nm depends on the plasma density. The spatial shape of the line emission profile
is analyzed to reconstruct an electron density profile. The lithium beam attenuation
and Lil emission line is modeled by solving balance equations of population and de-
population mechanisms by particle impact (electrons, hydrogen and impurity ions) and
spontaneous emission [4].

The goal of the present work is to improve the analysis of the line emission profile
by applying a probabilistic method to account for measurement and model uncertainties
in a consistent way. The probabilistic method consists of two parts. The first part is
given by the forward model calculating the occupation density of the Li(2p) state and,
therefore, the intensity of the line emission from a given density profile. This established
physical model is successfully used since many years and provides the foundation for
the present improvements. The second part is given by a probabilistic model for all
measured and modeled quantities. The statistical model for the measured data provides
a measure to distinguish data structures which are due to significant information from
structure which is due to statistical fluctuations (noise). The probabilistic description of
the modeled quantities is necessary for separating the significant information in the data
from over-interpretation. Physical conditions and prior knowledge about parameters
can be easily applied within a probabilistic approach. In contrast to the conventional
method, the probabilistic method is conclusive in the sense that it is independent of an
inner boundary condition or numerical stabilization techniques by data pre-smoothing.
It provides density profiles for any plasma regime and is much more robust against
numerical problems.

In addition to the analysis of diagnostic data in the most reliable way, the
probabilistic method is useful for validation and combination of sets of diagnostics in
a standardized way. The Integrated Data Analysis (IDA) approach provides a full
probabilistic model including physical and statistical models of an integrated set of
different diagnostics [9]. The goal of IDA is to combine data from heterogeneous and
complementary diagnostics to consider all dependencies within and between diagnostics
for obtaining validated and most reliable results. Though the lithium beam diagnostic
is already combined within an IDA approach with the interferometry diagnostic at
ASDEX Upgrade, the present work describes the progress obtained with the new
probabilistic approach for the lithium beam only. Section 2 and 3 resume the forward
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model for the lithium emission data and the experimental set-up, respectively. Section
4 summarizes the conventional data analysis method and section 5 describes the
probabilistic approach. The numerical costs are shown in section 6. Results obtained
with the conventional and the probabilistic approach are compared in section 7. Section
8 shows results obtained with the temporal resolution of 50 us. Section 9 shows the
impact of the temperature profile and the impurity content on the density profile, and
section 10 depicts a sensitivity study with respect to the regularization parameters.
An exploration of profile uncertainty measures and their interpretative vulnerability is
depicted in section 11. Section 12 summarizes.

2. Lithium beam impact excitation spectroscopy

Li-IXS is based on the observation of Lil radiation (Li(2p) — Li(2s), A = 670.8 nm) from
neutral lithium atoms injected with an energy of 15-80 keV into the plasma. Spatial
line emission profiles are obtained from a collisional-radiative model including electron
impact excitation, ionization and charge exchange processes. A system of coupled linear
differential equations

d]\;zz(Z) = Zl {ne(z)aij (Te(z)) + bzg} Nj (z) (1)
Ni(z=10) = (;1: (2)

describes the occupation densities of the excited states of Li. z is the coordinate along
the injected lithium beam where z = 0 defines the entrance of the lithium beam into the
plasma (first measured channel). N; is the occupation density of the i-th energy level,
Npi =9 is the number of energy levels considered. The coefficient a;;(i # j) describes
the population and de-population rate coefficient from level ¢ — j due to collisions with
electrons and protons of the plasma, respectively. Attenuation of the lithium state 7 due
to charge exchange and ionization in collisions with plasma particles and excitation to
any other bound state are included in coefficient a;;. The coefficients b;; are the Einstein
coefficients of spontaneous emission. n, and 7T, are the electron density and temperature,
respectively. At z = 0 the lithium atoms are assumed to be in ground state where the
boundary condition (2) has to be fulfilled. Details about the modeling of the lithium
beam and the used atomic data bases can be found in [4, 10, 11, 12, 13, 14].

For any given density profile ne(z) the initial value problem (1, 2) is solved with
a variable-order, variable-step Adams method (NAG, 1984). The measured emission
profile d(z) of the Lil(2s-2p) transition is proportional to the occupation density Ny(2)
of the Li(2p) state. The proportionality constant has to be determined.

3. Experimental set-up

Details of the experimental set-up can be found in [15, 5]. The lithium injector for
ASDEX Upgrade is capable of producing neutral lithium beams of 30-80 keV energy and
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2-4 mA equivalent current at the plasma boundary. The beam diameter is about 12 mm
at this location. The beam enters the plasma radially near the equatorial midplane of
the torus. The spatial resolution of 5 mm is determined by the aperture of the fiber
optics used to transfer the emitted light to the combination of interference filters and
photomultipliers for acquisition of the emission profile.

The temporal resolution is limited by the scanning frequency of 5 kHz which was
recently upgraded to 20 kHz. The increase of the temporal resolution by a factor of 4 was
accompanied by a change of the set of interference filters from ones with 0.5 nm FWHM
and 40% peak transmission to a set with 2 nm FWHM and 80% peak transmission. As
the narrow filters had to be tilted for optimal performance at different beam velocities,
this change of filter set resulted in an increase of the signal-to-noise ratio in most spatial
channels by about one order of magnitude. The effective temporal resolution for the
conventional data analysis tool is determined by the required signal-to-noise ratio of
the emitted light. A temporal resolution of 5-20 ms is usually chosen by averaging over
subsequent time frames.

The probabilistic approach does not need a predetermined signal-to-noise ratio to
allow for a successful analysis. In case of a small signal-to-noise ratio the estimated
density just shows a large estimation uncertainty.

The achieved temporal (50 ps) and spatial (5 mm) resolution is comparable to
the resolutions obtained with reflectometry measurements (35 pus and < 10mm) [16] but
providing density profiles from reflectometry measurements routinely poses a challenging
task. Section 8 shows density profiles with a temporal resolution up to the technical
limit of 50 ps obtained with the new probabilistic method.

To discriminate the signal from the background, the beam is chopped with a cycle
time of 80 ms (56 ms beam on, 24 ms beam off). The background signal is averaged
within the beam-off phase and linearly interpolated in-between.

4. Conventional data analysis method

The established method to evaluate electron density profiles from line emission profiles
from the lithium beam is provided by the "IPP technique” [4]. This technique is
inherently capable of deriving absolute n.(z) profiles from the relative line emission
profile without need for absolute calibration. The evaluation of density profiles
employing this conventional technique is routinely used in ASDEX Upgrade. For self-
consistent density estimation it is crucial that the whole emission profile is observed
[7].

The conventional method is based on an algebraic rearrangement of the second
differential equation obtaining an explicit equation for the density n. as a function
of the beam coordinate z and of all occupation densities [4, 7]. Using this explicit
equation the density profile is obtained by a stepwise integration of (1) starting at
z = 0. The absolute calibration constant « relating d(z) to Ny(z) is determined by
"shooting” (iteration) for a solution for different values of a until a self-consistent
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solution is obtained. This can be achieved by either assuming a completely ionized
beam at the last spatial channel or by enforcing that both, numerator and denominator
in the explicit equation reach zero at the same radial position (singularity condition).
This approach has been used for ASDEX Upgrade as a standard method and produces
satisfactory results for most of the plasma scenarios. At JET the absolute calibration
constant « is obtained routinely by fitting an inner boundary condition which may be
adjusted with respect to an independent measurement of the electron density [7].

The major drawback of the conventional method is that the method works only
if the singularity condition or an inner boundary condition of vanishing lithium beam
intensity for the innermost spatial channel (equation (6) in [4]) can be fulfilled (or an
independent density measurement exists). For small density regimes neither the beam
is fully ionized at the innermost spatial channel nor the singularity appears. Therefore,
for low-density plasma regimes density profiles could not be obtained. Additionally,
the conventional method suffers from numerical problems close to the singularity as
well as from statistical fluctuations (noise) in the data. The singularity condition is
very sensitive on minor changes in a. To extend the achievable spatial region for
density evaluation and to improve numerical stability, the line emission data were
spatially smoothed and temporally binned prior to the analysis in order to reduce
the statistical noise in the data. However, spatial smoothing might result in loss of
significant information provided by the data, e.g., at the emission maximum. Temporal
binning reduces time resolution and is useful only for plasma conditions stationary in
the time interval studied. Furthermore, the information about data errors are lost after
applying pre-smoothing and, therefore, profile uncertainties reflecting data noise are no
longer accessible.

5. Bayesian probability theory

To avoid the intrinsic problems of the conventional method and to tackle the
measurement errors in a consistent way, a new probabilistic data analysis tool for the
lithium beam diagnostic was developed. It is based on a probabilistic description of the
measured data and a forward model for the simulation of the data from a given density
profile. Within the framework of probability theory, the measured data are compared
with the forward model describing the line emission for a given density profile. Since
only forward modeling is involved no direct inversion of the noisy data is necessary. An
example of the probabilistic technique applied to a Thomson scattering diagnostic can
be found in [9] and references therein.

Special attention is given to the description of the measurement errors of the line
emission signal, the error of the background measurement of the chopped lithium beam,
and the uncertainty of the relative calibration of the spatial channels. An elaborate error
assessment is crucial for recovering only the significant information in the measured data
and for avoiding noise fitting. As a result, the uncertainty of the estimated density profile
reflects all error sources encountered.
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In comparison to the conventional analysis, the new probabilistic analysis method
has several advantages: For a self-consistent density estimation, it is not crucial
to measure the whole emission profile. The method works for incomplete emission
profiles and, therefore, for all density regimes. The proportionality parameter « is a
fitting (nuisance) parameter which can be estimated jointly with the density profile.
The iteration of the calibration constant « (”shooting”) for solving the equations is
obsolete. The existence of the singularity condition or an inner boundary condition
by a completely ionized beam or an independent measurement is not necessary. Since
there are no singularities in the forward calculation, there are no numerical instabilities
due to small de-numerators or experimental noise. Therefore, there is no need for
pre-smoothing or temporal binning of the data. This implies that consistent profile
uncertainty measures can be provided.

Inferring an electron density profile n, from measured data d is an inverse problem
which cannot be solved uniquely if the data are deteriorated by noise o or the
information needed for modeling the data is incomplete. For the lithium beam diagnostic
the data set consists of noisy signals from 35 spatially resolved light detectors and
calibration data. Estimates and errors of n, profiles have to comprise uncertainties
encountered in both, the measured data and the model parameters which enter data
interpretation. Probability theory provides a consistent framework for combining noisy
data and incomplete or uncertain additional information relevant for the measurement.
Probability theory as a logical inference concept, usually termed as Bayesian probability
theory (BPT), is extensively used in various fields of plasma physics such as parameter
estimation [17], reconstruction of electron energy distribution functions [18], separation
of the signal from the background [19, 20], robust estimation and outlier treatment [21],
model comparison and group analysis [22, 23], data validation [24] and experimental
design [25]. The concept of Integrated Data Analysis (IDA) [9, 26] in the framework of
BPT offers a unified way of combining all available information for single diagnostic
data analysis as well as for the coherent combination of heterogeneous diagnostics.
The present work is part of a larger effort of combining complementary diagnostics of
ASDEX Upgrade in the IDA framework. A comprehensive probabilistic description of
the individual diagnostics involved are an essential prerequisite for IDA. A recommended
tutorial on BPT is given by Sivia [27].

The starting point of BPT is given by Bayes’ theorem, which reads for the present
application as:

P(d|ne,0,1) P(ne|I) 3)
P(d|I)

Bayes’ theorem is a consequence of the sum and product rules of probability theory.

P(neld,o,I) =

Eq. 3 relates the posterior probability distribution function (PDF) P(ne|d, o, I) to known
quantities, namely, the likelihood PDF P(d|n.,o,I) and the prior PDF P(n|I). P(d|I)
is the evidence of the data which constitutes the normalization and will not affect the
conclusions within the context of a given model. The evidence is an important quantity
for model comparison because it evaluates how consistent the measured data are with
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the statistical and physical models provided.

The posterior PDF is the quantity to be inferred. It encodes all information to decide
how reasonable a solution n, is if the data d, the uncertainty of the data o and further
information I are given. The information I abbreviates additional knowledge about the
problem such as the physical model or constraints on n,.. n, is restricted by positivity
constraints and can be further confined by monotonicity assumptions or correlations
with other quantities such as p, = n, * T,. For practical reasons, the posterior PDF is
frequently characterized by two values of interest, namely the best estimate, often given
by the maximum or mean value of the posterior PDF, and its reliability, given by the
width. If the posterior PDF is unimodal, e.g. a Gaussian distribution, the estimate can
be assigned to the most probable value of the PDF and a measure of the error is given by
the standard deviation. For the case of non-Gaussian distributions the characterization
of the posterior by only two values fails to summarize the results. An example is given
by the combination of results from different, inconsistent measurements resulting in
estimation uncertainties much smaller than the difference of the estimates. The result
may be a bi- or multi-modal distribution. Such problems are often encountered in
comparing results from different diagnostics and, indeed, initiated the present work
of a thorough understanding of the lithium beam diagnostic (in combination with the
interferometry diagnostic).

For applying Bayes’ theorem the likelihood and the prior pdfs have to be quantified.
The likelihood provides a measure to distinguish data structures which are due to
significant information from structures which are due to statistical fluctuations or
systematic uncertainties. The prior is necessary for reducing the space of possible
solutions allowed by the likelihood to the significant information in the data. Priors
should prevent physically unreasonable solutions or over-fitting.

5.1. Likelihood

The likelihood function describes the error statistics of the experiment. If the noise
¢ = d — D(n.) of a single measurement d is assumed to be independent and normally
distributed with zero mean ({¢) = 0) and variance (¢?) = o2, the likelihood function is
given by a Gaussian pdf. The Li-beam intensity data set used for estimating the density
profile consists of N; = 35 spatial channels and N; consecutive time frames recorded
every 50 ps (200 us for older shots). The combined likelihood of N; = N, - N; data
values with independent errors is given by the product of Gaussian likelihood pdfs

1 1
P(d|nea07 I) = exp (__X2> 3 (4)
HZS:Ni Va2 2

¢ - 30t Diey’ 5)

tj

in terms of the familiar x* misfit. o;; is the standard deviation of the error of
measurement d;; at spatial channel 7+ = 1..N, and at time ¢;,j = 1..N;. D;(ne) is
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the modeled line emission intensity at spatial channel 7. It is assumed that the emission
profiles of all consecutive time frames selected can be modeled with a unique density
profile. If the density profile changes on a faster time scale, the number of time slices have
to be reduced. For rapid density changes during an ELM onset, each time frame has to be
analyzed separately. If the assumption of a stationary density profile over the combined
time frames is not fulfilled, the residuals of the fitted data increase. Systematic deviances
of the residuals for different time frames provide an easy to implement indicator for the
necessity of a larger temporal resolution. The advantage of the present likelihood over
temporal data binning by adding up the data within the time window is twofold. First,
the uncertainty of the single datum is considered correctly. Second, systematic changes
between different time points can be easily detected in the residuals.

To calculate the likelihood pdf for a given set of emission profiles we have to provide
a model for the line emission and the uncertainties of the data.

5.2. Lithium beam measurement

The modeled lithium beam intensity D due to emitted line radiation detected by the
spatial channels is given by:
D;(ne) = @ s; No(ne(z;)). (6)
The proportionality factor o accounts for imaging effects, the lithium beam intensity
and the overall sensitivity of the detection system. Since the lithium beam intensity
varies on a fast time scale due to space charge effects and changes in the neutral gas
density between the beam generating box and the plasma entrance (~ meters), @ cannot
be determined independently but has to be estimated for each time frame from the
measured line-emission profiles, even if an absolute calibration of the beam intensity
would be possible. Therefore, the parameter « is estimated together with the parameters
of the density profile n,. The parameters s; account for the relative sensitivities of
the spatial channels for which calibration measurements are needed. The calibration
measurement, described in section 5.4, is performed with the same experimental set-up
as the lithium beam measurement in the plasma.
The signal d;; measured by an individual spatial channel 7 and time point j is
given by the sum of the line emission intensity D, background intensity D} and noise €,

respectively:

dij = D; + D;p, + € (7)
In order to determine the background, the lithium beam is chopped:

dijb = Dip + €ijp (8)

For the present case of a measured background, the uncertainty of the estimated
background has to be considered. This results in a modification of the y2-term in
the likelihood:

oy (dij — dijp — Di(ne)) )

2 2
Tij T Tijb
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where 035, is the uncertainty of the background estimate.

4 T v T T T T i T i i T
#22899 beam on ‘ beam off ‘ beam on
2 k i
ch=23

0 } t t t i t t } t
S2+ -
7))
0
e
Q
Q
=

Iy
© 1

4.12 414 4.16 4.18 4.2 4.22 4.24
time [s]

Figure 1. Time traces of the measured line emission intensity for channel numbers 8
and 23 for shot number #22899.

Figure 1 shows time traces of the measured line emission intensity of channel
numbers 8 and 23 for shot number #22899. The time window comprises 2 beam-on
and 1 beam-off (chopped) time intervals within an H-mode phase with type-I ELMs.
The ELMs can be clearly seen as bursts of line emission. Channel 8 measures in the SOL
and channel 23 measures close to the pedestal top where an ELM induced decrease of
the line intensity is observed. Although ELMs occurred also within the beam-off phase,
the background trace does not show an significant increase of the signal during the ELM.
It follows that the background signal is not spoiled by the ELM. The background can be
clearly estimated from the mean of the beam-off signal and the background uncertainty
is given by the standard mean uncertainty.

The background consists mainly of bremsstrahlung radiation. Line radiation
from tungsten was not observed because the power deposition at the first-wall area
covered by the line-of-sight is negligible. Nevertheless, the recently installed broad-band
interference filters cover part of a helium line. Figure 2 shows time traces of the measured
line emission intensity of channel numbers 8 and 23 for shot number #22845. This shot
is comparable to #22899 but the helium concentration is much larger. This shot was
recorded shortly after a helium glow discharge for wall conditioning. Averaging the
background signal is not appropriate for plasmas with non-stationary plasma conditions
and large helium concentrations. For ELM-free regions the background is flat which
allows to average the background signal. More sophisticated background estimation
methods have to be developed for non-stationary plasma phases (ELMs) with large
helium concentrations. The signal measured with the previous small-band filters did
suffer much less from helium line emission. Fortunately, the helium concentration
decreases rapidly after a couple of shots which allows to use the standard background
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Figure 2. Time traces of the measured line emission intensity for channel numbers 8
and 23 for shot number #22845 with large helium concentrations.

estimation approach routinely.

Non-stationary plasma conditions on time scales below the integration time of 200
or 50 us, respectively, are not relevant. Therefore, small-scale plasma fluctuations are
not resolved because they occur on much smaller time scales. Bremsstrahlung from
such fluctuations do not have to be considered for the estimation of the background.
Transient (blobby) effects on time scales larger than 50 ps will be subject of further
studies.

5.3. Error assessment

A basic requirement for probabilistic data analysis is a comprehensive error assessment
of the measured data and all nuisance parameters entering the forward model (data
descriptive model). The measurement errors of the lithium emission intensities is derived
from the calibration measurement with post-filling of the ASDEX Upgrade vessel with
H,/D, gas. Assuming Poisson statistics of a counting experiment the likelihood of
measuring x counts is given by

T

PN = - exp(-) (10)

with mean intensity A which is identical to the variance of the Poisson distribution. If
the true measurement d suffers from an unknown offset 2y and an unknown amplification
factor &,

d=&(x — m), (11)

the resulting likelihood again is a Poisson distribution with mean and variance shifted
and scaled

(d) = &(A =) (12)
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() = (d)* =X . (13)

From the calibration measurement with constant gas pressure the unknown offset and
scale values can be derived for each of the 35 spatial lithium beam channels individually.
The right panel of figure 3 summarizes the measured intensities in two histograms
for beam on and beam off, respectively. The mean m and variance v values of the
background (index 1) and signal (index 2) measurements provide four numbers which
allow to calculate the four unknown quantities xg, &, A\; and Ay from the four equations

myo = f()\m - SCU) ) U,2 = 52)\1,2 (14)
namely
£ = T v
mi — Mo
)\1,2 = 01,2/52
rg =M —my/§ : (15)

The solid lines depict the Poisson distribution (normalized to number of measurements)
corresponding to the offset and mean values derived with the set of equations (15). The
factorial in the Poisson distribution (10) is replaced by a Gamma-function, 2! — T'(z+1),
to allow for continuous x-values. For the measurement of the channel 18 shown in figure
3 the estimates for the offset is zy = 3.0 and for the scale £ = 0.091, obtaining a
measured offset of —& xxqg = —0.28. The estimated mean of \; = 3.3 and Ay = 8.4 show
that one measures in the mean for each time frame only a few photons. The reason
for the histogram not showing distinguished count numbers is the statistical behavior
of the amplifiers in the measurement system. The Poisson distributions estimated for
all 35 lithium channels describe the data reasonably well even for the asymmetric low-
intensity cases with values of A\ = 0.2 —4 and Ay = 1 — 15. Due to the small number of
photons collected within one time frame the estimate of the measurement offset (section
5.2) and absolute calibration(section 5.4) are based on about 5000 time frames within
1 s to allow for reasonable statistics.

With the offset and scale values determined individually for the spatial channels,
the number (actually not an integer but a real value due to amplifier noise) of measured
photons can be estimated,

n:§+%, (16)

where n is the number of measured photons and d is the measured intensity. & = £/10
because the signal amplification for the calibration measurement is chosen to be a factor
of 10 larger than for the plasma measurement. If n is sufficiently large (n > 10) the
Poisson distribution is approximated reasonable well by a normal distribution with
standard deviation /n. Therefore, the statistical error on the measured line intensity
d + o is given by

0:§¢_:5Mg+xo . (17)
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An independent check of the error statistics derived from the calibration measurement
is given by the residuals between the measured intensities of the line emission in the
plasma and the modeled intensities weighted with the statistical error (17). Indeed,
figure 5 shows that the assumption of counting photons (Poisson statistics) and the
validity of the estimated offset x, and scale £ is confirmed because the residuals of the
fitted line emission profiles scatter independently in the order of magnitude of one.

The statistical error given in equation 17 is valid for the complete range of measured
intensities. A small amount of the 35 spatial channels have a poor signal-to-noise ratio
due to degradation of optical components. For the conventional analysis tool these
degenerate channels have to be removed from the set of data to avoid systematic errors
in the profiles. This data censor is not necessary for the new probabilistic technique
since each datum is taken into account according to the assigned measurement error.
The decision problem which degenerate channel to cancel and the problem how to deal
with the intermediate cases do not emerge.

5.4. Calibration

The relative calibration factors s; are determined from Lil emission measurements in
neutral hydrogen gas which is filled into the ASDEX Upgrade vessel after each plasma
discharge. The typical Hy/Dy gas pressure is 2 x 10™*mbar < p < 1.5 x 1072 mbar
measured with a baratron. The left panel of figure 3 shows a 0.3 s time segment of

150
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® o e background (beam off)
o signal (beam on)

>
g 100 r
g &
£ 5
s Ee]
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7] 2
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0 ! R
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Figure 3. Left: Calibration measurement with D, gas filling with beam on and
beam off. Right: Histograms for background and signal measurement and Poisson
distribution (solid lines) with estimated mean, offset and scale values.

totally 1 s of calibration measurement with Hy gas filling for one of the 35 lithium beam
channels. The segments with beam on and off can clearly be distinguished. The smaller
signal (beam off) accounts for background only and the larger signal (beam on) contains
additional line emission. The background (baseline) b; is calculated from the mean of
signals with beam off. The uncertainty of the estimated background is given by the
standard uncertainty of the sample mean.
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In case of negligible beam attenuation the measured intensity profile reflects
the relative radial transmissivity of the 35 spatial channels optical detection system.
However, for the chosen gas pressure the neutral Li-beam is attenuated by ionization
through collisions with gas molecules. The beam composition and attenuation by
collisions with neutral hydrogen is quantified with a two-state rate equation model
(2s,2p) with constant coefficients which can be solved analytically [10]. The atomic data
are taken from [28]. The model takes into account excitation from the level 2s to 2p,
ionization from 2s and 2p, and it assumes that all Li™ ions are lost from the beam. This
is justified by having a toroidal magnetic field in the phase of calibration approximately
1 s after the end of a discharge. In this phase also a spatially homogeneous gas pressure
can be assumed in the torus.

Experimentally, the beam attenuation in the gas filled torus can be measured
by taking the emission ratios d;(p1)/d;(p2) at different gas pressures p; and py, and
normalizing them to 1 for the outermost channel i = 1. These experimental ratios
turned out to be consistent with corresponding results of the analytic two-state model
in the pressure range 5 x 107% — 2.5 x 1072 mbar. Therefore, based on this model,
correction factors 7; could be derived to compensate the beam attenuation effect. The
correction factors n; are parameterized with a simple analytic expression

18
19
20
21

n=(1—az+ bz?)_1
5= 0.441(i — 1)

2
G = C3D — 4P — Cy

C2

(18)

(19)

(20)
b =cip (21)
where ¢; = 6.8 x 1077, ¢ = 1.89, ¢35 = 0.00105, ¢, = 8.0 x 1077, and ¢; = 3.0 x 107° are
constants estimated from a fit to the analytic gas model of the Li-beam. The background
subtracted intensities d;; — b; at time point k£ are multiplied with 7; according to

dix, = (dix. — bs) * mi(p) (22)
where d;j is the measured intensity and b; is the background. z (cm) approximates the
beam coordinate for the 35 channels 7. The deviation of the true beam coordinates as
a function of the channel index i from the linear approximation provides a higher order
correction and, therefore, is of minor importance for the beam attenuation. The left
panel of figure 4 shows the correction factor n; for a gas pressure of p = 1.5 x 1072 mbar.
The correction factor increases with pressure and beam coordinate z;. During the
calibration measurement the neutral gas pressure changes as depicted in the right panel
of figure 4 for channel ¢ = 35 where the attenuation effect is largest. Therefore, the
correction factor depends on the beam coordinate as well as on time.

The obtained calibration profile contains the radial dependence of all calibration
quantities [4]:

A
i:_E d; 2
° N - b (23)
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Figure 4. Left: Correction factor n as a function of the beam coordinate z; (cm) for
an hydrogen pressure p = 1.5 x 1072 mbar. Right: Pressure p during calibration
measurement and pressure correction factor 7; due to beam attenuation (here for
spatial channel i = 35)

The variance As? of the calibration constant s; is given by the variance of the mean
of the compensated calibration measurement czik over all time points of the calibration
measurement plus the variance of the background uncertainty. The uncertainty of the
pressure measurement is 1 x 10~° mbar which is about 1% of the calibration pressure.
The corresponding distortion of the estimated density profile due to the uncertainties
on s; induced by the pressure uncertainty is, therefore, negligible. The uncertainty in
s; results in a further modification of the y*-term in the likelihood [17]:
Ng

S (dij — dijb — Di(ne)) (24)

X = 0% + 0%, + (Di(no)Asi/s:)’

)

ij
This completes the likelihood.

5.5. Prior

The prior pdf quantifies the information we have about the parameters of interest
independent on the measured data. In the present analysis, we assume that the
density profile is mostly monotonically decreasing from the plasma center to the
edge. To reduce unphysical density values or unreasonable profile oscillations weak
monotonicity conditions are applied. A weak monotonicity condition penalizes profile
segments decreasing with the beam coordinate z (from outside to inside) using a proper
regularization parameter whereas monotonically increasing profile segments are not
affected. Since we do not want to exclude hollow profiles completely, we introduce
a Gaussian penalization term on non-monotonic density profiles

N-1 (ne,i+1_ne,i)2
6xp{_zi:1 (ne,it14me,i)?s2 for Ne,it1 < Meyi

(25)
1 , elsewhere

p(fie) o
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where s, provides a regularization parameter which quantifies how much we believe in
monotonic profiles. This penalization term mainly acts as a weak constraint to the
space of density profiles consistent with physical considerations. If the measured data
can only be fitted consistently with non-monotonic profiles we can relax the penalization
by increasing s,. Then, we have to check if the non-monotonic behavior is due to a real
physical effect, or if there is a systematic uncertainty in the data or in the modeling we
have to resolve.

In the present work, the density profile is parameterized by cubic spline polynomials.
Since density values have to be positive, a natural representation of density profiles is
given by the exponential of cubic spline polynomials. Any other functional description
of ne can be used too as far as the complete space of physically reasonable n, profiles
is covered. Cubic splines are well suited for providing a reasonable balance between
flexibility and robustness against insignificant structures. We have also used Hermite
polynomials which have the advantage that monotonicity constraints can be easily
employed but Hermite polynomials frequently show structures and edges where there is
no evidence in the data.

A second prior pdf used penalizes density profile curvature as it is applicable for a
cubic spline representation. Details can be found in [29]. The regularization parameter
weighting the curvature term was chosen such that the curvature term provides a smooth
profile only to avoid noise fitting. Since the data noise is absolutely calibrated we can
recognize noise fitting by recording the y2-misfit.

6. Implementation and numerical effort

The numerical effort of the new probabilistic analysis is comparable to the conventional
analysis for a single time slice. The conventional method has to iterate for a consistent
calibration constant o whereas the probabilistic method includes an optimization step
to find the density profile and parameter a which fits the data best. For a typical set
of 14 parameters (13 spline parameters plus «)) the optimization runs within a couple
of seconds and the determination of the profile uncertainty another ~ 1 s (3 GHz
Linux PC). The most time consuming part of the analysis is given by the solver of
the system of coupled linear differential equations. An analysis on an inter-shot basis
(30 min) would therefore allow for about 500 time slices to be analyzed on a single
processor. Assuming a measurement time of 5 s one would obtain a density profile each
10 ms which is the typical resolution obtained with the conventional approach. Routine
analysis with the new approach was done on a linux cluster with 14 dual processor
boards employing Hyper-Threading. This allows to run 56 time slices in parallel which
increases the temporal resolution for density profiles to about 200 ps. The maximum
possible temporal resolution of 50 us either runs for about 2 hours or the analysis is
restricted to a selection of 1-2 s discharge time for an inter-shot analysis.

The computational effort increases both, with the size of the parameter set and
with the size of the data set. For a combined analysis of lithium beam data and
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interferometry data the number of data as well as the number of parameters increase.
The size of the parameter set increases because this combination allows to determine full
density profiles. Actually, the combination of lithium beam and DCN interferometry
data at ASDEX Upgrade increases computation time for a density profile per time slice
by about one order of magnitude. A further increase in computation time arises if
additional diagnostics are added such as Thomson scattering and ECE for simultaneous
estimation of electron density and temperatures profiles.

7. Comparison of results from conventional and probabilistic approach
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Figure 5. Data, fitted emission intensities and residuals for 3 plasma scenarios

To demonstrate the advanced data analysis method, an ohmic discharge with low
(#21241, 2s), and an H-mode discharge with medium (#20160, 3.8s) and high (#20160,
6.6s) density regimes at ASDEX Upgrade were chosen. Figure 5 shows the line emission
intensity profiles, the fitted emission curves and the residuals of the misfit of the data
and the model weighted with the data uncertainties. Stationary plasma conditions
were chosen to allow a simultaneous fit of a single density profile to 5 neighboring time
frames 200 ps apart. The residuals show the thorough description of all measurement
uncertainties. The residuals would easily reveal non-stationary conditions where density
profiles must be fitted for individual time frames because n, changes within the time
window chosen.

Figures 6, 7 and 10 show a comparison of the density profiles as a function of pyq
obtained with the new improved analysis tool, the classical IPP algorithm and the (core
or edge) Thomson scattering diagnostics (shifted with Ap,, = 0.01). The left panel
of the figures show all profiles within a time frame of 0.2 s and the right panels depict
single density profiles including estimation uncertainties.

The old analysis tool does not allow to obtain density profiles for small densities
because the inner boundary condition cannot be fulfilled as is the case for figure 6. The
new probabilistic data analysis tool allows to obtain density profiles for any density
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Figure 6. Comparison of the density profiles (#21241) obtained with the new analysis
tool (blue triangles) and the core Thomson scattering diagnostics (red diamonds) Left:
series of density profiles (1.9s-2.1s) Right: profile and estimation uncertainties for a
single time frame

regime independent of the existence of boundary or singularity conditions. From the
error bars and the scatter of the profiles one can conclude that the reliability of the
profile reconstruction for the small density regime is large up to p,q > 0.92. This is not
because the Li-beam becomes too faint for p,, < 0.92 but due to the position of the
innermost spatial channel. Extending the spatial channels into the plasma would not
only allow to recover the density profile for smaller p,, values but, additionally, would
increase the estimation precision of n, of the present channels due to the non-locality of
the emission profile.

Figure 7 depicts an H-mode discharge with medium electron density. The pedestal
is well resolved for the edge Thomson system and the new Li-beam analysis tool whereas
the old tool does not provide the level of the pedestal top. Again, the reliability of the
profile reconstruction for the medium density regime is large for p,q > 0.93. The error
bars become large for p,, < 0.93 showing that the information content in the data about
this part of the density profile diminishes. The increase of the error bars originate from
the decrease of the beam intensity. The left panel of figure 8 shows a density profile and
its confidence interval as a function of the beam axis and the right panel depicts the
corresponding occupation densities of the 9 energy levels of neutral lithium (dot-dashed
2s, dashed 2p, ...), the neutral beam intensity (solid line), and the electron-impact
population coefficient of the 2p energy level (dotted). The beam intensity is proportional
to the sum of the 9 energy levels of neutral lithium. The zero point of the electron-
impact population coefficient of the 2p energy level (Z;V:ﬂ a2;(Te(z))N;(2); see equation
1) constitutes the singularity condition of the conventional analysis technique where
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Figure 7. Comparison of the density profiles (#20160) obtained with the new analysis
tool (blue triangles), the classical IPP algorithm (green stars) and the edge Thomson
scattering diagnostics (red diamonds) Left: series of density profiles (3.7s-3.9s) Right:
profile and estimation uncertainties for a single time frame
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Figure 8. Left: Density profile and confidence interval as a function of the beam axis.
Right: occupation densities of the 9 energy levels of neutral lithium, the neutral beam
intensity, and the electron impact population coefficient of the 2p energy level.

electron impact population and de-population cancel. At the singularity point (here at
about z; = 7.4 c¢cm) the explicit dependence on the density disappears. Nevertheless,
the confidence interval of n, (right panel) does not increase significantly at this point
showing that the increase of the profile uncertainty with increasing beam coordinate is
not due to this singularity point but due to the decrease of the beam intensity. The
explicit singularity point has a minor effect on the error bar of n, because the density
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at this point is determined not only from the line emission at this point but from the
full emission profile after that point (z > zy).
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Figure 9. Left: 2p occupation densities Ny(z) (multiplied with a) as a function
of the beam axis for four different initial boundary conditions (Na(z = 0) =
0,0.001,0.01,0.02) at the plasma entrance. Right: Corresponding density profiles.

Another prominent difference between the conventional and the probabilistic data
analysis approach is given by the different sensitivity of the density profile on changes
of the boundary condition at z = 0 (equation 2). It is known for a long time that the
conventional approach produces profiles which very sensitively depend on this initial
boundary condition of the 2p occupation density No(z = 0) if « is not adaptively
chosen. The reason is a close interdependency between this boundary condition and the
absolute calibration constant a which is determined with a shooting method known for
its numerical instability. The new probabilistic method treats o as a fitting parameter
with an estimated relative uncertainty of typically about 3%. Therefore, the density
profiles obtained with the probabilistic method do not depend sensitively on the choice
of o within its error bars. As a consequence of the robustness of the estimated
profiles on «, it was not expected that the profiles depend sensitively on the initial
boundary condition. Figure 9 shows on the left panel a measured line emission profile
(dots) and the emission profiles simulated with different initial boundary conditions
Ny(z = 0) = 0,0.001,0.01,0.02 and on the right panel the corresponding density
profiles. For this data set the boundary conditions with Ny(z = 0) = 0,0.001 are
consistent with the data and the respective density profiles are indistinguishable. For
Ny(z = 0) = 0.01, 0.02 changes are observed in the simulated emission profiles and in the
density profiles in the order of the profile uncertainties. The important fact is that for
these increased occupation densities the misfit between the measured and the simulated
data is significantly increased by multiples of the standard deviation. Therefore, such
large boundary occupation densities can be ruled out by the data or, as a consequence,
the data allow to include the initial boundary condition into the list of parameters to
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be fitted. To estimate Ny(z = 0) from the data provides a major advantage of the
probabilistic method because this initial boundary condition depends in addition to any
plasma for z < 0 also on the neutral gas density between the lithium beam generation
box and the plasma entrance. Since the distance between the lithium beam generation
box and the plasma entrance is in the order of meters and the neutral gas density might
suffer from rapid changes, a robust and automatic time-resolved estimation technique
of both, a and Ny(z = 0), is highly required.

The nuisance parameters a and Ny(z = 0) can, therefore, be fully included into
the framework of the probabilistic approach. If one is not interested in the actual
values of those parameters but on the density profile only, the probabilistic approach
requires to marginalize (integrate out) these parameters. As a consequence of the
marginalization, the uncertainties of & and Ny(z = 0) propagate into the uncertainties of
the quantity of interest n,. Since marginalization of nuisance parameters is numerically
rather expensive, for a routine analysis with a temporal resolution of up to 50 us a
pragmatic treatment of the nuisance parameters as fitting parameters with Gaussian
error propagation is reasonable and sufficient.
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Figure 10. Comparison of the density profiles (#20160) obtained with the new
analysis tool (blue triangles), the classical IPP algorithm (green stars) and the edge
Thomson scattering diagnostics (red diamonds) Left: series of density profiles (6.5s-
6.7s) Right: profile and estimation uncertainties for a single time frame

A high-density regime within the same discharge (#20160, 6.5-6.7 s) is depicted in
figure 10. The old density evaluation stops in the SOL whereas the new tool allows to
reach the pedestal top although the level of the pedestal top is not clearly resolved. This
is due to the diminishing Li-beam and can be resolved only with larger beam energy.
The evaluated profile is reliable for p,, > 0.96. Both the position of the pedestal as
well as the position of the limiter shadow can be resolved.
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8. Temporal resolution

With the conventional analysis tool temporal binning is necessary to obtain the required
signal-to-noise ratio. ELM-resolved electron densities are obtained with temporal
binning relative to the onset time of the ELMs assuming that the ELMs are comparable.
Due to the consistent error treatment of the new probabilistic tool single emission profiles
can be analyzed with the maximum sampling frequency of 20 kHz. Therefore, binning
of the ELMs relative to their onset times is no longer necessary.

To depict the newly achieved temporal resolution of 50 ps an H-mode discharge
(#22561) was chosen including a type I ELM. The left panel of figure 11 shows the

Poa #22561
6 | 0933
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— 0.983
T _ 4
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Figure 11. Left: Density profiles as a function of the beam coordinate and time
(#22561). The temporal resolution is 50 us. After ¢ = 2.0455 s a type I ELM appears.
Right: Density profiles for the same shot as a function of p,, and time. Close to the
separatrix (ppor = 0.999 and ppor = 0.983) oscillations with a time period of about
400 ps are clearly resolved.

temporal evolution of the density profile as a function of the beam coordinate from
t = 2.025—2.070 s. The temporal resolution is At = 50us. At about ¢ = 2.0455s a type
I ELM appears. The right panel shows the temporal evolution of the density profile
as a function of p,y, from ¢t = 2.044 — 2.050 s. For reasons of presentation only each
second spatial channel is shown. Close to the separatrix (ppo = 0.999 and p,, = 0.983)
oscillations with a time period of about 400 us are clearly resolved. To reduce statistical
fluctuations three neighboring profiles were averaged.

Figure 12 shows 4 single density profiles including upper and lower confidence bands.
The leftmost profile is for a time point at t = 2.04540s, Atg,m = —150us before the ELM
onset, and the other profiles are at different time points during the ELM at 2.04575s
(Atgry = 250pus), 2.04600s (Atgry = 500us), and 2.04625s (Atgpm = 750us). The
rightmost profile at 2.04625s is not recovering the full density prior to the ELM because
this occurs at a much later time point as can be seen in figure 11. Please note that
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Figure 12. Density profiles at 2.04540 s (Atgrym = —150us), 2.04575 s (Atgrym =
250us), 2.04600 s (Atgry = 500us), and 2.04625 s (Atgrm = 750us). The temporal
resolution is 50 us.

the mapping from the beam axis to the pp,-axis is taken from a single equilibrium
calculation for a time point prior to the ELM. Therefore, the actual position of the
separatrix position during the ELM most probably is not correct and the profile has to

be shifted. A refined equilibrium calculation will be subject of continuing work.
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Figure 13. Same as for figure 12 but each density profile estimated jointly from 3
consecutively measured emission profiles (temporal resolution of 150 us).

Analogous to figure 12, figure 13 shows density profiles where each profile is
estimated jointly from 3 consecutively measured emission profiles (temporal resolution
of 150 us). The profile uncertainties decrease and the edge barrier is resolved more
clearly at t = 2.04540s.

A detailed analysis of the development of the density profiles during an ELM crash
is beyond the scope of this paper and will be topic of subsequent work.

9. Dependence on temperature and impurity content

The dependence of the estimated density profile on the electron temperature is expected
to be small above the ionization threshold of lithium at 5.4 eV. Small changes in
the energies below the ionization threshold can result in significant changes in the
occupation densities of the excited states with n > 3. Therefore, analysis of low-
temperature plasmas with lithium beams require precise knowledge about the electron

temperature. For temperatures above the ionization threshold it was observed that the



Li-Beam Profile Data Analysis 23

effect of changes in the temperature on the density profile is small using the most recent
data base [14]. Figure 14 depicts the dependence of the estimated density profile (left
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Figure 14. Density profiles (#20160, 3.735 s) (left panel) for different choices of
temperature profiles (right panel).

panel) on different choices of the temperature profile (right panel) for the shot and time
slice as shown in figure 7 (right). Typical temperature profiles for H-mode (2x), L-
mode and OH-mode were chosen. Though an unphysically large range of temperature
regimes is covered, the effect on the density profile is small compared or at most in
the order of the uncertainty of n.. The differences in n. for p,, < 1 seem to be
large but they are, even for these large differences in temperature, in the order of the
uncertainty of n, for this H-mode scenario. Actually, when the density profile is kept
constant and only the temperature is changed within reasonable values, the variation in
the overall deviance (x?) is small (< 1), which provides a statistical argument for the
weak influence of the temperature on the reconstructed density profile. Additionally,
the change in the deviance is very small (< 1) for optimized density profiles using
different temperature profiles. This confirms that a simultaneous estimation of density
and temperature profiles from lithium beam data only is not feasible.

For routine analysis of density profiles at ASDEX Upgrade an automatic regime
identification and corresponding choice of typical temperature profiles was established,
because edge temperature profiles are not routinely provided. A regime identification
method in ASDEX Upgrade [30] is combined with a comparison of the total and ohmic
heating power to distinguish H-mode, [.-mode and ohmic phases for each time slice.

The dependence of the estimated density profiles on the impurity concentration is
negligible. Figure 15 depicts density profiles for a wide range of Z.gs values assuming
constant averaged charge ¢ = 4 for a beam energy of Eyeam = 40 keV. The changes in
the fitted profiles are much smaller than the estimation uncertainty shown in figure 7.
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Figure 15. Density profiles (#20160, 3.735 s) for different impurity concentrations
(Zesr).

10. Regularization parameters

The combined analysis of measured data and prior information in the framework of
Bayesian probability theory is straightforward to be performed. If the prior information,
e.g. profile monotonicity or curvature penalization, is not clearly given, a regularization
parameter can be introduced which provides a relative weight between the measured
data and the prior information. In the probabilistic framework, hyper-prior pdfs have
to be set on the regularization parameters, as any other nuisance parameters, which
describe what we know or do not know about these parameters. Then, the regularization
parameters have to be marginalized to propagate their uncertainties to the uncertainties
of the parameters of interest (ne) [31]. Since marginalization of nuisance parameters
is numerically rather expensive, a pragmatic approach have to be employed for any
time-critical analysis. A frequently used, easy and fast approach is given by selecting
reasonable values for the regularization parameters. An expedient criterion for selecting
their values is given by the misfit of the measured and modeled data. The optimal misfit
should account only for the uncertainty in the measured data but should not contain
significant structures in the data beyond the data error bars.

The left panel of figure 16 shows density profiles obtained with 5 different values
for the regularization parameter s, penalizing deviations from monotonicity (equation
25). The routinely used value is s, = 1 (x0.001) for which also the profile error bars
are shown. The monotonicity constraint becomes weaker for increasing values of s,.
The profiles for s, = 0.1, 1, 10 have a high degree of monotonicity and are hardly to be
separated. The right panel depicts the corresponding y2-misfit values. Up to a value of
sy = 30 the decrease of the y?-misfit with the increase of s, is small. For s, > 30 the
misfit decreases rapidly with s, because insignificant structures in the data, structures
within the error bars, are fitted. On the basis of a solid error assessment, the misfit x?
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Figure 16. Left: Density profiles obtained with 5 different values for the regularization
parameter s, penalizing deviations from monotonicity. The monotonicity constraint
becomes weaker for increasing values of s,. Right: x?-misfit as a function of the

regularization parameter.

should be approximately about the number of data (5 * 35 = 175) minus the number
of effective parameters (< 14). The profiles for s, = 100, 1000 are subject to strong
oscillations which are considered to have no physical cause. A sensitivity analysis of the

dependence of the profiles on s, and the respective residues allows to study if the non-
monotonic profile structures might be due to real physical effects, e.g. hollow profiles,
or if there are systematic uncertainties in the data or in the modeling which have to be

resolved.

[e]
T

IN
T

N
T

electron density [10™ m™]

0 L L

0 5 10
beam axis [cm]

15

misfit X

180

175

170

165

-

10" 10°
relative curvature regularization parameter

1

10

Figure 17. Left: Density profiles obtained with 4 different values for the regularization
parameter penalizing profile curvature.
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The second prior used penalizes density profile curvature which is a natural
approach for cubic splines [29]. The left panel of figure 17 shows density profiles obtained
with 4 different values for the curvature regularization parameter s.. The routinely used
value is s, = 1 (x0.5) for which also the profile error bars are shown. The profiles for
s. = 0.1, 1,10 have a low degree of curvature penalization and are hardly to be separated.
The right panel depicts the corresponding y2-misfit values. For s, > 0.1 the decrease
of the y2-misfit with the increase of s. is small showing that the choice of s, = 1 is
robust. For s. < 0.1 the misfit increases rapidly with decreasing s. because the data are
over-smoothed and significant structures in the data are lost. Hence, the value s, = 1
selected for routine analysis appears to provide robust profile smoothness with margins
for fitting data structures.

11. Profile uncertainties

Profile uncertainties are a necessary requisite to evaluate the quality of the estimated
profile. Frequently, an error band or confidence interval is given. However, it is often
not clear how to interpret this interval. For example, how should the confidence interval
being used if one is interested in derived profiles, e.g. p. = n.T., in fitting of physically-
motivated analytical functions together with other diagnostics results, or in using the
profiles in plasma modeling, e.g. equilibrium codes? In general, the problem with such
one-dimensional uncertainty measures for all kind of distributions is that they can be
produced in different ways. If a local measurement, e.g. Thomson scattering, is analyzed,
then the error bar directly reflects the estimation uncertainty of the parameters for
the corresponding observed plasma volume. For these local measurements, and the
corresponding local analysis, correlations between parameters of different channels are
not present which simplifies the interpretation of uncertainties. The situation changes,
if, for a local measurement, an analytical function is fitted to all measured channels
simultaneously, or if the interpretation of the measurement is non-local. The latter
occurs for the analysis of the lithium beam where the local emission intensity depends
on the plasma the beam has passed. The estimated densities at the different spatial
channels are correlated resulting in correlated estimation uncertainties. Additional to
the correlation in data interpretation given by the likelihood pdf, constraints or prior
information can further imply correlations in the parameters, e.g. (weak) monotonicity
constraints. The result of employing such additional information is a non-trivial
correlation structure in the profile properties. Such correlations can not be quantified
and visualized with confidence intervals. In particular, for further processing of the
profiles more elaborate techniques have to be used to consider the full correlation
structure.

Figure 18 compares profile uncertainties obtained with four different methods.
Panel 1 (leftmost) shows a confidence interval obtained with the Laplace approximation.
The Laplace approximation is a second-order Taylor expansion of the logarithm of the
posterior pdf at the posterior maximum. The estimated parameter uncertainty is a



Li-Beam Profile Data Analysis 27

10

electron density [10*° m™]
electron density [10*° m™]
electron density [10*° m™]
electron density [10*° m™]

Figure 18. Comparison of density profile uncertainties obtained with the Laplace
approximation (error propagation employing the Hessian matrix) (left panel), x2-
method for different correlation lengths (middle), and error stars at two different
spatial positions (right).

property of the curvature of the posterior pdf at the maximum and, hence, does not
account for the global behavior. In the present case, the error band estimated with
the Laplace approximation is small. The error band is mainly determined by the prior
pdf penalizing non-monotonic density profiles. Therefore, in case of strong asymmetric
probability distributions it is not useful to employ a symmetric measure for uncertainties
which does not describe the overall behavior of the posterior pdf.

The overall behavior of the posterior pdf can be revealed by Markov-Chain Monte
Carlo (MCMC) methods. Panel 2 shows results from a MCMC run where the mean
of the density samples and the corresponding upper and lower +1 standard deviation
is shown. Please note the asymmetric confidence band. The dotted curve shows one
of the 500000 MCMC samples (50 min computation time on a single CPU), namely
the most probable density profile. The large error band compared to the Laplace
approximation and the difference between the most probable and the mean profile
depicts the asymmetry of the posterior pdf with respect to the properties at the posterior
mode (maximum). By calculating histograms of properties of the MCMC profile samples
one can easily produce marginal posterior pdfs of any quantity of interest.

The resulting profiles often depend sensitively on the prior pdfs provided. In our
case, the monotonicity prior has the most prominent effect. To depict the variability
of the profiles given the information content of the data only, panel 3 shows the
uncertainties derived from a method which increases/decreases single or neighboring
groups of density values until an increment of y? by one is obtained [32]. The long-
dashed error band shows the interval for which single density value out of the 35 spatial
channels are increased (upper band) or decreased (lower band) such that the misfit of
the data (x?) becomes worse by Ax? = 1. This measure is useful since an increase
of one corresponds to +1 standard deviation uncertainty of the corresponding data
value. This measure works only for the present case of calibrated data errors (Poisson
statistics). The error band obtained in this way is quite large. The dashed and dotted
curves show error bands for correlated neighboring density channels. For the dashed
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(dotted) band 3 (5) neighboring density values are jointly scaled to obtain Ayx? = 1.
With increasing correlation length the error band decreases which can be depicted in
an error star [32]. Panel 4 (rightmost) shows an error stars at two different spatial
positions which shows the estimation uncertainty for different correlation lengths. At
ppo. = 0.93 the density estimate has an uncertainty of about 50% if one changes a single
channel only, but the uncertainty shrinks to about 3% if one looks for the uncertainty
of the plateau value. The error stars are suitable for depicting correlation properties in
the uncertainties. If the method of error stars is applied to the likelihood (x?) only, it
neglects physical constraints, e.g. monotonicity, completely. However, it can be applied
to the full posterior pdf, where the non-trivial correlation is considered.

In general, summarizing the complex uncertainty structure in single quantities has
to be treated carefully. In the probabilistic approach, the only exhaustive result of
the analysis is given by the posterior pdf. The posterior pdf contains the complete
knowledge about the parameters of interest including all types of correlations. If the
profile has to be used in subsequent processing without loss of information, one has to
use the full posterior pdf as prior pdf for the following analysis. The uncertainties of the
profiles propagate correctly if, and only if, the full posterior pdf is used. Alternatively,
one can try to derive the quantity of interest directly from all measured data (Integrated
Data Analysis) by combining the likelihoods of all data, all prior pdfs from additional
information and the modeling where the physical quantities of interest enter.

12. Summary

A new probabilistic data analysis tool for analyzing Li-beam emission profiles was
developed. The probabilistic description of the data benefits from a thorough error
analysis of all data involved. Prior information about weak constraints on monotonicity
are useful. No direct inversion occurs. In comparison to the old algorithm it allows to
analyze density profiles for any density regime with a temporal resolution of 50 us. The
benefit of the achieved temporal resolution is shown with ELM resolved measurements.
For small densities the profiles are limited by the actual spatial distribution of the
measurement channels in the plasma and not due to beam attenuation. The improved
method allows to measure edge pedestal densities up to 7 x 10! m3. For medium
and large densities the reliable density region as well as the upper density limit can be
extended by larger beam energies. The dependence of the density profiles on electron
temperature or impurity content is negligible. Profile uncertainty measures can not be
provided for general purpose because they reflect only reduced properties of the posterior
pdf. One always should prefer to work with the full posterior pdf in an integrated

framework.
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