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Abstract:  

Tungsten (W) films with thicknesses ranging between 1 and 12 m deposited by magnetron 
sputtering on silicon substrates were used as a model system for comparing the deuterium (D) 
retention measured by both temperature programmed desorption (TPD) and nuclear reaction 
analysis (NRA). Samples were loaded with deuterium ex-situ with an ECR plasma at 370 and 
600 K with an energy of 38 eV per deuteron. To avoid diffusion of D into the silicon substrate 
and to increase adhesion a copper interlayer was applied. The results show that all implanted 
D atoms were retained exclusively in the W films. The distribution of D is homogenous 
throughout the W layer with an atomic fraction of 3±0.4×10-3. With increasing W thickness 
the D profile extends to correspondingly larger depths with practically identical D 
concentration. For W films with a thickness lower than the NRA information depth of about 
8 μm the total retained D amount measured by TPD and NRA is in excellent agreement. As 
expected, for films thicker than the NRA information depth, TPD deviates from NRA. 
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1. Introduction  

Hydrogen plays an important role in the microstructure of various amorphous 
hydrogenated materials, such as e.g. amorphous hydrogenated silicon (a-Si:H) [1], carbon (a-
C:H) [2,3] and boron (a-B:H) films [4]. Consequently, the quantitative determination of the 
hydrogen content is an important prerequisite for the understanding of the microscopic 
structure of these materials. In these amorphous materials the hydrogen content is typically 
distributed homogenously throughout the films but may vary significantly depending on 
deposition conditions. Typically it is of the order of a few to a few ten percent, so that the 
determination of the H content by, e.g., ion beam methods is no major problem.  

On the other hand, in experiments with magnetically confined high temperature hydrogen 
plasmas such as investigated in controlled thermonuclear fusion research, the vessel walls are 
bombarded with hydrogen isotope ions (H, D, and T) with high fluxes (1020–1024 m-2 s-1) at 
energies between a few eV and keV [5-6]. This causes implantation and accumulation of 
hydrogen isotopes in the plasma-facing materials. In this respect, the evolution of the 
radioactive T inventory in the first wall, the permeation of T through the armour into the 
coolant and the thermo-mechanical stability after long term exposure are key parameters 
determining the applicability of a first wall material [5-6]. To understand and control the 
hydrogen isotopes balance and tritium retention in fusion devices it is important to be able to 
quantitatively analyse the retention of hydrogen isotopes in vessel wall materials, and to get 
information on the depth distributions and binding states of the hydrogen trapped in the vessel 
wall materials [5-9]. Due to its favourable physical properties, such as low erosion yield and 
high melting temperature, tungsten (W) is under consideration for use as plasma-facing 
material in the ITER divertor. Since the solubility of hydrogen in W is close to zero, hydrogen 
is only trapped at natural defects and radiation-induced defects with concentrations ranging 
from 0.1 atomic fraction near the surface to 10-7 atomic fraction throughout the bulk [10-12]. 
Because of this low concentration measuring hydrogen retention in W accurately is a 
challenging task [13]. An elegant way of doing this is using deuterium as implanted species. 
This hydrogen isotope can easily be distinguished from the ubiquitously present protium. 
Several analysis techniques can be applied for measuring the total amount or the depth 
distribution of deuterium in W. Nuclear reaction analysis (NRA) [14] can determine both, 
total amount and depth distribution. Secondary ion mass spectrometry (SIMS) [15] can 
provide depth distributions and temperature programmed desorption (TPD) (often also 
referred to as thermal desorption spectroscopy (TDS)) [16-24] allows measuring the total 
amount. TPD and NRA are frequently used to measure the deuterium retention in W.  

In TPD the sample is heated with a linear temperature ramp and the released molecules 
are measured by quadrupole mass spectroscopy. With TPD the total deuterium amount in the 
sample can be quantified provided sufficiently high temperatures are applied to assure 
complete desorption. Typically the signals of the deuterium or deuterium-containing 
molecules are integrated over time and compared with calibrated gas leaks for determining 
absolute amounts [16-24]. However, TPD does not allow measuring the D depth distribution. 
Furthermore, if significant amounts of D are released in form of other molecules, e.g., as 
water or hydrocarbon molecules, if the samples have substantial oxygen or carbon contents, 
quantification might be hindered or even impossible. Hydrocarbons cannot be disentangled 
unambiguously from the spectra because of overlapping intensities in their cracking pattern 
and the sensitivity of adsorbing species such as water is nearly impossible to quantify [22-25].  

The D(3He,p)α reaction has been successfully applied for depth profiling of D during the 
last three decades [26-33]. For tungsten, typically, the top 8 μm can be analyzed using a 4.5 
MeV 3He incident beam [12-13]. Based on the deconvolution of the proton yields measured at 
different 3He ion energies the deuterium depth profile up to W thicknesses of 8 μm can be 
reasonably well deduced and the total retained D amount in this region can be determined by 
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integrating the D profile over depth [27-32]. A drawback of NRA is the limitation of 
measurable depth. If D is retained in a W layer thicker than the NRA information depth of 
8 μm it cannot be analyzed by NRA. Consequently, the total D amount in bulk W measured 
by NRA should always be equal to or lower than the value measured by TPD. This 
assumption has been widely confirmed by different research groups [12, 29-31]. But in some 
cases opposite results were reported [23, 32-33]. These contradictory results can either be 
explained by experimental uncertainties, e.g. through problems in the quantification of the 
TPD signals, or the release of deuterium in the form of long chain hydrocarbons during TPD 
which cannot be well quantified [22]. 

In this work, well-defined W films with different thickness were deposited onto silicon 
substrates and loaded with deuterium under well-defined conditions. To avoid peeling of the 
tungsten films and to prevent deuterium diffusion into the silicon substrates a copper 
interlayer was used. Doing this we were able to produce deuterium-loaded W films with well-
defined thickness. Using these layers as model systems both TPD and NRA were applied to 
measure the total retained deuterium amounts quantitatively.  

 
2. Experimental details 

Tungsten films with thicknesses from 1 to 12 μm were deposited onto polished single 
crystalline (100) silicon wafers using a commercial sputtering device (Discovery®18, Denton). 
The purity of the used tungsten target material was 99.95 wt% (corresponding to about 
99.79 at%) with Mo, Fe and O being the main impurities (lower than 50 weight ppm). The 
system was pumped down to the base pressure of less than 3×10-5 Pa and the deposition was 
performed in argon atmosphere at 5×10-1 Pa. During W deposition the dc power applied to the 
tungsten sputter target was kept constant at 300 W. At these settings the deposition rate of W 
is about 17 nm/min. Sample rotation during the deposition assured homogenous layer 
thickness. No extra substrate bias and heating or cooling was applied. A liquid N2 cold trap 
was attached to the deposition chamber to reduce the water partial pressure. Prior to 
deposition the silicon substrates were etched by an argon plasma at -600 V bias for 2 min to 
remove the native oxide layer. All tungsten films investigated in this study were deposited 
onto the silicon substrates using an approximately 700 nm thick copper interlayer. The copper 
interlayer was deposited with 150 W dc power at 5×10-1 Pa. This yields a Cu deposition rate 
of 60 nm/min. Also here no substrate bias and heating or cooling was applied.  

After deposition, a tactile profilometer (DEKTAK 8, Veeco) was applied to measure the 
thickness of the deposited films by scanning the step height between coated and uncoated area 
(area covered during deposition by a thin kapton tape). To determine the density of the 
deposited W films the mass change of a complete silicon wafer (4 inch in diameter) due to 
deposition of a 1.18 μm thick W film was measured by a microbalance. Based on this weight 
change and the film thickness from profilometry a mass density of 17.5 g/cm3 was derived 
which corresponds to 90 % of the bulk W density. 

For comparison, deuterium was also implanted in a rolled 0.8 mm thick polycrystalline 
tungsten sample (manufactured by PLANSEE Metall GmbH, 6600 Reutte, Austria) with a 
guaranteed purity of 99.97 wt.%. The sample was mechanically polished to a mirror-like 
finish and cleaned in an ultrasonic bath with acetone. Prior to D implantation the sample was 
stress-relieved and degassed by heating for 2 hours at 1200 K in an ultra-high vacuum oven (p 
<5×10-7mbar). More details about the preparation of reference samples can be found in 
Ref. [29]. 

Deuterium implantation was carried out in the laboratory plasma experiment PlaQ. A 
basic description of PlaQ is given in [3,34,35]. In short, PlaQ consists of a stainless steel 
chamber and is equipped with a remote electron cyclotron resonance (ECR) plasma source. 
Microwaves (2.45 GHz) are coupled into the vacuum vessel through a waveguide terminated 
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by a quartz window located at the high B-field side. The magnetic field is created by a single 
magnetic coil. To decouple the plasma from the substrate, the plasma is confined in a metallic 
cage 150 mm in height and 140 mm in diameter. Particles can leave the cage in an axial 
direction through a hole in the bottom plate with a diameter of 55 mm. A diverging plasma 
beam impinges perpendicularly onto the substrates which are located 100 mm below the cage 
exit. The energy of the ions impinging on the substrates can be varied by applying a dc or rf 
bias to the substrate electrode. In the experiments described here a dc bias was used. The 
sample holder and its support structure are made of copper and a boron nitride insulator is 
used in order to maximize the heat conductivity between the electrically isolated sample 
holder and the heat sink. To avoid contamination by copper all parts are coated with a 3 µm 
thick magnetron sputtered tungsten film. Samples are tightly clamped to the holder by four 
molybdenum screws to optimize thermal contact. The temperature of the sample holder is 
stabilized using an open circuit thermostat with silicon oil. Temperatures are measured by a 
thermocouple attached to the sample holder from the back side. An infrared camera is used to 
observe the sample surface. The temperature measured by the IR camera is calibrated against 
the thermocouple temperature in steady state without plasma operation. 

To ensure identical conditions in all implantation processes, the microwave output power 
for the ECR plasma was set to 144 W with a constant D2 gas pressure prior to plasma ignition 
of 1.0 Pa (gas flow 50 sccm). At floating potential, the total deuteron flux in the form of ions 
is 5.6×1019 Dm-2s-1. The flux consists dominantly of D3

+ ions (94 % of the impinging ions 
corresponding to 97 % of the impinging deuterons in form of ions) with minor contributions 
of D2

+ (2 % of the deuterons) and D+ (1 % of the deuterons) [35]. The ion flux increases with 
increasing substrate bias [35]. In this article we refer to the energy per deuterium atom of the 
dominant molecular ion species as the ion energy. For example, if the implantation was 
performed at a dc substrate bias of -100 V this results, together with the plasma potential of 
about -15 V [35], in an ion energy of about 115 eV. This corresponds to a mean energy of 
about 38 eV per deuteron for the dominant D3

+ ions. The deuteron flux for these settings is 
9×1019 Dm-2s-1 [35]. In the experiment described here deuterium implantation was carried out 
at a sample temperature of 370 and 600 K  

Rutherford backscattering spectrometry (RBS) was applied to measure the atomic areal 
density of the deposited films and to check the purity of the deposited layers. A beam of 
4.0 MeV 4He was used at normal incidence and a scattering angle of 165°. A charge of 15 μC 
was usually accumulated for one RBS spectrum. The total atomic areal density of the 1.18 μm 
thick W film determined by RBS is 6.68×1022 atoms/m2, corresponding to a mass density of 
17.4 g/cm3. This value is in good agreement with the value determined from mass change and 
layer thickness (17.5 g/cm3). Both measurements show that the density of as-deposited W 
film is about 10 % lower than that of bulk W (19.3 g/cm3). No traces of impurities were found 
in the RBS spectra. Unfortunately, the RBS technique is not very sensitive for detection of 
low Z impurities in the deposited tungsten films. Simulations for our experimental conditions 
with SIMNRA [36] show that oxygen and carbon would be visible in the RBS spectra for 
concentrations higher than about 5 at%. So, RBS yields an upper limit for oxygen and carbon 
impurities of 5 %. Additional investigations by XPS (x-ray photoelectron spectroscopy) depth 
profiling show no indication of impurities in the bulk of the films. The sensitivity of the used 
XPS setup for impurities is below 1% so we can state that our as-deposited layers are pure 
tungsten films and impurity levels have to be lower than 1 %. 

The amount of D retained in the samples was measured by NRA by means of the 
D(3He,α)p nuclear reaction two months after implantation. The D concentration within the 
near-surface layer (at depths up to about 0.3 μm) was determined at a 3He energy of 
0.69 MeV by analyzing the emitted α particles with a surface barrier detector at the laboratory 
scattering angle of 102° equipped with a rectangular slit reducing the solid angle to 9.16 msr. 
For determining the D concentration at larger depths, the energy of the analyzing beam of 3He 
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ions was varied from 0.69 to 4.5 MeV depending on the thickness of W layer. In this work, 
the following ion beam energies were used in the analysis of the thickest W films: 0.69, 1.2, 
1.8, 2.4, 3.2, and 4.5 MeV. A charge of 10 μC was usually accumulated for one NRA 
spectrum. For 1 and 3 μm W films the maximum energies of the 3He probing ions are 1.8 and 
3.2 MeV, respectively. The high energy protons from the D(3He,p)4He nuclear reaction were 
counted using a thick, large angle solid state detector at a scattering angle of 135° equipped 
with a curved slit reducing the solid angle to 29.9 msr. In order to analyze the D concentration 
profile in the whole layer both SIMNRA [36] and NRADC [13] were used for the 
deconvolution of the NRA spectra measured at different 3He ion energies. As input data for 
NRADC we use the α spectrum measured at 0.69 MeV and all proton spectra measured at the 
different energies. Details about the data evaluation using NRADC can be found in Ref. [13], 
but some important issue are mentioned here: One of the key features of NRADC is that it not 
only finds the most probable D concentration profile but also chooses the most probable depth 
sampling. In particular, NRADC chooses the number of layers in the resulting depth profiles 
such that it minimizes the number of parameters required to describe the measured NRA data. 
It thus follows Occam’s razor principle. As described in great detail in [13] this is done by 
starting with an initial depth sampling based on stopping power and NRA cross-section peak 
energies. After subdividing this initial depth sampling the profile is then refined further to 
finally yield the most probable depth profile and the respective confidence intervals for the D 
concentration in the individual layers. The error bars given in all depth profiles are only the 
statistical uncertainties determined by NRADC and thus do not describe the total uncertainty 
of the measurement. The total uncertainty of the measurement would include contributions 
from other parameters not estimated by NRADC during the optimization procedure like for 
instance the energy calibration, the current measurement, solid angle determination, and the 
used cross sections. In addition, the uncertainty in the depth spectra increases with increasing 
depth. For our experimental conditions the sensitivity of NRA for depths exceeding about 1-
2 m in tungsten is about 110-4 D. Values lower than that cannot be distinguished from the 
background noise. For the quantitative analysis we used the cross section published by 
Alimov [28]. The total amount of D retention was finally determined by integrating the D 
profile over the measured depth. Using a-C:D films for calibration it has been shown earlier 
that the uncertainty for determination of D amounts by NRA is about 10 % [16]. To check the 
performance of the detectors and to minimize the scatter in absolute D areal densities in our 
measurements a calibration sample of known D content was measured for 0.69 MeV and at 
2.4 MeV. The accuracy of the beam current measurement (typically 5 %) together with the 
counting statistics about 1 to 3% (counts depending on D content and energy) assures the 
accuracy of our measurements stays within this 10 %  

After the NRA measurement the retained D amount of several selected samples was 
additionally measured by temperature programmed desorption (TPD) in the quartz tube of the 
TESS device. A basic description of TESS is given in [22]. The temperature response of the 
samples to the linear oven temperature ramp was calibrated in independent experiments by a 
thermocouple spot-welded to a tungsten sample of identical size and surface finish. The 
samples were heated up to a sample temperature of 1275 K with an oven heating rate of 
15 K/min. This maximum temperature of 1275 K is high enough to ensure desorption of all 
retained D from the samples. The desorbed gases were measured with a quadrupole mass 
spectrometer (QMS). The secondary electron multiplier of the QMS was operated in single 
ion counting mode to minimize the background noise and to be able to apply Poisson statistics 
for determining the accuracy. Selected mass channels between 2 and 44 amu were recorded as 
a function of time (so called multiple ion detection mode of the QMS). The following 15 mass 
channels were recorded: 1, 2, 3, 4, 12, 14, 16, 17, 18, 19, 20, 28, 32, 40, and 44 amu. Some of 
them are just measured to assess background emission and to check that no other species are 
released. 



For the quantitative analysis the QMS signals for HD, D2 and CD4 were calibrated. The 
following procedure was applied for calibration: Calibration gases were introduced through 
an aperture 80 m in diameter and guided through a capillary into the device. The 
conductance of the capillary is much higher than that of the aperture, so that the flux is only 
determined by the aperture. The conductance of this aperture was determined experimentally 
for the different gases using the method suggested by Tschersich [37]. A given volume of 
unknown size at the high pressure side of the aperture was filled with the calibration gas to a 
pressure of the order of 10-2-10-1 Pa. The pressure on the high pressure side was measured 
with a spinning rotor gauge (rated accuracy of 1-10% depending on the pressure range). After 
closing the input valve the gas was purged into the high vacuum system. The exponential 
decay of the QMS signal and pressure reading of the pressure gauge was recorded as a 
function of time. The same procedure was repeated adding a known volume on the high 
pressure side. From these two measurements the gas flow can be determined and the 
uncertainty is only given by the accuracy of the pressure measurement and the volume 
measurement which is lower than 2 %. The QMS signal was then calibrated using this set-up 
and applying count rates typically achieved during a TPD experiment (between 500 and 
20000 counts per second in the desorption maximum). A certain constant gas flow was 
introduced into the UHV chamber and the QMS signal was measured until the QMS reading 
was constant. This procedure was repeated for five different flow levels and the linearity was 
checked. The calibration factors for HD and D2 are (3.5±0.14)×109 molecules per count, and 
(3.8±0.15)×109 molecules per count, respectively. The error bars are determined by 
consecutive calibration measurements and are governed by the stability of the detector rather 
than by determination of the flow. This calibration procedure was additionally cross checked 
for D2 in an independent measurement using a calibrated leak (Laco Technologies). The 
certified flow of this leak was 1.22×1014 molecules/s with a rated accuracy of ± 4.6 %. The 
flow determined for the same QMS reading according to the above calibration procedure was 
1.39×1014 molecules/s. Consequently, we assume that the QMS calibration for HD, H2 and D2 
has an uncertainty of less than 10 %.  
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W (with Cu interlayer)
 W (without Cu interlayer)

38 eV/D, 390 K, 71024 D/m2

 

Fig. 1: Deuterium depth profiles of 3.4 m thick W films deposited on silicon substrates with 
and without copper interlayer. Deuterium implantation was performed at 390 K with 38 eV/D 
incident energy and a fluence of 7×1024 D/m2. The interface between the W film and the 
substrate is marked in the figure by the dashed line. 
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3. Results and discussion 

3.1 Effect of copper interlayer  

In a first set of experiments, the W film was directly deposited onto silicon without any 
interlayer; however, we found that the W film often delaminated during D implantation or 
during the storage period afterwards. Moreover, NRA measurements from intact samples—to 
be presented below—showed that deuterium atoms diffuse through the whole tungsten layer 
and partly penetrate into the silicon substrate thus contributing to the total deuterium retention. 
To avoid these problems 700 nm thick copper films were deposited onto the silicon substrates 
as an interlayer. Such copper interlayers have been used earlier in our laboratory to avoid 
peeling of magnetron-sputtered W films [38]. 

Fig. 1 shows the deuterium depth profiles of about 3.4 μm thick W films with and without 
copper interlayer. In this case, 3.4 μm thick W films were deposited on two different silicon 
substrates (with or without Cu interlayer) simultaneously. D implantation was performed 
simultaneously in both samples at a sample holder temperature of 390 K with 38 eV/D 
incident particle energy and a fluence of 7.0×1024 D m-2. Please note that in contrast to all 
following experiments which were performed at a temperature of 370 K this implantation was 
carried out at 390 K. In Fig. 1 the deuterium concentration deduced by NRADC is plotted as 
function of depth with the W areal density as unit (bottom axis). Additionally, the 
corresponding W thickness (using the measured mass density, see Section 2) is plotted on the 
top axis. In general, the two samples show very similar deuterium depth profiles. For the W 
film deposited with Cu interlayer, a high deuterium concentration is found in a thin near-
surface layer (about 16 nm thick) with 4 % deuterium concentration and a nearly constant 
concentration of about 0.26 % extends throughout the remaining W film. With respect to the 
surface layer we have to add the following remark: The thickness of this layer is determined 
by the depth resolution of the  spectrum measured at 0.69 MeV. This resolution at the 
surface is 16 nm. Correspondingly, the given D concentration of 4 % is the mean D 
concentration in this layer. It could very well be that the real thickness of the surface layer is 
thinner than the experimentally achievable depth resolution. In that case the local D 
concentration in that layer would be correspondingly higher. 

For the W film directly deposited on silicon (without Cu interlayer) also a comparably 
high D surface concentration is found and the deuterium concentration in the bulk W film is 
about 0.18 %. A notable difference for the two cases appears only at the interface. For the W 
film deposited onto silicon with the Cu interlayer, the deuterium concentration drops at the 
interface between W and Cu by two orders of magnitude from about 2×10-3 to 2×10-5. As 
explained in Section 2 the latter value is already below the detection limit of the NRA method 
and is therefore equivalent to zero. We interpret these data such that the diffusion of 
deuterium into silicon is blocked by this magnetron-sputtered copper layer and all retained 
deuterium atoms are within the W layer. On the contrary, for the W film deposited directly 
onto the silicon substrate the deuterium depth profile obviously exceeds the W/Si interface 
and penetrates up to a few hundred nm into the silicon. We assume that this is due to the 
diffusion and trapping of D in silicon in the region close to the interface. Clearly, we do not 
anticipate a step-like depth profile of deuterium in the silicon sample. The step resulting from 
the NRADC evaluation is owing to the low depth resolution of NRA in this large depth which 
does not allow a better reconstruction of the profile. Nevertheless, the measured proton 
spectra for this sample cannot be fitted well without assuming some D being present in the 
silicon substrate close to the interface. 

One interesting observation is that the D concentration in the W film with the Cu 
interlayer shows a 30 % higher value than in the W film without Cu interlayer. This could be 
attributed to a change of the microstructure of the W film due to the introduction of the Cu 



interlayer, which could affect the nucleation and growth process of the deposited W film 
although both W films were deposited in same batch. 

In previous experiments, 700 nm thick copper layers deposited onto silicon substrates 
applying identical deposition conditions as for the Cu films used in this study were used as 
samples for measuring the sputtering yield after deuterium plasma exposures at different dc 
and rf bias voltages [39]. These experiments were performed in order to calibrate the 
deuterium ion flux in the PlaQ device at different rf bias voltages. Simultaneously the 
deuterium retention in these sputtered Cu films was measured by NRA. The results (not 
presented here) show that for all investigated bias voltages and fluences only about one 
monolayer deuterium is retained in the near-surface region corresponding to the implantation 
zone. This proved that deuterium retention in Cu for our implantation conditions is 
insignificant. This observation can be attributed to the negligible solubility and low diffusivity 
of hydrogen in copper [40]. Consequently, the copper layer deposited onto the silicon 
substrates acts as a diffusion barrier which blocks the diffusion of deuterium into the silicon. 
For all samples investigated in the following a 700 nm thick copper interlayer was applied 
and only the thickness of the W films was varied from about 1 to 12 μm. For convenience, the 
notation being used throughout the remaining text to describe a layer system with an x m 
thick tungsten film on top is W-x. 
 
3.2 Deuterium retention measured by NRA 

Deuterium retention in W films as a function of incident fluence was thoroughly 
investigated in preceding experiments. The results show that for the applied experimental 
conditions the retained D amount in thin W films initially quickly increases with increasing 
fluence (roughly proportional to fluence0.7) up to fluences of about 3×1023 D/m2. For higher 
fluences it continues increasing but much more slowly (roughly proportional to fluence0.2). In 
the present work all W-x layer systems were implanted with an incident fluence of 
6×1024 D/m2. Fig. 2 shows the deuterium depth profiles of W-x layer systems implanted at 
38 eV/D incident energy with a fluence of 6×1024 D/m2. All implantations in this section were 
performed at 370 K.  
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Fig. 2: Deuterium depth profiles in W-x layer systems after deuterium implantation at 38 eV/D 
incident energy with a fluence of 6×1024 D/m2. In all cases, the thickness of the Cu interlayer 
was 700 nm. The numbers in the notation correspond to the thickness of W layers determined by 
RBS and profilometry. The interfaces between the W layer and the copper were marked 
according to RBS (solid line) and profilometry measurements (dashed lines). 
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For W-1 the interface between W and Cu is marked (solid line) according to the RBS 
results. For thicker W films the thickness of the W films cannot be determined from the RBS 
measurements, because the stopping of the probing 4He particles in W is too high such that 
4He particles backscattered from the W-Cu interface cannot leave the sample. But because the 
film thickness has been measured after deposition by profilometry and since the density has 
been determined (see Section 2) the position of the W-Cu interface on the areal density scale 
in Fig. 2 (in units of atoms per m2) can be reasonably well deduced. The exact thicknesses of 
the investigated W layers measured by profilometry are 1.1, 3.3, 5.3, 7.8, and 11.8 μm, 
respectively. The positions of the corresponding interfaces for the thicker films are marked by 
dashed lines in Fig. 2.  

All samples show a deuterium concentration at the surface which is one order of 
magnitude higher than the bulk concentration. This surface layer is 16 nm thick and has a 
deuterium concentration between 3 and 4 %. With respect to thickness and D concentration of 
this layer see the comments made in Section 3.1. In the bulk of the film the deuterium profile 
is flat with an atomic fraction of about 3±0.4×10-3. With increasing W thickness the 
deuterium profiles extend to a larger depth with practically identical D concentration. The D 
concentration in the bulk of sample W-3 is slightly higher (20 %) compared with the sample 
shown in Fig. 1. This is attributed to the different temperatures during these implantations. In 
all cases shown in Fig. 2 a sharp drop of the D concentration is observed at the interface 
between W and Cu. Beyond this interface the deuterium concentration drops by two orders of 
magnitude to 10-5, which is equivalent to the sensitivity limit of the analysis method. The 
integrated deuterium amount in this low D concentration region behind the interface would 
contribute 1 to 3 % to the total retained D amount. For the further analysis this contribution is 
ignored because we assume that the D concentration in the copper interlayer and the 
underlying Si bulk is negligible. The NRA results clearly prove that in these W-x layer 
systems the retained deuterium is completely contained in the W layer only.  

For comparison a D depth profile in a stress-relieved polycrystalline W reference sample 
is also shown in Fig. 2. D implantation into the W bulk sample was carried out under the 
identical implantation conditions as for the W-x layer systems. Deuterium retention in bulk 
tungsten is inhomogeneous in depth. Again a D-rich layer as for the magnetron-sputtered 
films is found at the surface. In the depth range up to about 4 μm the D concentration in bulk 
W is about a factor of 3 lower than in the films and for larger depths it is about one order of 
magnitude lower than in the films. Since all deuterium retention measurements were 
performed two months after implantation, all detected deuterium atoms should be retained in 
natural defects [10, 12, 24]. The higher deuterium retention in the W films means that the 
defect density in these sputter-deposited films is higher than in bulk W.  

One interesting point is that apart from the D-rich surface layer the D distributes 
homogenously in the W film, and with increasing W film thickness D extends to deeper layer 
with constant concentration. This D diffusion behaviour is quite different from that in bulk W 
[12, 29]. Currently we don’t have a reasonable explanation for that. To understand the 
difference more work is required and further systematic studies are underway.  
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3.3 Deuterium retention measured by TPD 

After the NRA measurement the retained D amount was measured by TPD for several 
selected samples. In all cases, samples were heated to a sample temperature of 1275 K with a 
ramp of 15 K/min and held at this high temperature for 15 min. Typical spectra–presented 
here are data for W-8 implanted at 38 eV/D with a fluence of 6×1024 D/m2–for mass channels 
3, 4, 19 and 20  are shown in Fig. 3. The QMS raw signals are plotted as a function of elapsed 
time (left-hand scale). In addition, the oven and sample temperature ramps are also shown 
(right-hand scale). Over the whole range the oven temperature is significantly higher than the 
true sample temperature. At low oven temperature the difference is more than 100 K. For 
temperatures larger than about 600 K the offset reduces to about 70–80 K remaining constant 
at this value up to the end temperature. D2 desorption (4 amu) exhibits a sharp peak with a 
shoulder at higher temperature. D2 desorption starts at a sample temperature of about 400 K, 
the temperature of the peak maximum is about 510 K and the shoulder is located at about 
700 K. D2 desorption reaches very low values at about 900 K and vanishes completely at 
about 1100 K. Also during the holding time at the maximum temperature D2 release is 
negligible. The HD (3 amu) release spectrum extends over a larger temperature region, 
starting at about 450 K and extending to 1200 K. The majority of HD is released below about 
900 K. Taking into account the calibration factors derived in Section 2 and the fact that HD 
carries only one deuterium atom while D2 carries two, the amount of deuterium released as 
HD is for W-8 as well as for all other investigated samples about 30 %. However, because we 
calibrated for HD this has no influence on the accuracy for the determination of the total D 
amount. The total amount of deuterium released from the samples was determined by 
integrating the QMS signal over time for masses 3 and 4. For W-8 the integrated QMS signal 
is 2.9×107 counts. Due to the large number of counts the error due to counting statistics is 
negligible. Even for the thinnest film (W-1) the integrated QMS signal is 4.1×106 counts and 
the corresponding standard deviation due to counting statistics is only 0.05 %. The total 
uncertainty is rather determined by the stability of the detector and the contribution of 
additional D containing species besides HD and D2. Apart from the signals at 3 and 4 amu we 
find minor signals at mass channel 17, 19, and 20 that are attributed to molecules containing 
deuterium: According to their cracking pattern the two low intensity peaks at 19 and 20 amu 
can be due to the release of HDO and D2O. Please observe that these 2 signals are enlarged by 
a factor of 5 in Fig. 3. The intensity of the 20 amu peak is negligible meaning that very little 
D2O is formed during thermal release. CD4 can be excluded because of the expected cracking 
pattern. However, the 19 amu peak corresponding to HDO shows a clear peak in the low 
temperature region. While it is relatively straight forward to calibrate the HD and D2 signals 
using calibrated gas leaks, it is, in general, very hard to quantify water signals by mass 
spectrometry. Hydrogen molecules do not get permanently lost at the chamber walls and can 
therefore be transported via many wall collisions to the ioniser of the QMS. In contrary, water 
molecules have a significant, strongly temperature-dependent sticking coefficient and get 
permanently lost to the chamber walls. The dominant challenge to correctly quantify the water 
signal is to reasonably estimate the loss to the chamber walls. This challenge can in principle 
be overcome if all relevant surfaces which might be hit by water molecules are at sufficiently 
high temperature such that sticking is negligible. This is not the case in our set-up as in many 
others and therefore one cannot quantify the amount of deuterium released in form of HDO 
accurately. 
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Fig. 3: QMS raw signals for mass channels 3, 4, 19 and 20 plotted as a function of time, the 
sample W-8 was implanted at 38 eV/D incident energy with a fluence of 6×1024 D/m2. The oven 
heating rate is 15 K/min, the oven and sample temperatures are shown on the right hand scale. Note 
the intensities of mass channels 19 and 20 are enlarged by a factor of 5. 

 
In the following we try to estimate the possible contribution of the HDO signal (mass 

channel 19). For W-8 the integrated HDO QMS raw signal corresponds to about 10 % of the 
D2 signal. The tabulated sensitivity factor of H2 is 0.44 and for H2O this value is 0.90 [41, 42]. 
Because we have no relative sensitivity factor for HDO we assume the same one as for H2O. 
In total this result in an about 20% higher sensitivity of HDO compared with D2. Taking 
further into account that the HDO molecule contains only 1 D atom while D2 has 2 the 
measured HDO signal would contribute about 2.1 % to the total deuterium release. But due to 
the unknown loss of water to the chamber wall the actually released amount could be higher.  

In addition to D2O and HDO a small signal is observed for mass channel 17 (not shown in 
Fig. 3). This signal we attribute to CH3D. If we apply the same procedure to estimate the D 
release in form of CH3D as for HDO we get a possible contribution of 1.5 %.  

Converting the signals for W-8 with the given sensitivities to D amounts we end up with 
2.5×1015 D/cm2 from CH3D, 3.5×1015 D/cm2 from HDO, and 0.55×1015 D/cm2 from D2O, 
respectively. This yields a relative contribution of these species to the total D release of 3.8%. 
For thinner W samples the absolute D amounts from these species remain approximately the 
same independent of the W layer thickness such that the relative contributions increase. For 
W-1 it amounts to 12.6 %. However, given the fact that these contributions do not change 
significantly with W layer thickness we attribute them to adsorbed layers on the sample 
surfaces. Therefore we do not add it to the total amounts. 

The total amount of deuterium measured by TPD was only determined by integrating the 
signals of mass channels 3 and 4 over time. Because the release signals are practically zero 
before the highest temperature is reached, we are sure that all previously implanted deuterium 
is released during the TPD measurement. As a consequence, TPD measures the total amount 
of retained deuterium. The total uncertainty of the TPD results is mainly due to the detector 
stability and the neglect of the HDO, D2O and CH3D signals and it is estimated to be lower 
than 10 % even for the thinnest sample. It is also clear that by neglecting these contributions 
the D content is slightly but systematically underestimated. 
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The shape of the TPD spectra is influenced by the trap energy and by the diffusion of D in 
the sample. Much work has been performed in the past to relate trap energies to the observed 
desorption temperatures [12, 18, 21, 26, 30]. However, due to differences of the investigated 
samples and the used experimental settings published data show some scatter. Generally, 
deuterium released at lower temperature is attributed to deuterium trapped in low-energy traps, 
such as grain boundaries and dislocations, while D released at higher temperature is attributed 
to D in high-energy traps, for example vacancies and voids [12, 18, 21, 26, 30], but the 
influence of transport from different depths to the surface is very often neglected. Fig. 4 
shows the D2 release peaks of W-x films implanted with deuterium at 370 and 600 K with a 
fluence of 6×1024 D/m2 as a function of the real sample temperature. For comparison the D2 
release peak of polycrystalline W measured at identical experimental conditions [32] is also 
shown. The main release peak of sample W-1 appears around 490 K and shifts to 510 K in the 
samples W-3, W-5 and W-7, and further moves to 520 K in the sample W-12. Obviously, 
both the intensity and width of the main release peak increase with increasing film thickness, 
that means both the amount of retained D2 and the D2 thermal desorption process are affected 
by film thickness. In addition to the main release peak around 510 K, all spectra of W films 
show a shoulder at about 690 K. For the sample W-12 we find a further release peak at about 
800 K. The appearance of three desorption peaks suggests the presence of at least three trap 
energies. These two desorption peaks at 500 and 690 K are typical D2 release peaks reported 
for polycrystalline W [12, 17, 21, 29-30] or W [19-20, 31] films. They are assigned to 
deuterium trapped in intrinsic defects such as grain boundaries and dislocations. The origin of 
the desorption peak of sample W-12 at 800 K is still unclear. The shown spectrum of 
polycrystalline W differs significantly from that of the W films. The polycrystalline sample 
implanted at 370 K shows the main D2 release peak at 700 K and a shoulder peak at around 
500 K. Our TPD results indicate that in W films, opposite to the polycrystalline sample, most 
deuterium is retained in the lower binding energy trap sites. For the W-x films after 600 K 
deuterium implantation, the main D2 release peak at 500 K disappeared and all retained 
deuterium is desorbed only at temperatures higher than 600 K with the peak being at about 
690 K.  
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Fig. 4: D2 release spectra from W-x layer systems exposed to a fluence of 6×1024 D/m2 with 
38 eV/D incident energy at a sample temperature of 370 (filled symbol) and 600 K (open symbol), 
respectively. In all cases, the oven heating rate is 15 K/min. 
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The main motivation for this W-x film preparation was using this model system to 
compare the total retained D amount in W measured by TPD and NRA. While this is not 
possible for bulk targets it is feasible here since all retained deuterium remains within the W 
layer and the W layer thickness of all but the W-12 sample is in the range of the NRA 
information depth of about 8 μm. For films up to 8 μm both TPD and NRA measure the total 
retained D amount and the results can be directly compared. One point that should be 
mentioned is that all TPD measurements were performed during the same week as the NRA 
measurements to avoid a possible loss of deuterium during additional storage time [24].  

The total retained D amounts measured by both TPD and NRA are shown in Fig. 5 as a 
function of the thickness of the W coatings. Results are shown for D exposures (38 eV/D, 
6×1024 D/m2) at two different target temperatures. Both methods show that the total retained 
D amount increases linearly as a function of the W layer’s thickness in the whole investigated 
W film thickness range. This can be understood assuming that the trap density in our W films 
is constant and that owing to the high incident fluence applied in all implantations most traps 
in the W films are filled. Under these assumptions the retained D amount should increase 
linearly as a function of the W layer thickness. Up to W film thicknesses of 8 μm, it is 
obvious that for both cases (370 and 600 K) the total retained D amount determined by these 
two methods is in excellent agreement. For the samples implanted at 600 K the deviation of 
both methods is well within the error bars. The samples implanted at 370 K show also a very 
good agreement except the sample W-5, in which the total retained D amount measured by 
NRA is 12 % lower than amount measured by TPD. But considering the uncertainty of the 
two measurements this mismatch is still in the range of error bar. Our data clearly shows that 
both applied methods are able to determine the total deuterium amount in W films with an 
uncertainty of less than 10 %. But a clear mismatch between TPD and NRA was found for 
samples W-12 implanted at 370 K. Two such samples were implanted applying the identical 
plasma conditions as for all other samples. The total retained D amounts in two samples 
measured by TPD are 252 and 240×1019 D/m2, which are 48 to 54% higher compared to the 
total D amount measured by NRA. This result had to be anticipated because in this case NRA 
can only detect the deuterium retained in the top 8 μm. If we assume that the D concentration 
in the region from 8 to 12 μm is identical to that in the top 8 μm then the total D amount in 
sample W-12 should be 50 % higher than the amount detected by NRA. This is exactly what 
we observe. 
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Fig. 5: Total amount of retained deuterium determined by TPD (squares) and NRA (circles) in 
W-x layer systems exposed to deuterium plasma with 38eV/D incident energy and a fluence of 
6×1024 D/m2. Filled and open symbols represent 300 and 600 K implantation temperature, 
respectively. 
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4. Summary 

Tungsten films with thicknesses ranging from 1 to 12 μm were deposited by magnetron 
sputtering on silicon substrates. A copper interlayer was used to avoid peeling of the films and 
to suppress diffusion of deuterium into the silicon substrate. Deuterium was implanted into 
the samples using the laboratory plasma experiment PlaQ: the deposition parameters were: 
38 eV/deuteron, sample temperature 370 and 600 K, and applied fluence 6×1024 D/m2. The 
copper interlayer efficiently blocks the diffusion of deuterium into the silicon substrate. 
Therefore, deuterium is retained only in the W films with a well-defined thickness. Using this 
layer system the total retained D amounts were measured by both TPD and NRA. The 
deuterium depth profiles determined from the NRA measurements show a D surface peak 
with about 4 % D in the top 16 nm, but it has to be kept in mind that the stated thickness of 
this surface layer is determined by the resolution of the method. Below that surface peak the 
D concentration in these films is homogeneous throughout the complete layer for all 
investigated film thicknesses. The local D concentration in the depth is about 3×10-3. This 
value is a factor of 3–10 higher than the D concentration in a stress-relieved, polycrystalline 
tungsten sample implanted under identical conditions. Within the NRA information depth of 
8 μm the total retained D amount in the W films measured by both TPD and NRA is in 
excellent agreement. This means that both methods can be applied to determine total retained 
deuterium amounts in tungsten with an experimental uncertainty below 10 % for this case. 
These results can further be taken as indirect confirmation that the used cross section for the 
D(3He,p)4He nuclear reaction is reliable within 10 %. 
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