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A B S T R A C T

The search for the previously unobserved B0
d,s→ K∗0K0

S decays is performed at the
LHCb experiment, using proton-proton collisions at a centre of mass energy of
√

s = 7 TeV. These decays provide a fertile ground in the search of New Physics
in CP violation measurements. The data sample was recorded in 2011 and cor-
responds to an integrated luminosity of 1 fb−1. The first observation of the
B0

s → K∗0K0
S decay is reported. A measurement of the limit and the branching

fraction relative to the B0→ K0
S π+π− decay yields the following results:

B(B0→ K∗0K0
S )

B(B0→ K0
S π+π−)

< 0.12(0.15) at 90% (95%) CL

B(B0
s→ K∗0K0

S )

B(B0→ K0
S π+π−)

= 0.22± 0.06(stat)± 0.02(syst)± 0.01( fs/ fd),

where the first uncertainty is statistical, the second systematic and the third comes
from the uncertainty on the hadronisation fraction.

Z U S A M M E N FA S S U N G

Eine Suche nach den bisher noch nicht entdeckten Zerfällen B0
d,s→ K∗0K0

S wird am
LHCb-Experiment mit Proton-Proton Kollisionen bei einer Schwerpunktsenergie
von
√

s = 7 TeV durchgeführt. Diese Zerfälle stellen vielversprechende Kandida-
ten für die Suche nach Neuer Physik in CP-Verletzungsmessungen dar. Die ver-
wendeten Daten wurden 2011 aufgenommen und entsprechen einer integrierten
Luminosität von 1 fb−1. Der Zerfallskanal B0

s → K∗0K0
S wird erstmalig beobach-

tet. Für das Verzweigungsverhältnis relativ zum Zerfall B0→ K0
S π+π− liefert die

Analyse

B(B0→ K∗0K0
S )

B(B0→ K0
S π+π−)

< 0.12(0.15) at 90% (95%) CL

B(B0
s→ K∗0K0

S )

B(B0→ K0
S π+π−)

= 0.22± 0.06(stat)± 0.02(syst)± 0.01( fs/ fd) .

Der erste Fehler ist die statische, der zweite ist die systematische Unsicherheit der
Messung, und der dritte resultiert aus der Unsicherheit auf das Hadronisierungs-
verhältis.
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1 I N T R O D U C T I O N

The Standard Model of Particle Physics (SM) is the theory which best describes the
fundamental particles and their interactions, apart from gravity. However though
being the most successful theory to date, the SM is inherently an incomplete the-
ory [1]. There are fundamental physics phenomena in nature that deviate from
the predictions of the SM. From cosmological observations we know that the SM
accounts for only 4% of the matter present in the universe. Of the missing 96%,
about 27% should be dark matter [2], weakly-interacting matter for which the SM
does not supply any fundamental particles that are good candidates for it. More-
over the nature of neutrinos, which are proven experimentally to have mass [3, 4],
is not consistent with the minimal formulation of the SM and the mass terms have
been added a posteriori to it. The universe is made out of mostly matter, and CP
violation is a fundamental ingredient to explain the observed matter-antimatter
asymmetry [5]. However the observed baryon asymmetry is too large to be gen-
erated by the SM mechanism. This discrepancy suggests additional sources of CP
violation beyond the SM.

From the theoretical side there are some conceptual problems in the SM, like
the presence of many free parameters, the puzzles of flavour hierarchies, the fact
that gravity is not included in theory and the related hierarchy problem [6]. The
evolution with the energy of the effective gauge couplings leads to an electro-weak
and strong forces unification at a scale of 1015 − 1016 GeV. This value is close
to the Planck scale of quantum gravity ∼ 1019 GeV, so it is possible to imagine
a unified theory of all interactions, including gravity. Then the question arises
whether the SM is valid up to such energies. Some problems like the explana-
tion of the three generations of fermions and their masses can be postponed to
a more fundamental theory. However there are other problems which have to be
solved in the low-energy theory. In particular the SM has no solution for the hi-
erarchy problem, meaning the relative smallness of the weak scale of mass, set
by the Higgs mass (∼ 125 GeV). This problem is related to the instability of the
SM with respect to quantum corrections due to the presence of fundamental scalar
fields with quadratic divergences. In this respect the infinities are not a problem
since the theory is renormalizable, but the hierarchy problem is one of naturalness.

1



2 introduction

Radiative corrections to the Higgs mass amount to a sum of different terms, mul-
tiplied by the square of the cut-off energy of the theory. If that energy is as large
as the Planck scale, then there are several correction terms which cancel out in an
unexplained and accurate way, to give the actual small mass of the Higgs. These
experimental and theoretical problems motivate the search for physics beyond the
SM.

This New Physics (NP) can be searched either by increasing the available energy
at colliders like the LHC at CERN to produce new particles and reveal them di-
rectly or by increasing the experimental precision on certain processes involving
SM particles [7]. This latter indirect search for NP may be pursued using decays
that are forbidden, very rare, or precisely calculable in the SM. Flavour-changing
neutral current (FCNC) and CP violating processes are among the most powerful
probes of NP. In fact in the SM FCNC cannot arise at tree level, and even at loop
level they are strongly suppressed by the GIM mechanism [8]. Once CKM matrix
elements are precisely determined, it is possible to search for NP contributions.
In particular, penguin-dominated nonleptonic B decays can reveal the presence of
NP in decay amplitudes. Thanks to the B-factories, CP violation has been mea-
sured with an high accuracy in several b → s penguin dominated channels. With
LHC, if new particles are revealed, these processes can help in the identification
of the flavour structure of the NP model. If no new particles are seen, still b → s
transitions can indirectly reveal the presence of NP or at least push up the lower
bound on the NP scale. However, to test the SM, it is necessary to know with high
precision the parameters describing the hadronic interactions, that are difficult to
determine theoretically as well as from data. Many efforts have been made to
develop methods that allow to better control these parameters. The experimental
inputs needed for these methods are the magnitudes and relative phases of the
decay amplitudes. A common approach to determine the relative phases is to per-
form an amplitude analysis by studying the structure of a Dalitz plot. Though, this
technique requires an high statistics data sample. A simplified approach instead
can provide branching fraction measurements using a much smaller data sample.
In all cases the progress in this kind of processes is crucial for our understanding
of flavour physics.

The LHCb experiment is one of the main experiments at the LHC. It has been
designed mainly for the study of b-hadron physics, by precise measurements of
CP violation and the study of rare decays. The LHCb collaboration provided first
results on inclusive B0

d,s→ K0
S h±h

′∓ (h = π, K) decays [9], and just recently the first
measurements of B0

s meson decays to K∗−π+ and K∗±K∓ final states have been
published [10]. The analysis reported in this thesis was developed in the same
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context.
During my PhD I was envolved in the micro group at CERN, working on the
inclusive measurement, just mentioned. Following the simplified approach, this
work analysed the same data, looking specifically at the resonant structure in the
low Kπ invariant mass region and measuring the branching fractions of the decays
which proceed through an intermediate K∗(892)0 resonance. Some tools developed
for the former analysis were used also for the results reported in this thesis and
the publication is referenced to when studies are presented that have not been
performed by the author. To document the work for the LHCb collaboration a
so-called analysis note was written

• M.Fontana, "Search for the B0
d,s → K∗0K0

S decays at LHCb", LHCb analysis
note (LHCb-ANA-2014-012), 2014.

The analysis is currently under review and a subsequent paper is in preparation,
for which I will be the contact author.

The material in this thesis is organised as follows. In the first part a theoretical
introduction on the standard model of particle physics and the current status of
the predictions for the relevant branching fractions is given (Chapter 2), followed
by the description of the LHCb detector (Chapter 3). The second part is devoted to
the experimental results on the B0

d,s→ K∗0K0
S decays. The background studies and

the selection criteria are detailed in Chapter 4. In Chapter 5 the development and
the validation of the fit to extract the yields is explained. Chapter 6 is dedicated to
the measurement of the efficiencies, while in Chapter 7 the study of the systematic
uncertainties are reported. The main results of the analysis, that is the branching
fraction measurement of the decay, is presented in Chapter 8. At the end some
implications of the results and prospects for further studies are given (Chapter 9).





2 T H E O R E T I C A L O V E R V I E W

This chapter details the theoretical background of the analysis presented in this
thesis. First the Standard Model of particle physics is shortly introduced, followed
by a description of the quark mixing mechanism and a summary of the different
sources of CP violation. In addition the interest in the charmless B decays object
of this analysis, the theoretical predictions and the experimental status for their
branching ratios is given.

2.1 the standard model of particle physics

Practically all the experimental results from high energy physics experiments
can be explained by the so-called Standard Model (SM) of particles and their inter-
actions, formulated in the 1970s [11–14]. According to this theory, three families
of fundamental spin 1/2 particles, called fermions constitute matter. There are six
quarks and six leptons. The main properties of these particles are summarised in
Tab. 1. The leptons carry integral electric charge. The electron e carries a unit neg-
ative charge by convention and the other charged leptons are the muon µ and the
tauon τ, which are heavy versions of the electron. The neutral leptons are called
neutrinos ν and each flavour of neutrino is paired with the corresponding flavour of
a charged lepton. The quarks carry fractional charges, of +2/3 or −1/3. As for the
leptons, the quarks are grouped into pairs differing by one unit of electric charge.
The quark flavour is denoted by a symbol: u (up), d (down), s (strange), c (charmed),
b (beauty), t (top). Quarks can form composite particles, mesons (quark and anti-
quark) and baryons (three quarks). Quarks and charged leptons are massive, con-
trary to the neutrinos which are assumed to be massless in the SM. However the
discovery of neutrino oscillations [3, 4] leads to the conclusion that neutrinos have
very small but non-zero masses. For each quark and lepton there exists an antipar-
ticle with the same mass but opposite quantum numbers.

The SM comprises the electromagnetic, the weak and the strong interactions be-
tween particles, described in terms of the exchange of vector bosons of integer spin.
The gravitational force does not play a role in particle physics experiments due to
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6 theoretical overview

its weakness and currently it is not included in the SM. A summary of the bosons
can be found in Tab. 2. The mediators of the electromagnetic and the strong force,
photons and gluons, are massless while the bosons carrying the weak force, the W±

and Z0 bosons, are massive. There is in addition another boson, called Higgs (H0),
which is related to the appearance of mass in the SM. A candidate was discovered
by the ATLAS and CMS collaboration, and further measurements favour the 0-spin
hypothesis [15, 16].

Table 1.: Properties of the fundamental fermions in the Standard Model [17].

quarks leptons

generation type el. charge mass type el. charge mass

1

u +2/3 2.3+0.7
−0.5 GeV/c2 νe 0 < 2 eV/c2

d −1/3 4.8+0.7
−0.3 GeV/c2 e −1 0.511 GeV/c2

2

c +2/3 1.275± 0.025 GeV/c2 νµ 0 < 2 eV/c2

s −1/3 95± 5 MeV/c2 µ −1 105.7 GeV/c2

3

t +2/3 173.07± 0.52± 0.72 GeV/c2 ντ 0 < 2 eV/c2

b −1/3 4.18± 0.03 GeV/c2 τ −1 1776.82± 0.16 GeV/c2

Table 2.: Gauge bosons and Higgs particle in the Standard Model [17].

interaction gauge boson mass spin

electromagnetic photon (γ) 0 1

strong gluon (g) 0 1

weak
W± 80.4 GeV/c2

1

Z0 91.2 GeV/c2
1

- Higgs (H) 125.9 GeV/c2
0

The SM is a Relativistic Quantum Field Theory (RQFT) invariant under the
gauge transformation of the combined SU(3)C

⊗
SU(2)L

⊗
U(1)Y group. For each

interaction the invariance of the Lagrangian under the respective transformation
leads to the conservation of a quantum number, denoted in the above formula by
the subscripts [18].

The SU(3)C gauge symmetry group of the Quantum ChromoDynamics (QCD)
is a non abelian group and describes the strong interaction among quarks. The
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conserved quantum number is called colour (C) and it can appear in three different
flavours (labeled red, green, blue and the corresponding anti-colours). The medi-
ators of the strong interaction are called gluons. They are massless and they carry
colour themselves so they can self-interact, with triple and quadruple gluon ver-
tices. Among the most important characteristics of QCD are asymptotic freedom and
confinement. This means that interactions between quarks become weaker with de-
creasing distance and that free quarks cannot be seen in nature since they always
occur in a bound state.

The electromagnetic and the weak force can be unified into the electroweak inter-
action. This unified interaction can be described by the SU(2)L

⊗
U(1)Y symme-

try group. Associated to the weak SU(2)L group there are three gauge bosons Wi

(i = 1, 2, 3) and the associated quantum number is the weak isospin T. An impor-
tant feature of the theory is chirality: this implies that only left-handed fermions
and right-handed anti-fermions have T 6= 0 and couple to the gauge bosons. The
conserved quantum number of the U(1)Y group is the hypercharge Y and the me-
diator is a gauge boson A. The hypercharge of a fermion is given by Y = Q− T3,
where Q is the electric charge and T3 is the third component of the weak isospin.
The exchange bosons of the electromagnetic and weak interactions are given by
linear combinations of the gauge bosons Wi and A. The boson which mediates the
electromagnetic interaction, the photon, is a combination of the W3 and A gauge
bosons. It couples to the electric charge Q of the fermions. All fermions except
the neutrinos have an electric charge and can interact electromagnetically. There
are two ways to classify the weak interaction processes: the neutral current (NC)
is carried by the Z0 boson. This is again a combination of the W3 and A gauge
bosons. The charged current (CC) is mediated by the charged W± bosons that are
linear combinations of the W1 and W2 gauge bosons. In the SM it is the only
process where fermions of different generations can participate. Flavour Chang-
ing Neutral Currents (FCNC) are suppressed in the SM at tree-level, due to the
Glashow-Iliopoulos-Maiani (GIM) mechanism [8], and can only occur in so-called
loop processes.

The Wi and A bosons are massless, while the bosons of the weak interaction
observed experimentally are massive. Separate mass terms in the Standard Model
Lagrangian would violate the invariance of the Lagrangian under continuous local
transformations [19]. The introduction of these terms is achieved by the spon-
taneous symmetry breaking mechanism, which causes the Lagrangian to remain
invariant. The simplest way of doing this is to introduce a potential, consisting
of a doublet of two complex scalar fields, which gives rise to a non-zero vacuum
expectation value. This theory predicts a massive spin-0 particle, the Higgs bo-
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son H0. The Yukawa couplings of the fermions to the Higgs field determine the
fermion masses. See [19] for a more detailed review of the Higgs mechanism. In
the quark sector the resulting mass eigenstates are not the same as the eigenstates
of the weak interaction. The weak eigenstates can be expressed as a superposition
of the mass eigenstates. This phenomenon is described by the Cabibbo-Kobayashi-
Maskawa (CKM) quark mixing matrix [20]. A more detailed description of the
CKM matrix will be given in the next section.

2.2 the ckm mechanism

The weak interaction has the unique feature to allow change of the quark family
in transitions between down-type quarks and up-type quarks. This phenomenon
is called quark mixing and it can be described by a unitary matrix, the so-called
Cabibbo-Kobayashi-Maskawa (CKM) matrix VCKM. The weak interaction eigen-
states (d

′
, s
′
, b
′
) are connected to the mass eigenstates as follows [20] d

′

s
′

b
′

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


 d

s
b

 . (1)

Each element of the matrix represents the relative amplitude for the different
quark–quark couplings to the W± bosons. The square of each element |Vqq′ |2 is
proportional to the probability of a transition from one quark to another quark.
The SM does not predict the values of these elements, which need to be determined
from weak decays of the relevant quarks.

This 3× 3 matrix has in principle nine free complex terms (18 free parameters)
which are reduced to 9 due to the unitarity constraint. In addition 5 degrees of
freedom can be absorbed into non-observable quark phases. This leaves 4 degrees
of freedom which can be parametrised by 3 Euler angles θ12, θ23, θ31 and 1 complex
phase δ, which is the source of CP violation in the SM.

There are several parametrisations of the CKM matrix. One of them is the stan-
dard parametrisation used by the Particle Data Group [17]. Introducing the nota-
tion cij = cosθij and sij = sinθij where i and j run over the number of generations
we can write the matrix as follows

V =

 c12c13 s12c13 s13e−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13

s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

 . (2)
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The diagonal elements, that correspond to the transitions between quarks of the
same generation, are of order O(1). The off-diagonal elements responsible for
the transition between different generations are progressively smaller: Vus, Vcd ∼
O(10−2) and Vub, Vtd ∼ O(10−3). Wolfenstein proposed another parametrisa-
tion [21] which takes into account the observed hierarchy in the matrix elements.
Defining

s12 = λ, s23 = Aλ2, s13eiδ = Aλ3(ρ− iη) (3)

the CKM matrix can be re-written as a power expansion of the parameter λ = |Vus|

V =

 1− λ2/2 λ Aλ3(ρ− iη)
−λ 1− λ2/2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4) (4)

with

λ ' 0.23 , A ' 0.81 (5)

The unitarity condition of the CKM matrix implies some relations between its
elements. Three are constraints on the diagonal elements of the VV†:

3

∑
i=1
|Vij|2 = 1 with j = 1, . . . , 3. (6)

This implies that the sum of all couplings of any of the up-type quarks to all the
down-type quarks is the same for all generations. N. Cabibbo studied this feature,
known as weak universality, in 1967. The other six constraints can be written in the
form

3

∑
i=1

VjiV∗ki = 0 =
3

∑
i=1

VijV∗ik j, k = 1, . . . , 3, j 6= k. (7)

These relations can be presented in the complex plane as triangles. The area of
each triangle is the same and is directly related to the size of CP violation in the
SM [22]. The most commonly used triangle is the one coming from the relation

VudV∗ub + VcdV∗cb + VtdV∗tb = 0, (8)

since each term is of equal order in λ in the Wolfenstein parametrisation. This is
shown in Fig. 1, where each side is normalized to |VcdV∗cb|. The internal angles of
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Figure 1.: A sketch of the unitarity triangle [17].

the unitarity triangle are related to the elements of the CKM matrix by

α = φ2 = arg
(
−

VtdV∗tb
VudV∗ub

)
β = φ1 = arg

(
−

VcdV∗cb
VtdV∗tb

)
(9)

γ = φ3 = arg
(
−

VudV∗ub
VcdV∗cb

)
.

An important measurement from the B0
s triangle, defined by the relation

VusV∗ub + VcsV∗cb + VtsV∗tb = 0, (10)

is that one of the CP violation phase φs, related to the small angle

βs = arg
(
−

VtsV∗tb
VcsV∗cb

)
. (11)

Measuring the sides and angles of a unitarity triangle is a sensitive method
for testing the SM. If the unitarity triangle can be over-constrained by precision
measurements and does not close, the existence of physics beyond the SM can
be determined. The experimental status of the measurements for the triangles
relevant in the B0 and B0

s systems, are shown in the ρ̄, η̄ plane in Fig. 2.
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Figure 2.: Current experimental status of the unitarity triangles relevant for the B0 (left)
and B0

s (right) systems. The red dashed region depicts the 95% confidence region
for the apex of the triangles that is determined from the measurements [23].

2.3 CP violation

One of the most important topics in modern physics is the violation of the CP
symmetry, that is the non-invariance of fundamental forces under the combined
transformation of charge conjugation (C) and parity (P). Charge conjugation C
transforms particles into antiparticles, by inversion of their internal quantum num-
bers. The parity transformation P changes the handedness of the reference frame
by inverting the spatial coordinates. If CP were an exact symmetry of nature, then
the laws of physics for matter and antimatter would be the same. Among the
fundamental forces, gravitational, electromagnetic and strong interactions are in-
variant under C and P and therefore also their combination CP. The weak force
instead violates C and P separately, but CP is still preserved in most of the pro-
cesses. The CP symmetry is however violated in certain decays. In particular the
main objective of the LHCb experiment is the precise measurement of CP violation
in the B meson systems (bound states of the heavy b̄ antiquark and a lighter u, d,
s or c quark). In this section the general formalism of the CP violation of a pseu-
doscalar neutral meson P is briefly described (see [17] for more details), where
P can be a K, D, B or B0

s meson. Given the Hamiltonian H governing the weak
interaction, the decay amplitude of P and its CP conjugate P̄ to a final state f and
its CP conjugate f̄ can be expressed as

A f = 〈 f |H|P〉 , Ā f = 〈 f |H|P̄〉 (12)

A f̄ = 〈 f̄ |H|P〉 , Ā f̄ = 〈 f̄ |H|P̄〉. (13)



12 theoretical overview

In the case CP is not violated [CP,H] = 0, then A f and Ā f̄ have the same magni-
tude and an arbitrary unphysical relative phase. If a neutral meson is initially a
superposition of P0 and P̄0

|ψ(t = 0)〉 = a(0)|P0〉+ b(0)|P0〉

the state will evolve in time acquiring components of all the possible decay final
states

|ψ( t)〉 = a( t) |P0 〉 + b( t) |P0 〉 + c1 ( t) | f1 〉 + c2 ( t) | f2 〉 + · · · .

If we consider times t larger than the typical strong interaction scale, then the time
evolution is determined by a simplified 2 × 2 effective Hamiltonian H

H = M − i
2

Γ =

(
M11 − i

2 Γ11 M12 − i
2 Γ12

M21 − i
2 Γ21 M22 − i

2 Γ22

)
.

The light (PL) and heavy (PH ) mass eigenstates can be written as a linear combi-
nation of flavour eigenstates

|PL 〉 ∝ p
√

1 − z |P0 〉 + q
√

1 + z |P0 〉
|PH 〉 ∝ p

√
1 + z |P0 〉 − q

√
1 − z |P0 〉

with | p |2 + |q |2 = 1 when z = 0. The real and imaginary parts of the difference
of the two eigenvalues ωL , H represent the mass and decay width differences

∆m ≡ m H − m L = Re(ω H − ωL )

∆Γ ≡ Γ H − Γ L = −2Im(ω H − ωL )

The eigenvalue problem leads to the following solutions(
q
p

)2

=
M∗

12 − i
2 Γ∗12

M12 − i
2 Γ12

(14)

and

z =
δm − ( i/2)δΓ
∆m − ( i/2)∆Γ

(15)

where

δm = M11 −M22 , δΓ = Γ11 − Γ22 (16)

are the mass and decay-rate differences for the flavour eigenstates P0 and P̄0.
For meson decays it is possible to classify CP violation into three categories.
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I. CP violation in decay. This type of CP violation occurs in both charged and
neutral B meson decays if

| Ā( f̄ )/ A( f ) | 6= 1, (17)

i.e. when the amplitude for a decay is not equal to the amplitude for its CP
conjugate decay. In this case CP violation is said to have occurred directly
and it can be observed measuring the time-integrated asymmetry

a =
Γ(P0 → f ) − Γ( P̄0 → f̄ )
Γ(P0 → f ) + Γ( P̄0 → f̄ )

(18)

II. CP violation in mixing. In contrast to CP violation in decay, this type of CP vi-
olation occurs only in the neutral systems, when the two neutral mass eigen-
states cannot be chosen to be CP eigenstates. When CP symmetry is con-
served, the mass eigenstates must be CP eigenstates. The condition to have
this type of CP violation is

|q/ p | 6= 1, (19)

that is the oscillation probability P0 → P̄0 is different from P̄0 → P0. For the
neutral B system, this effect is very small (O (10−2 )).

III. CP violation in interference between decay and mixing. This kind of CP violation
arises only in the neutral system. Even if CP symmetry would be conserved
in the decay amplitudes and in the mixing, CP violation may still be observed
in the interference between P0 → f and P0 → P0 → f . This occurs when
there is a relative phase between the mixing parameter q/ p and the decay
amplitudes Ā f / A f . This kind of CP violation is defined by

Im(λ f ) 6= 0 (20)

with

λ f ≡
q
p

Ā f

A f
. (21)

This form of CP violation is time-dependent and can be observed using decays
of neutral mesons into a CP eigenstate f CP

ACP ( t) =
dΓ/dt [ P̄0 ( t) → f CP )] − dΓ/dt [P0 ( t) → f CP )]

dΓ/dt [ P̄0 ( t) → f CP )] + dΓ/dt [P0 ( t) → f C P )]
. (22)
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For B0 mesons q/ p = 1 and ∆Γ ≈ 0 holds with good approximation. In this
case the asymmetry can be written as

ACP ( t) = S f sin(∆mt) − C f cos(∆mt) (23)

with

S f =
2Im(λ f )

1 + |λ f |2
, C f =

1 − |λ f |2

1 + |λ f |2
. (24)

For B0
s mesons however ∆Γ s has been measured to be different from zero [24].

In this case the asymmetry becomes

AC P ( t) =
−C f cos(∆m s t) + S f cos(∆m s t)

cosh
(

∆Γ s
2 t
)
− A∆Γ

f sinh
(

∆Γ s
2 t
) (25)

where

A∆Γ
f = −

2Re(λ f )

1 + |λ f |2
. (26)

For final states which are not CP eigenstates, similar expressions hold.

2.4 physics of b → s hadronic penguin decays

In this section a brief introduction about hadronic decays is given, with particu-
lar emphasis on so-called pure penguin processes. A generic two-body hadronic
B decay is mediated by b → q1q̄2d(s) transitions, where q1/2 can be a u, d, c, s
quark [25]. These processes can be divided in two groups according to the Feyn-
man diagram: tree-level topology and penguin (loop) topology. The latter consists
of gluonic (QCD) and electroweak (EW) penguins. Depending on the flavour con-
tent of the final state, the hadron decays can be classified into:

• q1 6= q2 ∈ u, c: transitions mediated by tree-level topologies;

• q1 = q2 ∈ d, s: transitions mediated by penguin topologies;

• q1 = q2 ∈ u, c: transitions mediated by both tree-level and penguin topolo-
gies.

The diagrams for each of these topologies are sketched in Figs. 3 to 5.
In order to describe the weak decays of hadrons, it is necessary to take into ac-

count also the strong interactions binding together the constituent quarks. Thanks
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Figure 3.: Tree-level Feynman diagram governing the transition of a non-leptonic B hadron
decay [25].

Figure 4.: QCD penguin Feynman diagram governing the transition of a non-leptonic B
hadron decay [25].

Figure 5.: EW Feynman diagrams governing the transition of a non-leptonic B hadron
decay [25].

to the asymptotic freedom of QCD one can treat the short-distance corrections,
that is the contribution of hard gluons at energies of the order O(MW) down to
hadronic scales ≥ 1 GeV, in perturbation theory. The formal framework used to
exploit such property is the so called Operator Product Expansion (OPE) [25, 26].
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Operator product expansion allows one to write the amplitude for a generic non-
leptonic B meson decay into a final state f as follows

A(B→ f ) = 〈 f |Heff|B〉 =
(

GF√
2

12

∑
i=1

VCKM
i Ci(µ) + CNP

i (µ)

)
〈 f |Qi(µ)|B〉+

NNP

∑
i=1

C̃NP
i (µ)〈 f |Q̃i(µ)|B〉

, (27)

where Heff is the effective weak Hamiltonian. The Q i represent the local operators
that govern the decay within the SM and Q̃ i denote the ones possibly arising from
New Physics. The short distance contributions are represented by perturbative Wil-
son coefficient functions Ci (µ), while long-distance contributions are represented
by non-perturbative hadronic matrix elements 〈 f |Q i (µ) |B〉. The terms CNP

i (µ)

and C̃NP
i (µ) denote the Wilson coefficients arising within a given NP model, which

can in general be complex. The parameter GF is the Fermi constant, VCKM
i is a fac-

tor arising from the CKM matrix element entering the weak interaction vertices
and µ is the renormalization scale.

The effective weak Hamiltonian for non-leptonic b → s decays within the SM is
given by [7]

Heff =
4GF√

2
{Vub V ∗us [C1 (µ)(Qu

1 (µ) − Q c
1 (µ)) + C2 (µ)(Qu

2 (µ) − Q c
2 (µ))]

− Vtb V ∗ts

[
C1 (µ)Q c

1 (µ) + C2 (µ)Q c
2 (µ) +

12

∑
i=3

Ci (µ)Q i (µ)

]
}

(28)

with

Qu i

1 = ( b̄L γµ u i
L )( ū i

L γµ SL ) ,

Q3,5 = ∑
q
( b̄L γµ s L )( q̄ L ,R γµ q L ,R ) ,

Q6 = −2 ∑
q
( b̄L qR )( q̄R s L ) ,

Q8 = −3 ∑
q

eq ( b̄L qR )( q̄R s L ) ,

Q11 =
e

16π2 mb ( b̄R σµν s L )Fµν ,

Qu i

2 = ( b̄L γµ s i
L )( ū i

L γµ u i
L ) ,

Q4 = ∑
q
( b̄L γµ q L )( q̄ L γµ s L ) ,

Q7,9 =
3
2 ∑

q
( b̄L γµ s L )eq ( q̄ L γµ q L ) ,

Q10 =
3
2 ∑

q
eq ( b̄L γµ q L )( q̄R ,L γµ qR ,L ) ,

Q12 =
g

16π2 mb ( b̄R σµν T a s L )G a
µν

(29)

where q L ,R ≡ (1 ∓ γ5 )/2q, u i = u , c and eq denotes the quark electric charge.
The sum over the quarks q runs over the active flavours at the scale µ. Here
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Q1 and Q2 are the current-current operators, Q3−6 the QCD penguin operators,
Q7−10 the electroweak penguin operators, and Q11−12 the (chromo)magnetic pen-
guin operators. The Wilson coefficients Ci (µ) depend in general on the QCD
renormalization scheme for the operators. Their order of magnitude at the renor-
malization scale µ = O (mb ) is C1 (µ) = O (10−1 ) and C2 (µ) = O (1) for the
current-current operators, and O (10−2 ) for the penguin operators. This method
can be applied in general to all B decays governed by the same quark-level transi-
tions (b → q1 q̄2 d(s)). The differences between different decay modes come only
from the hadronic matrix elements associated with the operators. The way these
elements can be computed represents the most challenging task and the principal
source of theoretical uncertainties. Without giving any details, here the different
approaches commonly used to deal with non-leptonic B decays are simply listed.

• QCD factorization: the idea is that factorization is valid for hadrons containing
a quark Q with mQ � ΛQC D . The amplitudes are calculable as leading order
ΛQC D /mQ expansions [27]- [28];

• Perturbative QCD: this method separates hard components from a QCD pro-
cess, which can be treated by perturbation theory. Non-perturbative com-
ponents are organized in the form of hadron wave functions, which can be
extracted from experimental data [29];

• Six-quark effective Hamiltonian: the previous approaches are based on the
four-fermion operator effective Hamiltonian. The short-distance QCD con-
tributions are characterized by the Wilson coefficient functions of four-quark
operators, whose calculation is well developed. The long-distance ones are
in principle obtained by evaluating the hadronic matrix elements of relevant
four-quark operators, but the calculation remains a hard task as it involves
non-perturbative effects of QCD. For the B decays into two mesons, it in-
volves three quark–antiquark pairs, that motivate the application of a six-
quark (rather than four-quark) operator effective Hamiltonian [30].

2.4.1 The B0
d ,s→ K∗0 K0

S decays

In this paragraph some aspects of pure penguin b → s transitions are discussed,
since the decays object of this thesis belong to this category. The amplitude for
pure penguin decays can be written as [7]

A(B → f ) = −V ∗ub Vus ∑ PGIM
i − V ∗tb Vts ∑ Pi , (30)
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where Pi contains penguin contractions of charmed current-current operators to-
gether with the matrix elements of b → s penguin operators, while PGIM

i repre-
sents the GIM-suppressed difference of penguin contractions of current-current op-
erators containing charm and up quarks respectively. Neglecting the CKM matrix
elements governing the transitions between the third and the first family (doubly
Cabibbo-suppressed terms), the decay amplitude has a vanishing weak phase and
therefore there is no direct CP violation. In terms of the coefficients S f and C f

of sine and cosine terms in the time-dependent CP asymmetry (for f being a CP
eigenstate with eigenvalue η f ) in the SM one expects

S f = η f Imλ f = −η f sin 2φM (31)

which measures the phase of the mixing amplitude, and

C f = 0, (32)

where

λ f ≡
q
p

Ā
A

= e−2 iφM , (33)

with A = A(B → f ), Ā = A( B̄ → f ) and φM = β(−β s ) the mixing angle for
the B0 (B0

s ) system in the SM. Comparing the measured S f to the one obtained
theoretically is a crucial ingredient to search for NP effects: a deviation from zero
much larger than the estimated SM error would be a strong signal of NP.

The B0
d ,s → K∗0 K0

S
1 decays are a particular case of pure penguin decays. We

assume that the resonance is the K∗ (892)0 if not stated differently. The Feynman
diagram for the B0

s decay is shown in Fig. 6. All three up-type quarks can

Created by FeynDiag v0.1�B0
s
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Figure 6.: Feynman diagram of the B0
s→ K∗0K0

S decay [31].

1 Charge-conjugate modes are implicitly included throughout this thesis.
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participate in the loop, but the top quark is dominant due to its much larger mass.
Some theoretical predictions given in the approaches mentioned before, for the
branching ratios of these decays are summarized in Tab. 3. The sizable branching
ratios are due to the fact that the related CKM elements (V∗tbVts) are relatively large.
However, SM predictions are plagued by large uncertainties which have to be taken
into account in order to probe the SM itself and to disentagle SM effects from NP.

Table 3.: Theoretical predictions of unmeasured B0
d,s → K∗0K0

S decay branching fractions.
The three theoretical models are QCD Factorization (QCDF), perturbative QCD
(pQCD) and a six-quark Effective Hamiltonian method. Branching fractions given
in units of (×10−6).

Branching fraction QCDF [32] pQCD [33] Eff. Hamiltonian [30]

B(B0→ K∗0K0) 0.70+0.18+0.28
−0.15−0.25 - -

B(B0→ K∗0K0) 0.47+0.36+0.43
−0.17−0.27 - -

B(B0
s→ K∗0K0) 10.5+3.3+5.1

−2.8−4.5 7.3+2.5+2.1+0.0
−1.7−1.3−0.0 8.5+1.8+1.5

−2.1−1.6

B(B0
s→ K∗0K0) 10.1+7.5+7.7

−3.6−4.8 4.3+0.7+2.2+0.0
−0.7−1.4−0.0 7.1+0.2+1.3

−0.4−1.1

From the experimental point of view many charmless 3-body decays of B mesons
have been previously studied and their branching ratios measured. Nevertheless
the decays addressed in this thesis have not yet been observed experimentally,
although the inclusive decays B0

d,s→ K0
S K±π∓ with K0

S → π+π− have already been
studied by LHCb [9].

In Tab. 4 some world averages and measurements are presented for some of the
charmless decays to similar final states. For the second and third row the first un-

Table 4.: Experimental measurements of charmless B decay branching fractions.

Measurement Value (×10−6) Reference
B(B0→ K0π+π−) 49.6± 2.0 [17]
B(B0→ K0K±π∓) 6.4± 0.9± 0.4± 0.3 [9]
B(B0

s→ K0K±π∓) 73.6± 5.7± 6.9± 3.0 [9]

certainty is statistical, the second systematic and the last is due to the uncertainty
on B(B0→ K0π+π−).

The main goal of this analysis is to measure the branching ratios of the B0
d,s→

K∗0K0
S decays with respect to the B0→ K0

S π+π− decay. In the following the former
is referred to as “signal” and the latter as “normalization”.





3 T H E L H C B E X P E R I M E N T

In this chapter the Large Hadron Collider (LHC) and its main experiments are
briefly discussed, followed by a more detailed presentation about the LHCb exper-
iment.

3.1 the large hadron collider

The Large Hadron Collider (LHC) [34] is the largest existing facility for the
study of particle physics, placed 100 m underground across the Swiss and French
borders, as shown in Fig. 7.

Figure 7.: A schematic view of the LHC collider and the position of the four experiments
ATLAS, CMS, ALICE, LHCb [35].

21
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The machine mainly collides protons accelerated in a tunnel of 27 km. Protons
are injected into the LHC from the chain of preaccelerators Linac2 - Proton Syn-
chrotron Booster (PSB) - Proton Synchrotron (PS) - Super Proton Synchrotron (SPS).
Linac2 is a linear accelerator providing the PSB with proton bunches of 50 MeV
energy. In the PSB protons are then accelerated up to 1 GeV before being injected
into the PS. The PS raises their energy up to 26 GeV and passes them to the SPS.
The SPS performs the last acceleration step, up to 450 GeV, before the injection of
beams into the LHC via the two tunnels TI2 and TI8. The beams are then brought
to collisions at four interaction point, where the main experiments are placed: the
ATLAS (A Toroidal LHC ApparatuS [36]), CMS (Compact-Muon-Solenoid [37]),
ALICE (A Large Ion Collider Experiment [38]) and LHCb (Large Hadron Collider
beauty [39]) detectors. The former two are general purpose detectors, ALICE is
investigating the properties of quark-gluon plasma in heavy ion collisions and
LHCb is designed to study beauty and charmed hadrons. The complex of CERN
accelerators is schematically shown in Fig. 8.

Figure 8.: Schematic view of the complex of CERN accelerators: Linac2, Proton Syn-
chrotron Booster (PSB), Proton Synchrotron (PS), Super Proton Synchrotron (SPS)
and LHC. The two tunnels to inject the proton beams into the LHC, TI2 and TI8,
are also shown [40].
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The collider is designed to operate at a centre-of-mass energy of 14 TeV and an
instantaneous luminosity of 1034 cm−2 s−1. For the design energy the magnetic
field of a single dipole, used to bend proton trajectories, needs to reach a magni-
tude of 8.33 T. This is achieved by super-conducting dipole magnets working at a
temperature of 1.9 K. The protons can be stored in 2808 proton bunches per beam,
with a spacing of 25 ns, each of them containing ∼ 1011 protons. The design lumi-
nosity of the LHCb experiment is lower and corresponds to 2× 1032 cm−2 s−1, in
order to limit the number of primary interactions per bunch crossing to have an
efficient event reconstruction. Technically this is done by adjusting the transversal
beams overlap. LHC started its physics operation on the 23rd November 2009 and
has now an history of three years of data taking. The data were collected with
a centre-of-mass energy of

√
s = 7 TeV in 2010 and 2011, that was increased to

√
s = 8 TeV in 2012. The bunch spacing was 50 ns. The instantaneous luminos-

ity delivered to LHCb was 2× 1032 cm−2 s−1 in 2010 and then it was increased
above the design value to 4 · 1032 cm−2 s−1. The integrated luminosities delivered
and recorded by LHCb during 2010, 2011 and 2012 data taking are summarized in
Fig. 9. The efficiency of data taking, given by the ratio between recorded and de-
livered luminosity, is very high and reached 90% in 2011. The analysis presented
in this thesis is performed using the data collected in 2011.

Figure 9.: Integrated luminosity delivered and recorded by LHCb in the three years of
operation [41].

With the energy available at LHC the b-quarks are mainly produced by inelastic
pp collisions. At the leading order the dominant production modes are the gluon-
gluon fusion or the quark-antiquark annihilation processes, shown in Fig. 10.
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Figure 10.: Leading order Feynman diagrams of b-hadron production. Left: gluon-gluon
fusion. Right: quark-antiquark annihilation [42].

The cross-section for inelastic pp collisions at
√

s = 7 TeV has been measured by
LHCb [43] and the extrapolation to the full solid angle leads to

σbb̄ = σ(pp→ bb̄X) = (288± 4± 48)µb. (34)

It is unlikely that the gluons or the quarks producing the bb̄ pairs carry the same
fraction of proton momentum. As a result the bb̄ pairs are boosted in the direction
of the beam axis and hence produced predominantly in the forward or backward
direction. This can be observed in Fig. 11, where the simulated distribution of the
angle between the b(b̄) quarks and the beam direction is shown.

Figure 11.: Azimuthal angle distribution of the bb̄ quark pairs. In red the part of the
distribution in the LHCb acceptance [41].

The number of produced bb̄ pairs can be calculated as Nbb̄ = σ(pp → bb̄X) ·
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Lint, where Lint is the integrated luminosity recorded in 2011, and it corresponds
to approximately 3 · 1011. The fraction of them within the LHCb acceptance is
approximately 25%.

3.2 the lhcb experiment and detector

The LHCb experiment [39] is optimised for flavour physics studies. In particu-
lar precision measurements of CP violation and rare decays in beauty and charmed
hadrons are performed for indirect searches of New Physics. To achieve such deli-
cate measurements, LHCb has been designed with some important characteristics.
A flexible and robust trigger is needed to select many different final states in the
hadronic environment. An excellent vertex resolution is required to detect short
lived resonances and to perform lifetime measurements. In addition good momen-
tum and invariant mass resolution help to reduce combinatorial background. To
distinguish among many different final states a good particle identification is an
important feature.

3.2.1 Detector design

The LHCb detector is a single arm spectrometer, designed to exploit the forward
characteristic of B hadron production. The layout of the detector is displayed in
Fig. 12. The coordinate system is a right-handed cartesian system, defined such
that the z axis corresponds to the beam axis, the y axis is in the vertical direction
(non-bending plane) and the x axis is in the horizontal direction (bending plane).
The geometrical acceptance in the x-z and y-z planes are respectively 10− 300 mrad
and 10− 250 mrad. The pseudo-rapidity (η)1 range for tracks inside the LHCb
geometrical acceptance is approximately between 1.8 and 4.9. LHCb consists of
several subdetectors.

• VELO: the Vertex Locator is placed around the interaction point and provides
a very good spatial resolution of reconstructed vertices;

• RICH1: the first Ring Imaging Cherenkov detector is placed just after the
VELO and it provides information for the identification of charged particles;

• TT: the Tracker Turicensis is a tracking detector placed in front of the magnet;

1 The pseudorapidity is defined as η = − ln[tan(θ/2)], where θ is the angle formed by the particle
trajectory and the z axis.
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• Magnet: this dipole magnet is used to bend particle trajectories in order to
measure their momentum;

• T1, T2, T3: these are the main tracking stations placed behind the magnet;

• RICH2: the second Ring Imaging Cherenkov detector provides particle iden-
tification information for high momentum particles;

• ECAL: the electromagnetic calorimeter is used to trigger and for the identifi-
cation of electrons and photons;

• HCAL: the hadronic calorimeter is placed behind the ECAL and it is used for
the hadronic trigger;

• Muon chambers: the muon system is used to detect muons. One of them is
placed before ECAL and the other four behind the HCAL.

Figure 12.: Layout of the LHCb detector in the y-z section. From left to right the different
subdetectors are visible: VELO, RICH1, TT, Magnet, main Tracking Stations,
RICH2, Electromagnetic Calorimeter (ECAL), Hadronic Calorimeter (HCAL)
and Muon stations [39].
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3.2.2 The tracking system

The tracking system consists of the VELO and four tracking stations: the TT
and T1-T3, located respectively upstream and downstream the magnet. These
detectors provide information to reconstruct charged particle trajectories and to
measure their momentum. VELO, TT and the inner part of T1-T3, called Inner
Tracker (IT), are silicon microstrip detectors, while the outer part of T1-T3, called
Outer Tracker (OT), employs straw-tubes.

The Vertex Locator

The ability to reconstruct primary and secondary vertices of hadrons containing
b and c quarks in order to select in the most efficient way signal and reject the
combinatorial background is achieved with the VELO detector [44]. It consists of
21 modules with silicon strip detectors, oriented parallel to the vertical (x-y) plane,
along the beam direction, as shown in Fig. 13. Each module is subdivided into two
halves, that can be moved apart to allow a safe LHC beam injection. The individual
VELO sensors are mounted on a moveable device inside a vessel which maintains
the vacuum and allows to move the two halves between 3 cm (fully open) and 8 mm
(data taking conditions) from the beam. The sensors are placed inside two boxes
in order to be under a secondary vacuum. The walls of the boxes on the beam side
are called RF (Radio Frequency) foils. Their aim is to prevent Radio Frequency
pickup of the VELO sensors from the LHC beams. Two additional sensor planes
(pile-up veto system) are placed upstream of the VELO and are used in the trigger
system. The polar angular acceptance of the halves is more than 180◦ allowing
them to overlap during data taking. The modules are composed of two planes of
300µm thick silicon microstrip sensors allowing to measure radial (R sensors) and
polar (φ sensors) coordinates of the hits generated by the particles. A schematic
view of R and φ sensors is shown in Fig. 14.

The microstrips of the R sensor are modeled in a semi-circular shape, with their
centres coinciding with the nominal LHC beam position. Each strip is divided in
four sectors 45◦ wide. The aim is to ensure a low occupancy per readout channel
and low strip capacitance. The strip pitch increases linearly from a minimum of
40µm (near the beam) to a maximum of 101.6µm (far from the beam), to take into
account the higher particle occupancy near the interaction point. The φ sensors
are subdivided into two regions at a radius of 17.25 mm. The pitch of the sensors
in the inner part increases radially from 39.3µm to 78.3µm, while in the outer one
it goes from 39.3µm to 97µm. Inner and outer regions are skewed with respect to
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Figure 13.: Top view of the VELO silicon sensors, with the detector in the fully closed
position (top). Front view of the modules in both the closed (bottom left) and
open positions (bottom right) [39].

Figure 14.: Schematic view of R and φ sensors [39].
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the radial direction by 20◦ (inner part) and 10◦ (outer part), in order to improve the
pattern recognition. In addition, adjacent φ sensors have opposite skew. The VELO
was designed in order to minimise the amount of material traversed by particles,
at the same time with a good geometrical acceptance. The tracks coming from the
primary interaction point, and in the LHCb acceptance pass through at least three
modules. From simulation studies it has been possible to calculate the amount of
material traversed by each of these tracks which in average is 17.5% of a radiation
length. The largest contribution is coming from the RF-foil.
The performance of the VELO detector has been studied with the large sample of
minimum bias events collected during the different data taking periods and has
been compared with fully simulated Monte Carlo events. The resolutions in the
reconstruction of vertices as a function of the number of tracks fitted into the vertex
are summarized in Fig. 15, for 2011 data and the corresponding MC simulation, for
one primary vertex (PV) in the event. The resolution on the x and y directions is in
the range from about 10µm to about 40µm, while the z direction varies between
about 50µm and 250µm. Fig. 16 shows the resolutions on the impact parameter
of tracks with respect to the primary vertex in the x and y directions, as a function
of the inverse of the transverse momentum of tracks.

Silicon Tracker

The Silicon Tracker (ST) comprises two detectors: the Tracker Turicensis (TT)
and the Inner Tracker (IT) [45]. Both detectors use silicon microstrip sensors with
a strip pitch of about 200µm. Each ST station is composed of four layers of sensors.
The two vertical layers are called x-layers, while the the u and v-layers are rotated
by an angle of +5◦ and −5◦. The layout has been optimised for hit resolution in
the bending plane and resolution of ambiguities.
The Tracker Turicensis consists of two 150 cm wide and 130 cm high planar stations
placed upstream of the dipole magnet. It provides tracking information also for
low momentum particles, which are bent out of the acceptance before reaching the
main tracker. The first two layers (x-u) are separated by the other two (v-x) by 27
cm along the beam axis. A sketch of the layers is shown in Fig. 17. They consist of
different modules put side by side, each of them covering half of LHCb acceptance
in height. In order to prevent acceptance gaps and to have a better alignment,
the modules slightly overlap by a few millimeters. Each module is composed of
seven silicon sensors placed in a row. These sensors are 500µm thick and each
of them is made of 512 silicon strips with a pitch of 183µm. The Inner Tracker
covers a 120 cm wide and 40 cm high cross shaped in the inner part of the three
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Figure 15.: Resolutions in the reconstruction of primary vertex coordinates as a function
of the number of tracks in the event, obtained from 2011 data and Monte Carlo
simulations. In the figures the resolutions for the x (top left), y (top right) and
z (bottom) coordinates are reported. The performance shown refers to events
where only one primary vertex has been reconstructed [41].

tracking stations (T1-T3) placed downstream of the magnet. Each station is made
of four detector boxes placed around the beam-pipe as shown in Fig. 18. Each box
contains 4 layers of detectors, consisting of 7-sensor modules. The layers are placed
in the x-u-v-x configuration. To avoid acceptance gaps and to help the alignment,
the adjacent modules overlap in the x direction by 3 mm and are staggered in z
by a few millimeters. Each module consists of one or two silicon sensors plus a
front-end readout hybrid. The thickness of the sensors is 320µm for the boxes
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Figure 16.: Resolution achieved for the x (left) and y (right) components of the impact
parameter (IP) of tracks with respect to the primary vertex as a function of the
inverse of the transverse momentum of tracks 1/pT [41].

above and below the beam line, and 410µm on the sides. The pitch between the
strips is 200µm and the single hit resolution is 50µm as for the TT.

Outer Tracker

The Outer Tracker (OT) [46] is a gas detector, whose purpose is to measure the
trajectory of charged particles in a large acceptance range. It is made of drift tubes
with an inner diameter of 4.9 mm arranged in modules. The straw tubes are filled
with a gas mixture of Ar (70%), CO2 (28.5%) and O2 (1.5%) continuously flushed
and purified in a closed loop. The drift time is below 50 ns for the mean drift path
of 2.45 mm, the spatial resolution is about 200µm. The detector consists of three
stations placed after the dipole magnet (Fig. 19). The three stations are of equal
size with the outer boundary corresponding to an acceptance of 300 mrad in the
horizontal plane and 250 mrad in the vertical one. The stations consist of four
layers with the same layout described for the TT. Each layer contains two rows of
tubes arranged in a honeycomb structure to maximise the sensitive area.

The magnet

In order to measure charged particle momenta a magnetic field is used to bend
their trajectories. In LHCb this is achieved using a warm dipole magnet [47] placed
between the first (TT) and the second group (T1-T3) of tracking stations. It consists
of two coils of conical shape placed symmetrically with respect to the beam pipe,
and with an angular opening following the LHCb acceptance, i.e. ±250 mrad in the
non-bending plane and ±300 mrad in the bending plane. It is made of 15 layers of
Al− 99.7 hollow conductor, grouped in five triplets. The magnet yoke surrounding
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Figure 17.: Layout of the four TT layers. The front and rear planes have sensors vertically
arranged, while the two planes in the middle represent the u-plane and v-plane
tilted by ±5

◦ respectively [39].

the coils are plates of laminated low carbon steel. In Fig. 20 a schematic layout is
shown.

The magnet was designed to produce an integrated magnet field of 4 Tm mainly
in the y direction and to leave just a residual field in the RICH1 detector. To achieve
the required momentum resolution on charged particles the integrated field has to
be known with a relative precision of 10−4. An important feature of the magnet is
the possibility to change the polarity of the field. This allows for the evaluation of
systematics introduced by the (small) left-right asymmetry of the detector.

Track reconstruction

The tracking detectors (VELO, TT, IT and OT) are used to reconstruct tracks of
charged particles and to determine their momentum. A schematic representation
of the track types reconstructed by the tracking algorithm is shown in Fig. 21. The
tracks can be classified as follows:

• VELO tracks contain only hits in the VELO detector. The associated particles
are usually produced with a wide angle with respect to the beam-line, going
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Figure 18.: Layout of one of the IT layers. The different modules placed just around the
beam-pipe are shown [39].

out of the detector geometrical acceptance before traversing the TT. For these
tracks the measurement of their momentum is not possible;

• T tracks are reconstructed from track segments appearing only in T1-T3 sta-
tions. They are typically produced in secondary interactions;

• Upstream tracks have hits on the VELO and TT detectors. They are usually
low momentum tracks that are bent out of the detector acceptance by the
magnetic field before they can reach T1. For these tracks it is possible to
measure their momentum, thanks to the residual magnetic field in the region
between VELO and TT, but with a relative uncertainty of about 20%;

• Downstream tracks are T-tracks reconstructed with additional hits from the TT
detector;

• Long tracks have hits in the VELO, in the main tracker and possibly in the TT.
The momentum measurement for these tracks is the most precise.

The relative momentum resolution is between δp/p = 0.35% for low momentum
tracks (∼ 10 GeV/c) and δp/p = 0.55% for high momentum tracks (∼ 140 GeV/c).

For the analysis presented in this thesis Downstream and Long tracks are used
to reconstruct K0

S decays into two charged pions, as they are neutral long-lived
particles often decaying between the VELO and the TT. In the following we refer
to Down-Down (DD) or Long-Long (LL) to indicate a decay in which is present a
K0

S candidate created by using two Dowstream or two Long tracks respectively.



34 the lhcb experiment

Figure 19.: Overall layout of the Outer Tracker (light blue) shown together with the TT, IT
and the beam-pipe [39].

Figure 20.: Layout of the LHCb dipole magnet. In this figure the interaction point lies
behind the magnet [39].

3.2.3 Particle Identification

Good particle identification (PID) is a crucial ingredient for the LHCb physics
programme. In particular to reconstruct hadronic B decays, like those studied
in this analysis, is very important to distinguish pions from kaons. Moreover to
measure the energy of neutral hadrons and photons a good calorimetry system
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Figure 21.: Scheme of the different LHCb track types [39].

is essential. Finally the identification of muons is of primary importance for the
analysis of leptonic decays. The different particle identification detectors used in
LHCb are presented in the following: Ring Imaging Cherenkov detectors (RICH1
and RICH2), Hadronic and Electromagnetic Calorimeters (ECAL and HCAL) and
muon detectors.

The RICH detectors

The LHCb particle identification system comprises two Cherenkov light detec-
tors [48]. These detectors exploit the Cherenkov effect, which is explained as fol-
lows. When a charged particle traverses a medium with a velocity larger than
the speed of light in that medium, it emits photons. The velocity of the particles
can be found by measuring the angle, θC, between the Cherenkov photon and the
direction of the particle using the relation

θC =
1

nβ
(35)

where β = v/c, with v velocity of the particle, c velocity of the light in the vacuum
and n the refraction index of the radiator. Thus combining this velocity measure-
ment with a momentum measurement it is possible to determine the mass of a
particle and as a result, its identity.

LHCb is instrumented with two Ring Imaging Cherenkov detectors (RICH1 and
RICH2) which are able to efficiently discriminate charged hadrons in the momen-
tum range between few GeV up to about 150 GeV. Most of the particles com-
ing from B hadron decays have a momentum in this range. The RICH1 detector
(Fig. 22 left) is located between the VELO and the TT. It covers the full LHCb
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acceptance and uses aerogel with n = 1.03 and C4F10 gas with n = 1.0014 as ra-
diators. This provides identification of charged particles with low momenta from
1 to 60 GeV/c. The RICH2 detector (Fig. 22 right) is located directly behind the T
stations and has a limited acceptance of ±25 mrad to ±120 mrad (horizontal) and
±100 mrad (vertical). This detector allows to perform identification of charged
particles with an higher momentum from around 15 GeV up to 150 GeV using CF4

gas with n = 1.0005. Figure 23 shows the Cherenkov angle as a function of the
momentum for different particles. The two detectors are equipped with an optical
system made of spherical and flat mirrors able to image the emitted Cherenkov
light on a lattice of photo-detectors (Hybrid Photon Detector, HPD). The HPDs are
placed outside of the detector acceptance, where the particle multiplicity is low,
and are shielded by iron to protect them from the residual magnetic field.

Figure 22.: Left: schematic layout from a side view of the RICH1 detector. The Cherenkov
light as emitted by a charged track traversing the Aerogel tiles and the C4F10

radiator is also drawn. Right: Schematic layout from a top view of the RICH2
detector [39].

The Cherenkov photons emitted by a particle are characterized by the same
emission angle θC and form a ring on the HPD plane, with radius proportional
to θC. Since the projection of the Cherenkov photons is outside the LHCb accep-
tance and because of imperfections of the imaging system, the images formed by
photons on the photon detector planes are not perfect circles. Instead of fitting a
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Figure 23.: Cherenkov angle θC as a function of particle momentum p. The curves corre-
sponding to the various radiators used in RICH1 and RICH2 and to the various
particle types as reported [39].

distorted ring to determine the Cherenkov angle, two independent pattern recog-
nition techniques are used to assign particle hypotheses to tracks: the “local” and
the “global” method. In the local approach each track is treated independently and
a value of θC is determined for every hit in the photon detector plane. A likelihood
function is calculated for each mass hypothesis. However in case of overlapping
rings, hits from other tracks can form a background. The performance is espe-
cially poor in regions with high multiplicity of tracks. For this reason a global
approach has been developed, which implements a simultaneous fit to all track
hypotheses. This method takes into account the information from both RICH de-
tectors. A likelihood function is calculated for the entire event by comparing the
number of photoelectrons in each pixel with the number expected in that pixel
from all possible sources, both signal and background. In this method the change
of the likelihood depends only on the mass hypothesis assigned to the tracks. This
quantity is considered for electrons, pions, kaons, protons and muons. However,
in order to reduce the number of possible likelihoods, the pion mass hypothesis is
assigned to all tracks and an initial value for the likelihood computed. Then for a
given track, the mass-hypothesis is changed to electron, muon, kaon and proton,
without changing all the other track hypotheses. The mass-hypothesis which gives
the best likelihood is then set for that track. Then an iteration procedure which
changes the mass-hypothesis for all tracks is performed until no improvements in
the likelihood is found. The discriminating variable for the particle identification



38 the lhcb experiment

is the so called ∆ logL. The pion mass hypothesis is taken as reference and the dis-
crimination between the mass hypotheses is performed exploiting the difference
of the likelihood logarithm under a generic hypothesis and the pion hypothesis.
In this way the ∆ logL for the pion hypothesis is always zero. In particular the
variables used in this analysis are the ∆ logLKπ, that is the difference between the
logarithm of the likelihood under the K hypothesis and under the π hypothesis

∆ logLKπ = logLK − logLπ ≡ DLL(K− π), (36)

and ∆ logLpπ, the difference between the logarithm of the likelihood under the p
hypothesis and under the π hypothesis

∆ logLpπ = logLp − logLπ ≡ DLL(p− π). (37)

The performance of the RICH detectors has been studied using simulated and
real data samples. In particular decays like K0

s → π+π−, Λ → pπ− and D∗+ →
D0(K−π+)π+ allow to select pure high statistics samples of pions, kaons and pro-
tons without using RICH information. Since θC depends on particle momentum
also ∆ logL depends on that. Fig. 24 shows the efficiency to identify or misiden-
tify a particle, as a function of momentum, for pions, kaons and protons achievable
with two PID requirements.

Figure 24.: Left: efficiency for the identification of kaons (red) and probability for the
misidentification of pions as kaons (black) as a function of particle momen-
tum, for different PID requirements (solid and empty points). Right: efficiency
for the identification of protons (red) and probability for the misidentification
of pions as protons (black) as a function of particle momentum, for different
PID requirements (solid and empty points) [49].
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The calorimeter system

The purpose of the calorimeter system [50] is the identification of neutral hadrons,
electrons and photons and the measurement of their energy. In addition it provides
information for the Level-0 trigger (see Sec. 3.2.4) by selecting high transverse en-
ergy (ET) particles. Located downstream of RICH2, between the first two muon
stations, the calorimeter system is divided into four sub-detectors:

• Scintillator Pad Detector (SPD);

• Pre-Shower (PS);

• Electromagnetic Calorimeter (ECAL);

• Hadronic Calorimeter (HCAL).

The entire calorimeter system is segmented into tiles in the x-y plane. The seg-
mentation increases in dimension for different sections depending on the distance
from the beam-pipe. This choice is motivated by a compromise between a good
resolution in energy and position of the clusters and the need to limit the number
of read-out channels. In particular the SPD/PS and ECAL are segmented in three
sections with scaling widths in a projective design. The HCAL is segmented in
only two sections with larger sizes. A schematic representation of this segmenta-
tion scheme is shown in Fig. 25. SPD and PS are auxiliary subdetectors of ECAL
placed before it. The SPD provides electron and photon separation, while PS is
used for a better discrimination between electrons and pions both at the trigger
level and in the offline reconstruction. Both sub-detectors consist of scintillator

Figure 25.: Lateral segmentation of the SPD/PS and ECAL (left) and HCAL (right). One
quarter of the detector front face is shown. In the left figure the cell dimensions
are also given. The black area corresponds to the empty space occupied by the
beam pipe [39].
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material and they are separated by a 15 mm thick lead converter layer to con-
vert photons to charged particles. The total material budget corresponds to about
2.5 − 3 radiation lengths. Wave length shifting (WLS) optical fibers are used to
collect the light produced inside the scintillator, on multi-anode photo-multipliers.

The ECAL is a sampling calorimeter designed with the Shashlik technology. It
consists of 66 alternating layers of lead absorber (2 mm thick) and scintillator pads
(4 mm thick). To read out the scintillator light signals standard photomultipliers
are used. The ECAL is segmented into cells, covering three regions and following
the LHCb projectivity. The total material budget for each cell is about 25 radiation
lengths and 1.1 nuclear interaction lengths. Its energy resolution is given by

σ(E)
E

=
10%√

E
⊕ 1.5% (38)

where the energy is measured in GeV. The main purpose of the HCAL is the
measurement of energies of hadronic showers needed by the Level-0 hadronic
trigger. Its structure is similar to the ECAL, but each module is built by layers of
scintillators 4 mm thick separated by layers of steal 16 mm thick. The total material
budget corresponds to 5.6 nuclear interaction lengths. The energy resolution is
given by

σ(E)
E

=
80%√

E
⊕ 10% (39)

where the energy is measured in GeV.

Muon System

Muon identification is vital to study rare and CP-sensitive semi-leptonic b-decays.
The muon detector [51] consists of five stations (M1-M5), covering an angular ac-
ceptance of ±300 mrad in the horizontal plane and ±200 mrad in the vertical plane.
To reduce the effect of multiple scattering effects from the calorimeter material, M1
is placed before the calorimeter system. The other stations are placed after the
HCAL and they are interleaved by 80 cm thick iron walls to absorb hadronic par-
ticles. The layout of the five stations is shown in Fig. 26. Each muon station
is divided into four regions with increasing distance and segmentation from the
beam-pipe. This choice for the geometry ensures approximately equal charged
particle occupancy in each region. Multi Wire Proportional Chambers (MWPC)
technology was chosen for all regions, except for the M1 inner region where triple
Gas Electron Multiplier (GEM) are used. The MWPCs are arranged in groups of
four anode wire layers. The wires, spaced by 2 mm, have a length between 20 and
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Figure 26.: Side view of the five stations of the muon detector [39].

30 cm and sit between a pair of cathode plates separated by 5 mm. The wire layers
have a structure with four overlapping gaps, in order to increase the detection ef-
ficiency for single hit. This design allows for an high detection efficiency (> 95%)
and a fast response (∼ 5 ns).

3.2.4 Trigger

The LHCb detector is designed to operate at an average luminosity of 2 ×
1032 cm−2 s−1, reduced by a factor 50 with respect to the LHC nominal luminosity.
The aim is to limit the average number of pp collisions per event, which ensures
a fast and efficient track reconstruction. During the 2011 running the average rate
of visible interactions was ∼ 10 MHz (the design value was 40 MHz). However
the final output rate could not exceed ∼ 3 kHz, due to technical limitations in
the amount of data that can be stored and the processing time required. The rate
reduction is achieved using a two-level trigger scheme [52]: the Level-0 (L0) hard-
ware trigger, and the software-based High Level Trigger (HLT). The trigger layout,
schematised in Fig. 27, satisfies the event rate constraint while efficiently selecting
the events of interest.
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Figure 27.: LHCb trigger schema. The bunch crossing rate given here is only the nominal
rate also including empty bunches [39].

The Level-0 Trigger

The Level-0 trigger (L0) is designed to reduce the event rate from 10 to ∼ 1 MHz.
It operates synchronously with the 40 MHz LHC clock: at this rate, only partial
and prompt information from selected sub-detectors can be processed. Three sub-
systems contribute to the L0 decision: the muon system, the pile-up system and
the calorimeters. The collected information, for each event, is sent to the L0 deci-
sion unit (L0-DU) which performs the OR of the three subsystem decisions. Events
are accepted when at least one of the subsystems gives a positive decision. The
time between the pp interaction and the arrival of the L0 trigger decision to the
front-end electronics is fixed to 4 µs. The discriminating variables are estimates of
the transverse momentum (pT) of muons, the multiplicity of primary interactions
and the transverse energy (ET) deposited in the calorimeters.

The L0 muon trigger uses tracks reconstructed from hits in the muon system
only, to allow for a fast momentum estimation. The processors in each sector use
the hits in the pads and the nominal position of the pp interaction to form tracks.
The trigger then selects the two muon candidates with the highest pT in each
quadrant. The event is triggered if at least one muon candidate has a transverse
momentum greater than a threshold or if the product of the transverse momentum
of a muon pair exceeds a given threshold.
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The calorimeter trigger searches for high transverse energy particles using the
information from the whole calorimeter system. Energy clusters are formed by
adding the ET of 2× 2 calorimeter cells. The clusters are then associated to electron,
photon or pion candidates. For each event only the cluster with highest ET is
considered.

The pile-up system, placed upstream of the VELO, is designed to detect events
with multiple visible interactions. The system is equipped with two R sensor
modules, used to estimate the primary vertex positions. For each pair of hits in
the two sensors, an estimate of the primary vertex z position (PVz) from which the
particle originated is given.

The L0 trigger selectivity may depend on the running conditions. At the nominal
conditions (pp interactions at

√
s = 14 TeV and 2× 1032 cm−2 s−1) typical require-

ments are at least one HCAL cluster with ET > 3.5 GeV (hadrons), an ECAL cluster
having ET > 2.5 GeV (e±, γ, π0), a single muon with pT > 1.2 GeV/c or two muons
with pT,1 × pT,2 > (1.3)2 (GeV/c)2.

The High level trigger

All the detector information of the events selected by the Level-0 trigger is
passed to the Event Filter Farm (EFF). This is composed of about 1000 multi-core
computing nodes, where the High Level Trigger (HLT) is run. The HLT is a soft-
ware based application which performs a fast full reconstruction of events. The
HLT is implemented in two steps: HLT1 and HLT2. HLT1 has to confirm the L0
decision and to further reduce the rate to 30 kHz, where the full pattern recogni-
tion can be performed. At this rate the HLT2 exploits the whole event information
to reconstruct and select inclusive and exclusive final states.

HLT1
Events with high occupancy, especially in the OT, can take a processing time larger
than 25 ms. Thus the HLT1 rejects events with an occupancy higher than 20%. For
the remaining events the reconstruction is divided into two steps. In the first one
VELO tracks are reconstructed asking for a large impact parameters with respect
to the closest PV and for a minimum number of hits in the VELO. To kill possible
ghost tracks, the expected number of hits in the VELO for each track is computed
considering the track direction and its first hit in the detector. If the difference
between this number of hits and the one used to reconstruct the tracks is greater
than a certain threshold the track is rejected. The number of tracks selected by this
first step allows to perform the full reconstruction. The tracks reconstructed in the



44 the lhcb experiment

forward direction are then selected imposing minimal p and pT requirements. The
selected tracks are finally fitted using a bi-directional Kalman filter, to obtain an
offline-quality value for the track χ2 and an offline-quality covariance matrix.

HTL2
The HLT2 does a first full event reconstruction, based on a Kalman fitter algorithm,
intended to be as close as possible to the final offline reconstruction. HLT2 requests
are mainly based on inclusive selections, the so called topological lines, also used
for this analysis. In addition there are some dedicated lines used by specific decay
channels. The strategy used for the topological line is to build multibody candi-
dates, starting from two input particles combined to form a two body object and
adding one by one other candidates satisfying certain criteria on the distance of
closest approach.

TIS and TOS

Before writing an event to tape it has to be necessarily selected by the trigger.
However it is possible also to select events after the reconstruction of a decay
candidate depending on which particle in the event caused the trigger to fire. If
the trigger was fired by particles used in the decay candidate this is referred to
Trigger On Signal (TOS). If instead the trigger was fired by particles not used to
reconstruct the decay this is referred to Trigger Independent of Signal (TIS).

3.2.5 Simulation in LHCb

The software package used in LHCb to simulate events is called Gauss [53]. The
simulation procedure uses first Pythia [54] to collide protons and then EvtGen [55]
to create particle decays. After the generation Geant4 [56] is used to propagate
the created particles through a simulated version of the LHCb detector. This step
makes use of the so called Detector Description Data Base (DDDB), which stores
information about the size, shape and materials which the detector is made of. The
final step of the simulation is done using the Boole [57] software which simulates
the digital output of the detector. By running the Moore [58] package it is also
possible to re-apply the software trigger on the simulated events from Boole.
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3.2.6 Reconstruction and analysis

The capability to store the enormous amount of data delivered by LHC and col-
lected by the experiments constitutes one of the key factors in High Energy Physics
today. The computing resources to store, distribute and analyse the data are pro-
vided by a global infrastructure called Worldwide LHC Computing Grid (WLCG) [59].
The WLCG is organized in a multi-tier regional centre structure where each tier
provides a specific set of services. The events filtered by the EFF are first stored
at the Tier-0 at CERN. At this level the data contain information on the detector,
like the number of hits in the tracking system or the read-out response of some
sub-detectors. The file format is called RAW data. These data are then copied to
different Tier-1s where they are further processed. The next step is the full event
reconstruction, done in LHCb using the Brunel [60] package. The output of the
reconstruction consists in physics quantities like primary vertex coordinates, track
trajectories and momentum and energy of calorimeter clusters. This information
is stored in a type of data called SDST. As far as simulated data are concerned the
output from Boole is used from Brunel to apply the full reconstruction in the same
way as data.

Only a small fraction of the data recorded by LHCb is stored on disk, since the
amount of disk space required by the full data sample would be too expensive.
Moreover the fraction of events useful for each single analysis is very small. There-
fore the next stage of the analysis chain consists of a preselection of events named
“Stripping”. The Stripping procedure applies loose selections on the collected data
sample, filtering the sample and creating the candidates that will be used in the
final analysis. The output files are named DSTs and contain the possible candi-
dates, the information of the reconstruction phase and also the RAW data relative
to each event. Stripping lines for similar physics programmes are grouped into
“Streams“. The aim is to decrease the amount of time required to extract the infor-
mation about the signal decays. Final DSTs can be used for user analysis and they
are stored on disk for a faster and more efficient access. To save disk space, after
the creation of the corresponding DST, the RAW and SDSTs files are transferred to
magnetic tapes.





4 A N A LY S I S S T R AT E GY A N D S E L E C T I O N

The aim of this chapter is first to give a brief overview of the analysis strategy
adopted to measure or to determine a limit on the branching fraction of the B0

d,s→
K∗0K0

S with respect to the B0→ K0
S π+π− channel. Then the data and Monte Carlo

samples used for the analysis are outlined. Finally the studies on the background
sources and the adopted selection criteria are reported.

4.1 analysis stategy

The branching ratio studied in this thesis can be expressed with the following
formula

B(B0
d,s→ K∗0K0

S )

B(B0→ K0
S π+π−)

=
fd

fd,s
·

εAcc
B0→K0

Sπ+π−

εAcc
B0

d,s→K∗0K0
S

·
εSel

B0→K0
Sπ+π−

εSel
B0

d,s→K∗0K0
S

·
εPID

B0→K0
Sπ+π−

εPID
B0

d,s→K∗0K0
S

·
NB0

d,s→K∗0K0
S

NB0→K0
Sπ+π−

,

(40)

where fd and fs are the fragmentation fractions of a b quark in a B0 and B0
s meson

respectively [61]. Here NB0
d,s→K∗0K0

S
and NB0→K0

Sπ+π− represent the number of signal

candidates for the main and the normalization decay, while εAcc is the LHCb accep-
tance efficiency, εSel is the combined trigger, reconstruction, stripping and offline
selection efficiencies and εPID is the PID efficiency.

The main challenge in this analysis is to establish a selection strategy which
allows one to observe the relatively small number of signal yields compared to the
background. This is achieved using standard cut-based methods and multivariate
algorithms.

In order not to bias the final results it has been decided to perform a blind analysis
for the main signals. This means that the development of a fit model to extract
the yields relies largely on simulation. Before extracting the signal yields, the fit
strategy has to be validated using pseudo-experiments, and the main systematic
uncertainties have to be studied. The following rules were followed:

• The signal yield in the fit is kept blind;

47
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• From the graphical point of view the data points are masked in the signal
regions of the B and K∗0 spectra.

Once the fit is unblinded and the number of signal candidates is determined,
the strategy is the following:

• Quote the central value and the 1σ uncertainty of the B0
d,s→ K∗0K0

S yield and
of the ratio of branching ratios;

• Calculate the significance as the absolute difference in Delta Log Likelihood,
including the systematic uncertainties, when the signal yield is floating or
fixed to zero;

• Compute the 90% (95%) confidence level upper limit for the ratio of branch-
ing ratios from the integral of the likelihood function in the positive region.

4.2 data samples

The analysis is performed using proton-proton collision data at a centre-of-mass
energy of

√
s = 7 TeV recorded during 2011 operations with the LHCb detector.

These correspond to an integrated luminosity of
∫

L = 1025± 36 pb. The recorded
integrated and instantaneous luminosity for the 2011 period can be seen in Fig. 28.

Figure 28.: Left: LHCb integrated luminosities for 2011. Right: LHCb average instanta-
neous luminosity during 2011 [41].

Many studies like the determination of the detector acceptances rely on simu-
lated events. Proton-proton collisions are simulated using the Monte Carlo (MC)
event generator Phythia [54] in a specific LHCb configuration [53]. Each event con-
tains at least one B candidate. Only events with the candidates emitted into the



4.2 data samples 49

angular range from 0 to 400 mrad around the beam pipe (roughly corresponding to
the detector acceptance) are further processed. To allow for comparisons between
data and simulation, the trigger criteria and the stripping requirements are also
applied to the simulation. The signal and background samples were generated for
both magnet polarities and the number of events is reported in Tab. 5.

Table 5.: Number of generated signal and background Monte Carlo events for each decay
mode for each magnet polarity.

Mode Number of events
MagUp MagDown

B0→ K∗0K0
S 1006996 1021494

B0
s→ K∗0K0

S 1029994 1007496

B0→ K0
S K±π∓ (phSpace) 1012496 1025995

B0
s→ K0

S K±π∓ (phSpace) 1012492 1025996

B+→ D0(K0
S π+π−)K+

1506491 1515990

B+→ D0(K0
S K+K−)π+

507996 554499

B+→ D∗0(D0(K0
S π+π−)π0)K+

54999 54499

B0
s→ K∗(Kπ)K∗(K0

S π0) 100000 100000

B0→ K0
S π+π− (phSpace) 1026497 1012493

B0
s→ K0

S π+π− (phSpace) 936997 921096

B0→ K0
S π+π− (sqDalitz)1

921096 936997

B0
s→ K0

S π+π− (sqDalitz) 931392 918198

B0→ η′(ρ0γ)K0
S 1012995 1010997

B0→ η′(ηπ+π−)K0
S 1007497 1009994

B0→ K0
S π+π−γ 769496 762497

B+→ D0(K0
S π+π−)π+

1013993 1013991

B+→ D∗0(D0(K0
S π+π−)π0)π+

102499 101500

B0→ K∗0(K0
S π0)ρ0(π+π−) 773495 766495

B+→ K∗+(K0
S π+)π+π− 1040492 1014496

1 The Square Dalitz model has the effect of spreading the edges of the Dalitz plot towards the centre
(see App. A).
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4.3 background studies

In order to define an efficient selection strategy it is very important to under-
stand which background pollutions might affect the signal purity. Many dif-
ferent types of potential background can be found for the B0

d,s → K∗0K0
S and

B0→ K0
S π+π− decays. They can be classified in four main categories:

• PEAKING background: fully reconstructed decays which have the same final
state as the signal or the normalization;

• PARTIALLY RECONSTRUCTED background: decays where a pion or a kaon
in the final state is not reconstructed;

• MISIDENTIFIED background: decays where a pion or a kaon is misidentified
respectively as a kaon or a pion;

• COMBINATORIAL background: random combination of tracks not necessar-
ily coming from the same particle decay which can form a vertex.

In the following a more detailed classification of the backgrounds is given.

4.3.1 Peaking backgrounds

• Non resonant B0
d,s→ K0

S K±π∓: the signal decays are reconstructed in the K0
S Kπ

final state. This means that any B decay to the correct final state can be
potentially a signal B candidate. However only those which also contain a
true K∗(892)0 decay will peak in the Kπ spectrum at the nominal mass of the
K∗(892)0. We define as "non resonant" those intermediate states which decay
into the correct final state, but do not proceed via a real K∗(892)0.

The previous background is present only in the K0
S Kπ spectrum, while the fol-

lowing backgrounds instead affect both the signal and the normalization.

• Charmonia transitions: the decay of B0 → J/ψ (µ+µ−)K0
s and those proceed-

ing via higher mass charmonium states such as B0 → ψ(2S)(µ+µ−)K0
s have

very similar topology to the signal. Due to the similar µ and π masses, the
reconstruction of these decays does not shift the B invariant mass peak sig-
nificantly, so they can appear in the mass window. The most important con-
tribution comes from decays to muonic final state but there are also possible
contributions from the hadronic decays.
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• Baryonic decays: the difference in mass between B0
s and Λb is approximately

250 MeV/c2. The Λb can decay to a pK0
s h final state and, if the proton is

misidentified as a pion or a kaon, reflections can appear in the signal mass
window. The decay can proceed through charmed transitions (Λc → pK0

s )
or charmless ones (not yet observed). The mass distribution of Ksππ candi-
dates (with the K0

s reconstructed as Down-Down) when one of the pions is
reconstructed under the proton hypothesis, is shown in Fig. 29 on the left.
The data mass distribution of the pKs combinations belonging to the Λb is
shown on the right of the same figure, where a clear peak at the Λc mass is
visible. In both plots an additional requirement on the proton identification
was used.
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Figure 29.: Left: data mass of K0
s π−p combinations with Down-Down K0

s candidates.
Right: pK0

s combinations with Down-Down K0
s candidates for K0

s π+p combi-
nations consistent with Λb mass.

• Several B decays to D intermediate states can peak in the K0
S Kπ and K0

S ππ

spectra. A list of them is given in Tab. 6, where also a summary of the
previously discussed backgrounds is given.

4.3.2 Partially reconstructed decays

These decays contain photons or hadrons which are not used to reconstruct the
B decay vertex. The missing track causes the measured B invariant mass to be
shifted to lower values, potentially giving a contribution in the left part of the
signal region. In this section a discussion of the relevant partially reconstructed
backgrounds is done according to the spectrum which is affected.
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Table 6.: Charmonium and charm background contributions.

Description Decay
Charmonia with muons in the final state B0 → (J/ψ , χc, ψ(2S)→ (µµ))Ks

Charmonia with hadrons in the final state B0 → (J/ψ , χc, ψ(2S)→ (ππ))Ks

Baryonic decays Λb → (Λc → pK0
S )π

B0 → (D0 → K−π)h
B0 → (D0 → π+π−)h
B0 → (D0 → K+K−)h

Two body charm decays B0 → (D+ → K0
S K+)h

B0 → (D+ → K0
S π+)h

B0 → (D+
s → K0

S K+)h
B0 → (D+

s → K0
S π+)h

• Background of the B0
d,s→ K∗0K0

S signal decays:
we can classify the backgrounds into two categories.

– Charmless decays: the B0
s → K∗(892)0K∗(892)0 decay of B0

s into two vector
mesons where one K∗0 decays into a K+π− final state and the other K∗0

decays to the K0
s π0 final state with the π0 not being reconstructed. In

this background a real K∗0 may be present and hence it can peak in
the Kπ spectrum. The LHCb experiment observed this channel in the
charged final state [62].

– Charmed decays: the B+ → D0(K0
s K+K−)π+, B+ → D0(K0

s π−π+)K+,
B+ → D∗(D0(K0

s π−π+)π0)K+ decays where a D meson decays to three
tracks, one of which is not reconstructed.

A summary of these backgrounds is shown in Tab. 7, where also their branch-
ing fractions are given.

• Background of the B0→ K0
S π+π− normalisation decay:

we can classify the backgrounds for this mode into four categories, of which
the first two are the same as for the B0

d,s→ K∗0K0
S decays.

– Charmless decays: B0 → K∗0(K0
S π0)ρ0(π+π−), B+ → K∗+(K0

S π+)π+π−,
B0→ η′(ηπ+π−)K0

S where a pion is not reconstructed;

– Charmed decays: B+→ D0(K0
S π+π−)π+, B+→ D∗0(D0(K0

S π+π−)π0)π+

where a charged or neutral pion is not reconstructed;
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– Resonant radiative charmless decays: B0 → η′(ρ0γ)K0
S where a γ is not

reconstructed;

– Non resonant radiative charmless decays: B0→ K0
S π+π−γ where a γ is not

reconstructed;

These backgrounds are listed in Tab. 8, together with their branching frac-
tions.

Table 7.: Partially reconstructed background for the B0
d,s→ K∗0K0

S decays.

Description Decay BF [17]
Charmless B0

s → K∗(892)0K∗(892)0 6.2 · 10−6

B+ → D0(KsK+K−)π+ 2.1 · 10−7

Charmed B+ → D0(Ksπ
+π−)K+ 1.1 · 10−6

B+ → D∗(D0(Ksπ
+π−)π0)K+ 7.8 · 10−9

Table 8.: Partially reconstructed background for the B0→ K0
S π+π− decay.

Description Decay BF [17]
B0→ K∗0(K0

S π0)ρ0(π+π−) 1.1 · 10−6

Charmless B+→ K∗+(K0
S π+)π+π− 1.4 · 10−5

B0→ η′(ηπ+π−)K0
S 2.5 · 10−5

B+→ D0(K0
S π+π−)π+ 1.4 · 10−5

Charmed B+→ D∗0(D0(K0
S π+π−)π0)π+ 9.6 · 10−6

Resonant radiative B0→ η′(ρ0γ)K0
S 9.7 · 10−6

Non resonant radiative B0→ K0
S π+π−γ 9.6 · 10−6

4.3.3 Misidentified background

Decays with a Kshh′ final state where the hh′ can proceed also through reso-
nances can potentially affect the signal yields. The background can be classified
according to the signal or the normalization decay as follows:

• Background of the B0
d,s→ K∗0K0

S signal decays:

- The normalization mode, B0→ K0
S π+π− can be a background for the signal,
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if a pion is misidentified as a kaon;

- The same final state as the normalization decay may be reached through
resonances like f0(980) and ρ(770) which are rather broad and hence can be
present in the K∗0 mass window;

- The B0
d,s → K0

S K+K− can also be a background if a kaon is misidentified
as a pion.

• Background of the B0→ K0
S π+π− normalization decay:

- The inclusive B0→ K0
S K±π∓ decay can be a background if a kaon is misiden-

tified as a pion;

- The B0
d,s→ K0

S K+K− is disfavored since it would require a double misidenti-
fication of kaons in pions.

4.3.4 Combinatorial background

This background is due to the reconstruction of a vertex from random tracks.
The two kind of tracks used in this analysis to build the K0

s candidates (Long and
Downstream) are very different in this respect. In the Downstream track sample,
an higher percentage of fake combinations is observed.

4.4 selection

In order to reduce the different sources of background, the offline analysis strat-
egy consists of two steps. In the first step a preselection is used to mostly reduce
the physics background, by exploiting rectangular cuts, while for the second step
a multivariate analysis (MVA) has been designed to reject the combinatorial back-
ground, which is expected to be the dominant contribution under the signal peak.
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4.4.1 Variable definitions

Before discussing the cuts applied in the different stages of the selection in detail,
in this section the most important variables are defined, and some of them are
explained using diagrams.

• TRANSVERSE MOMENTUM (pT)
It is the momentum of a particle in the x-y plane as shown in Fig. 30.

Figure 30.: Diagram for the definition of the transverse momentum.

• REDUCED χ2 OF THE VERTEX (χ2/ndf)
The decay vertex of a particle is reconstructed via a fit procedure which
uses the daughter tracks. To this fit is associated a χ2 which expresses how
confident one can be that the particles indeed come from the same vertex. To
have a good reconstructed vertex a χ2/nd f ∼ O(1) is required.

• IMPACT PARAMETER (IP)
It is the minimum distance between the reconstructed track and the primary
vertex (Fig. 31). It is useful to distinguish between particles coming from
the primary vertex or short-lived resonances, and daughter particles coming
from long-lived particles like B mesons. On average, a B daughter particle
has a larger IP than a particle produced at the primary interaction. Usually
the χ2 of this parameter (IPχ2), defined as the increase in the vertex-fit χ2

when including this track, shows a better separation than the IP itself.

• FLIGHT DISTANCE (FD)
It is the distance between the decay vertex of a particle and the origin vertex
(Fig. 32), that is strongly connected with the lifetime of the particle. Usually
a better separation between signal and background is achieved with the χ2

of this parameter (FDχ2), that is the FD-significance squared.
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Figure 31.: Diagram for the definition of the impact parameter.

Figure 32.: Diagram for the definition of the flight distance.

• DIRA
It is the cosine of the angle between the flight direction and the reconstructed
momentum of a particle (Fig. 33). The flight direction is identified by the
vector connecting the production vertex and the decay vertex of the particle.

Figure 33.: Diagram for the definition of the DIRA.

• DISTANCE OF CLOSEST APPROACH (DOCA)
It is the distance in space between two tracks, which can be used in rejecting
particles which are not coming from a certain decay vertex.
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4.4.2 Multivariate analysis

Multivariate analysis is a powerful tool, used more and more in the recent mea-
surements in high energy physics. This technique allows one to combine multiple
variables into a single discriminant, instead of studying them independently. The
signal-background separation can be obtained by selecting regions with linear or
non-linear cuts, and in general this flexibility to chose the regions is more efficient
than simple rectangular cuts. The concept is exemplified in Fig. 34.

Figure 34.: Illustration of multivariate selections. The two data species are H0 and H1 (for
example signal and background), while the cut variables are xi and xj. Left:
classic selection using rectangular cuts. Middle: multivariate linear discrimi-
nant. Right: multivariate non-linear discriminant.

Among many different methods the Boosted Decision Tree (BDT) is of particu-
lar relevance for this analysis. Here only a short explanation about its functioning
is given, for a more detailed review, also on the other multivariate methods, see
Ref. [63].

A decision tree is a classifier able to identify different categories (for example
signal and background) by making repeated yes/no decisions of a single variable,
chosen from a list, as shown in Fig. 35. At each node, starting from the "root"
node, the cut on the variable which gives the best signal-background separation is
applied. At every split a certain number of cuts on each of the variable is tested
to choose the most discriminant, according to a certain criterion. The criterion
used for this analysis is the "Gini index", defined as p× (1− p), where the purity
p = S/(S + B), with S the number of signal events and B the number of back-
ground events. In this way the variable space is splitted in different regions, which
are classified in a certain category. The decision tree continues until a stopping
criterion is fulfilled.
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Decision trees are powerful but unstable classifiers, since their separation power
depends on the statistical fluctuations of the input samples. A method used to
make a BDT more robust and to enhance the performance is the so called "boost-
ing": this allows one to build a forest of different decision trees combined re-
cursively by reweighting misidentified events from a given tree and to classify
an event on a majority vote of the classifications done by each tree in the forest.
Among the different boosting procedures, the two most commonly used are the
GradientBoost [64] and the AdaBoost [65]. See Ref. [63] for more details. The
gradient boosting is found to give the better performance for this analysis.

Figure 35.: Schematic view of a decision tree. At each node the most discriminant variable
to separate different categories is cut on. A set of discriminant variables xi, xj, ...
is tested, and the best cut c1, c2, ... is determined at every split [63].

4.4.3 Trigger strategy

As described in Sec. 3.2.4, LHCb uses a two-level trigger scheme, one hardware
and two software trigger levels. The topology of a three body hadronic decay
has a distinctive signature. Therefore, the same trigger requirements can be used
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for the signal and the normalization. The trigger requirements at each level are
summarized in Tab. 9 and described in detail below.

Table 9.: Trigger selection requirements after reconstruction of decays.

Trigger Level Requirement
L0 L0Hadron TOS OR L0Global TIS

HLT1 Hlt1TrackAllL0 TOS

HLT2 (2,3,4)-BBDT TOS OR (2,3,4)-Simple TOS

The first stage corresponds to the L0 trigger, where the events that fired either
L0Hadron TOS or L0Global TIS decisions are collected [66]. As already mentioned
in Sec. 3.2.4, L0 is divided into three independent triggers (L0-Calorimeter, L0-
Muon and L0-PileUp), according to the subdetector giving the information. Of
particular interest in this analysis is the L0-Calorimeter trigger which compares
the transverse energy of the candidates deposited in a clusters to a fixed threshold.
If an event contains at least one candidate above threshold then it is retained.

At HLT1 level, the Hlt1TrackAllL0 TOS line is required [67]. The extrapolation
of all the track segments in the VELO to the tracking stations would be very time
expensive. For this reason some requirements are made on the impact parameter of
the VELO track, on the number of hits on the track and the number of missing hits,
defined as the difference between the number of hits on the track and the number
of expected hits, given the first measured point on the track and its direction. In
order to reduce the rate, the final tracks are further selected, applying cuts on the
their momentum and transverse momentum. The remaining tracks are fitted and
then selected using their track χ2/nd f and IPχ2. The cuts applied in this trigger
line are listed in Tab. 10.

The HLT2 makes use of the 2-, 3- or 4-body topological triggers named as
Hlt2Topo[2,3,4]BBDT and Hlt2Topo[2,3,4]Simple [68], which use either a mul-
tivariate selection algorithm (Bonsai Boosted Decision Tree) or a “Simple” decision
respectively. The candidates selected as TOS in those lines are accepted in the
analysis. The HLT2 trigger lines start applying a preselection on the momentum,
the transverse momentum, the χ2 and the IPχ2 of the tracks. The tracks passing
further requirements on the sum of their transverse momenta, their invariant mass,
their distance of closest approach (DOCA) and their flight distance χ2 with respect
to the PV, can be combined to form vertices. The cuts applied at this stage are
shown in Tab. 11.
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Table 10.: Hlt1 trigger selection requirements.

Variable definition Selection requirement
VELO tracks
Impact parameter 100µm
Number of hits > 10
Number of missing hits < 2
Final tracks
P > 10 GeV/c
pT > 1.7 GeV/c
χ2/nd f of track fit < 2.5
IP χ2 > 16

Table 11.: Hlt2 trigger selection requirements on the candidates.

Variable definition Selection requirement
Preselection
pT > 1700 MeV/c
P > 10 GeV/c
χ2/nd f of track fit < 2
IP χ2 > 16
2-3-4 body combinations

∑ pT > 3, 4, 4 GeV/c
Invariant mass < 7 GeV/c2

DOCA > 0.2mm
FDχ2 > 100
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An important feature for the analysis presented in this thesis is the possibility to
include the K0

S as input particle when forming the candidates. Two pions passing
requirements on the track χ2 and the IPχ2 are combined to form a vertex. The
candidate is accepted as a proto-K0

S if the vertex χ2 and the invariant mass pass
certain criteria. Finally the candidates are further selected by requirements on the
momentum, the transverse momentum, the IPχ2 and the FDχ2.

Table 12.: Hlt2 trigger selection requirements on the K0
S candidates.

Variable definition Selection requirement
Pions
track χ2 < 3
IPχ2 > 16
K0

S

vertex χ2 < 10
|mRec −mPDG| < 30 MeV/c2

pT > 500 MeV/c
P > 5 GeV/c
IPχ2 > 4
FDχ2 > 1000

In the last step the topological lines are constructed by applying a multivariate
selection, based on a boosted decision tree (BDT), to the previous filtered candi-
dates.

4.4.4 Preselection

The preselection consists of two phases, the first one is the stripping, which is
controlled centrally in LHCb, and the second one which consists of some addi-
tional offline requirements.

Stripping

The events used for this analysis are those passing the B2KShh stripping line.
This stripping line was implemented for the inclusive measurement of the branch-
ing fractions of the six Bd,s → K0

s hh′ decay modes [9]. The requirements contain
different steps:
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• Global event cut (GEC)
This is the fastest possible cut which assumes only minimal track reconstruc-
tion and retains events with fewer than 250 Long tracks.

• Daughter track requirements
The B decay vertex is formed by combining a K0

S candidate with two op-
positely charged tracks and applying a selection on the following variables,
associated with the candidate daughter tracks:

– The total momentum: necessary for the separation of the Cherenkov
opening angles in the RICH subdetectors;

– The transverse momentum;

– The particle identification requirement of the kaon with respect to the
pion;

– The Clone distance2: characterised by the Kullback-Leibler distance [69];

– The smallest impact parameter of the track computed with respect to all
the reconstructed primary vertexes;

– The reduced χ2 of the track reconstruction.

The cuts are listed in Tab. 13. A particular feature of the B2KShh stripping
line is that it applies only mild cuts on the daughter momenta, in order to
not bias the phase space. This would not allow the analysis of certain regions
and resonances close to the kinematic boundaries of the Dalitz plot.

Table 13.: Requirements on the charged pion and kaon tracks.

Variable definition Pion cut Kaon cut

Total P < 100 GeV < 100 GeV

pT > 250 MeV/c > 250 MeV/c

Kaon vs. pion PID (DLLKπ) - > −5

"Clone distance" > 5000 > 5000

Minimum IPχ2 w.r.t. PVs > 4 > 4

Track fit χ2/nd f < 4 < 4

2 During pattern recognition it is possible that tracks providing the same information are created.
These clones can be removed by comparing the hits shared by the two tracks and excluding the one
with the lower quality.
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• K0
S candidate requirements

The K0
S candidates are created combining two oppositely charged pions, which

can be reconstructed either as Long or Dowstream tracks. The two samples
show differences in the distributions of the mass variables, in the mass res-
olutions and in the reconstruction efficiencies. Thus different selections are
required. The requirements on the K0

S candidates are selection criteria on:

– The K0
S daughter track momentum;

– The reduced χ2 of the K0
S daughter track reconstruction;

– The smallest impact parameter of K0
S daughter track computed with

respect to all the reconstructed primary vertices;

– The difference between the reconstructed and the nominal K0
S mass;

– The χ2 of the K0
S vertex coming from the fitting procedure;

– The χ2 of the distance between the K0
S vertex and the associated primary

vertex;

– The K0
S momentum;

The cut values are reported in Tab. 14.

Table 14.: Requirements for the Long-Long and Down-Down K0
S candidates.

Variable definition
Long-Long
requirement

Down-Down
requirement

K0
S daughter tracks P > 2 GeV/c > 2 GeV/c

K0
S daughter tracks χ2/nd f < 4 -

K0
S daughter minimum IPχ2 w.r.t. PVs > 9 > 4

Mass difference w.r.t. nominal K0
S mass < 20 MeV/c2 < 30 MeV/c2

χ2 of K0
S vertex fit < 12 < 12

χ2 separation of K0
S vertex and associated PV > 80 > 50

K0
S P - > 6 GeV/c

• B candidate requirements
The B candidates are formed first by four-momentum addition. Some loose
"Combination" cuts, applied to reduce the number of the candidates, will be
considered for the vertex fit. The quantities related to these candidates are:

– Transverse momentum of the B candidate;
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– Sum of the transverse momentum of the B daughters;

– Transverse momentum of at least two B daughters;

– Mass window of the B candidate;

– Impact parameter with respect to the primary vertex of the B daughter
with the highest transverse momentum;

– Maximum χ2 of the distance of closest approach of any of two daugh-
ters;

As last step a vertex fit is performed and further quality "Mother" cuts are
made on:

– Transverse momentum of the B candidate;

– The χ2 of the B vertex coming from the fitting procedure;

– Cosine of B pointing angle;

– Minimum impact parameter χ2 of the B with respect to the primary
vertex;

– Minimum distance between the B and associated primary vertex;

– Significance of the separation between the B and associated primary
vertex;

The "Combination" and "Mother" requirements are listed in Tab. 15.

Some additional requirements are applied to reject the combinatorial background:

• Due to the high track densities, the pattern recognition step during the re-
construction can form tracks using random combinations of hits, called ghost
tracks. By the reconstruction software to each track is assigned a certain
probability of it being a ghost, and a requirement on this quantity is applied
to reduce the rate of these tracks.

• A cut on the isolation of the B vertex: this is calculated as the difference
between the nominal vertex χ2 and the one calculated with the addition of
the closest track in the event. This cut helps also in removing partially recon-
structed backgrounds;

• A cut on the B/K0
S vertex separation in the z direction;

The values of the applied cuts are shown in Tab. 16.
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Table 15.: Requirements on the B candidates from four-momentum combination.

Variable Definition Selection requirement
Combination cuts
pT of the B candidate > 1000 MeV/c
Sum of the daughters’ pT > 3000 MeV/c
pT of at least two B daughters > 800 MeV/c
Mass of the B candidate 4779 MeV/c2 < mK0

Sh+h− < 5866 MeV/c2

IP w.r.t. PV of highest pT B daughter > 0.05 mm
Maximum DOCA χ2 of any 2 daughters < 5
Mother cuts
pT of the B candidate > 1500 MeV/c
χ2 of B vertex fit < 12
Cosine of B pointing angle > 0.9999
Minimum B IP χ2 w.r.t. PVs < 8
Minimum vertex distance w.r.t. PVs > 1 mm
χ2 Separation of B vertex and associated PV > 50
Separation between K0

S and B
vertices in the positive z direction

> 10 mm

Table 16.: Preselection cuts applied to the stripped events.

Variable Definition Selection requirement
Ghost probability < 0.5
Isolation of the B vertex > 4
B/K0

S vertex separation > 30

Particle identification

To remove possible contributions from misidentified backgrounds of B mesons
with a final state like Ksππ, KsKK, Ksπp etc, particle identification requirements
are applied to the B daughter charged tracks. The DLLKπ and DLLpπ delta log-
likelihood variables produced by the RICH and calorimeters sub-detectors are
used. The set of PID selection requirements are listed in Tab. 17.

In addition to remove possible pollution from charmonium particle decays into
a muon pair misidentified as pions or kaons, a muon identification requirement
(isMuon == 0) is made on both the K0

S and the B charged daughter tracks.
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Table 17.: PID cuts applied to the particles reconstructed as pions or kaons.

Track π K

Kaon PID requirement DLLKπ < 0 DLLKπ > 5
Proton PID requirement DLLpπ < 10 (DLLpπ − DLLKπ) < 10

Charm vetoes

The fully reconstructed and peaking background can be reconstructed giving
the proper mass hypothesis to the final state particles. Therefore it is possible
to veto these particles by making a requirement on the difference between the
reconstructed mass and the PDG nominal value. The specific modes considered
and the requirements made are listed in Tab. 18. These cuts were sufficient to
reduce these backgrounds to a negligible level. Hence they will not be modeled in
the final fit.

Table 18.: Charm vetoes.

Charmed particle and decay mode Selection requirement
J/ψ → π−π+ |mRec −mPDG| > 30 MeV/c2

J/ψ → K−K+ "
χc → π−π+ "
χc → K−K+ "
D0 → K−π+ "
D0 → π+π− "
D0 → K+K− "
D+ → K0

S K+ "
D+ → K0

S π+ "
D+

s → K0
S K+ "

D+
s → K0

S π+ "
Λc → pK0

S "

4.4.5 Fitting ranges

Since in this analysis it is essential to distinguish between the inclusive final
state and the resonant one, a two-dimensional fit to the K0

S Kπ and Kπ spectra is
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performed. For this reason a cut in the mass window of the two observables is
applied. The chosen values are shown in Tab. 19.

Table 19.: Fitting ranges of the mB and mKπ variables.

Observable Range ( MeV/c2)
mB 5000− 5800
mKπ 600− 1200

The mB range was chosen in order to fully contain both the B0 and B0
s mass peaks.

It is also wide enough to contain the partially reconstructed backgrounds in the
lower mass range and enough events in the upper side to model the combinatorial
background. The mKπ range instead should contain the K∗(892)0 resonance (m =

895.81 MeV/c2, Γ = 47.4 MeV/c2 [17]) but it has to exclude as much as possible
the contamination from other high energy resonances such as the K∗(1430)0 (m =

1425 MeV/c2, Γ = 270 MeV/c2 [17]).

4.4.6 Boosted decision tree

On top of the preselection a multivariate discriminator based on a Boosted Deci-
sion Tree (BDT) [63] is used against the combinatorial background. The following
steps are performed to use this method and they are explained in detail in the next
sections:

• Decision on which data samples are used for the signal and the background;

• Decision on which variables are used to build the classifier;

• Decision on which cut to apply on the classifier to maximize a certain figure
of merit.

Training of the BDT

The inclusive B0
d,s→ K0

S h±h
′∓ analysis developed and optimized a very efficient

BDT which is also used for this analysis. In order to train a BDT without in-
troducing potential bias it is necessary to use a data sample independent of the
B0

d,s→ K∗0K0
S sample. A good candidate is the normalization decay sample which

contains the largest number of preselected signal and combinatorial background
events. The use of the BDT, trained on the B0

d,s→ K0
S π+π− normalization mode,
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for the B0
d,s→ K∗0K0

S signal decays is justified by the very similar topology of these
channels.

To train the classifier, samples of simulated B0
d,s→ K0

S π+π− events reconstructed,
stripped and preselected as the data were used as signal. This decision assumes
that the distribution of the input variables in the K0

S ππ data sample are correctly
modeled by the simulation sample. If this is not the case, it is necessary to account
for the possible differences in the systematic error. This was checked a posteriori
and the comparison of the variables for the data and the simulated samples are
shown in App. B.

The background sample is constructed from stripped K0
S ππ events from the

right-hand sideband (mB > 5420 MeV/c2) of data distribution. In addition the
baryonic background of the Λb is removed by applying a veto on the pK0

s π and
pK0

s combinations. The Dowstream and Long tracks behave in a different way
regarding the combinatorial background, and an higher contribution is expected
from the first category. For this reason two different BDTs were built, one for each
category.

A strategy which makes use of independent samples for the training and the
test phases was developed in order to not introduce a bias in the procedure. The
full statistics is randomly split into two sets. The first sample is used to train a first
BDT (BDT1) which is tested on the second sample. The second sample, instead, is
used to train a second BDT (BDT2) which is tested on the first sample as shown in
Fig. 36.

Figure 36.: Scheme explaining the procedure adopted to train and test the BDTs.
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About the same number of events was used to train and to test each BDTs. This
is reported in Tab. 20.

Table 20.: Number of events used to train the BDT.

K0
S Down-Down K0

S Long-Long
Signal 8525 1960

Background 6050 2000

The variables used to build the BDT are given in Tab. 21. These are in general
estimators of the pointing of the B and its daughters with respect to the primary
vertex, of the goodness of the B and the K0

S vertex reconstruction, and variables
related to the lifetime of the B and the K0

S . The variable distributions for the signal
and the background are shown in Figs. 37 and 38 for the two K0

S categories.

Table 21.: List of variables used to build the BDT discriminant for the two K0
S categories.

The variables labeled as Down-Down or Long-Long are used only for that spe-
cific category.

Variable Description Down-Down Long-Long
B_PT B transverse momentum X X

B_ETA B pseudorapidity X X

B_IPCHI2_OWNPV B IP significance w.r.t PV X X

B_VDCHI2_OWNPV B flight distance significance w.r.t PV X X

B_DIRA_OWNPV B pointing angle X X

B_ENDVERTEX_CHI2 B vertex fit χ2 X X

Σi hi_IPCHI2_OWNPV sum of the hadron IP significance w.r.t PV X X

KSDD_ENDVERTEX_CHI2 K0
S vertex fit χ2 X -

KSLL_VDCHI2_OWNPV K0
S flight distance significance w.r.t PV - X

KSLL_IPCHI2_OWNPV K0
S IP significance w.r.t PV - X

The package in which the BDT is implemented defines a ranking of the variables
according to their discriminative power. The list of the variables in order of their
importance is reported in Tab. 22.

The BDT outputs for the two K0
S categories are shown in Fig. 39, where a good

agreement between the samples can be observed. In order not to bias the analysis a
final BDT output is obtained through the combination of the two, using a random
number to chose with equal probability one of the two.
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Figure 37.: Distribution of the variables used to build the BDT for the Long-Long K0
S . Blue:

signal, Red: background.
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Figure 38.: Distribution of the variables used to build the BDT for the Down-Down K0
S .

Blue: signal, Red: background.
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BDT_1 output
­1 ­0.5 0 0.5 1

0

0.05

0.1

0.15

0.2

0.25

Signal (training sample)

Background (training sample)

Signal (test sample)

Background (test sample)

Kolmogorov­Smirnov Test: Signal (Background) Probability = 0.00821397 (0.857265)

BDT_2 output
­1 ­0.5 0 0.5 1

0

0.05

0.1

0.15

0.2

0.25

0.3

Signal (training sample)

Background (training sample)

Signal (test sample)

Background (test sample)

Kolmogorov­Smirnov Test: Signal (Background) Probability = 0.904169 (0.253442)

Figure 39.: Output from the training and test sample for the BDT_1 (left) and BDT_2 (right)
discriminants for Down-Down (top) and Long-Long (bottom) MC signal events
and background from the right-handed side-bands of the 2011 data [9].
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Table 22.: BDT variable importance ranking (0, 1). Variables are presented in the hierarchi-
cal order as obtained for Down-Down and Long-Long K0

S .

Variable Importance DD Importance LL
BDT1 BDT2 BDT1 BDT2

B_VDCHI2_OWNPV 0.173 0.174 0.239 0.240

Σi hi_IPCHI2_OWNPV 0.168 0.164 0.230 0.230

B_DIRA_OWNPV 0.166 0.164 0.224 0.219

B_ETA 0.154 0.151 0.171 0.181

B_PT 0.147 0.146 0.171 0.166

B_ENDVERTEX_CHI2 0.086 0.082 0.095 0.100

B_IPCHI2_OWNPV 0.069 0.064 0.026 0.034

KSDD_ENDVERTEX_CHI2 0.020 0.016 - -
KSLL_IPCHI2_OWNPV - - 0.192 0.188

KSLL_VDCHI2_OWNPV - - 0.068 0.079

Sensitivity studies

To optimize the cut value on the BDTs for the best sensitivity to the signal, the
Punzi figure of merit [70] FPunzi was chosen. This figure of merit is particularly
useful when the branching ratio for the signal is unknown or has a significant
theoretical error. It is given by the formula

FPunzi =
εSig

a
2 +

√
NBkg

(41)

where εSig is the efficiency of the cut on the signal events and NBkg is the number of
expected combinatorial background events. Finally, a corresponds to the statistical
significance (in units of gaussian standard deviation σ) which is aimed to be placed
on the observation. The value for this quantity has been chosen to be equal to 3.
The signal efficiency was estimated using simulated signal samples and counting
the number of events for each BDT cut. The value of NBkg can be estimated from an
exponential fit in the upper side-band of the K0

S Kπ data sample and extrapolating
this number into the signal mass window. In order to have a more realistic estimate
of the number of background events in the B0

d,s → K∗0K0
S decays an additional

requirement on the Kπ mass combination should be imposed before applying the
BDT cut. This request is tighter with respect to the fit mass range in Tab. 19, in
order to take only those events near to the K∗(892)0 mass region. The variable
chosen for the Kπ mass combination is the one coming from a refitting of the
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K0
S Kπ final state and constraining the B0

s mass to its nominal value. The B0
s and

K∗0 signal mass window are shown in Tab. 23 together with the right-sideband
interval. The same mass windows were used for the two K0

S categories. As an
example the B upper side-band for the Long-Long before and after applying this
Kπ mass requirement are shown in Fig. 40.

Table 23.: Definition of the signal and background mass intervals used to optimize the final
offline selection cuts.

K0
S Kπ signal window ( MeV/c2) Kπ signal window ( MeV/c2) right-sideband ( MeV/c2)

[5319-5425] [800-1000] [5550-5800]
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Figure 40.: B invariant mass of K0
S Kπ collision data for the Long-Long K0

S sample. Upper
sideband modeled with an exponential PDF (red). Left: No Kπ mass require-
ment applied. Right: Kπ mass requirement applied.

However, the number of events after the Kπ mass window cut is small, yielding
an estimate with a large uncertainty on the number of background events NBkg.
The number of events in the right side-band before and after the Kπ mass require-
ment and before any BDT cut was determined and their ratio calculated. Then
the data sample before the Kπ mass requirement was fitted to determine the num-
ber of combinatorial background events for different BDT cut values and to give
estimates of the background yields in the signal region. Each yield was then nor-
malised to the previously measured ratio, to give an estimate of NBkg after the Kπ

mass cut was applied. The values of FPunzi were finally calculated for different
BDT cut values as shown in Fig. 41, which also shows the corresponding signal
efficiencies. The BDT cut value was chosen approximately in correspondence with
the FPunzi maximum.
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Figure 41.: Punzi figure of merit (top) and signal efficiency (bottom) for different BDT
requirements. Left: Down-Down K0

S sample. Right: Long-Long K0
S sample.

The optimal BDT cuts and the corresponding efficiencies for the signal and the
background are summarized in Tab. 24.

Table 24.: BDT optimal cut and efficiencies for signal and background.

K0
S mode Optimisation BDT Cut ε Signal ε Background

Down-Down B0→ K∗0K0
S 0.03 0.83 ± 0.01 0.12 ± 0.01

B0
s→ K∗0K0

S 0.03 0.86 ± 0.01 0.12 ± 0.01

Long-Long B0→ K∗0K0
S 0.04 0.92 ± 0.01 0.05 ± 0.01

B0
s→ K∗0K0

S 0.04 0.90 ± 0.01 0.05 ± 0.01

It has to be stressed that the Punzi FoM is optimized only for the B0
s case, since

it is the main mode of interest and the same cut is applied in the B0 case.





5 F I T M O D E L

The physics observables, that is the signal yields, are extracted using a maxi-
mum likelihood fit. In this chapter first the general concepts of the method are
explained, followed by a detailed description of the model used for the signal
and the normalization channels. The validation procedure by means of toy Monte
Carlo studies is reported and finally the results of the fit are shown.

5.1 maximum likelihood fit method

The maximum likelihood method is a technique to estimate the value of a set
of parameters

−→
θ from a datasample −→x with N number of events. The data are

assumed to be described by a Probability Density Function (PDF), a theoretical
function f (−→x |−→θ ) which depends on the set of the unknown parameters. The
integral of f over the entire range of −→x is normalised to unity∫

D
f (−→x ;

−→
θ )dx = 1 (42)

where D is the domain of −→x . The meaning of f (−→x )d−→x is the probability of a
measurement in the [−→x + d−→x ] interval, for each value of the parameters. The
likelihood function is defined as the product of the PDFs for the N events

L(−→θ ) =
N

∏
i

f (−→xi ;
−→
θ ). (43)

The method consists in finding the set of parameters
−→
θ which maximizes the

likelihood. A more detailed review of the method can be found in [71]. In practice
it is often more convenient to work with the negative logarithm of the likelihood
function, called the log-likelihood

L(
−→
θ ) = − lnL(−→θ ;−→x ) = −

n

∑
i=1

ln f (−→xi |
−→
θ ). (44)

which has to be minimized. From the technical point of view in this analysis this
step is done via the MINUIT program [72].

77
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The maximum likelihood estimate is asymptotically unbiased, i.e. for samples
with the number of events n→ ∞ the expectation value of the parameters is equal
to their true value. The estimated parameters then are distributed like a Gaussian
function and their error is equal to

σ(θj) =

(
−d2L

dθ2
j

)−1/2

(45)

5.1.1 Extended fits

The method of extended fits differs from the standard maximum likelihood tech-
nique through a relaxation of the normalisation condition. The function f (−→x ;

−→
θ ),

normalised according to Eq. 42, is replaced by a function F(−→x ;
−→
θ ), normalised in

the following way∫
D

F(−→x ;
−→
θ )d−→x = N (

−→
θ ) (46)

The interpretation of F(−→x ;
−→
θ ) is that it describes not only the shape of the ex-

pected distribution, but also its integral. Events occur randomly in the range of
−→x , governed by Poisson statistics, and F(−→x ;

−→
θ )d−→x gives the number of events

expected in the [−→x + d−→x ] interval. The parameter N is thus the total number of
events expected over the whole range of observation. The observed number N will
in general be different from this due to the fluctuations of Poisson statistics. With
the inclusion of the Poisson term the total probability of a sample (Eq. 43) is thus
modified into

L(−→θ ) =
N

∏
i

f (−→xi ;
−→
θ )e−N

N N

N!
=

N

∏
i

F(−→xi ;
−→
θ )

e−N

N!
. (47)

5.1.2 Constraints on parameters

Sometimes a parameter θj has a previous measurement so it is possible to con-
strain its value to be µ± σ, where µ is the mean value and σ its error. Assuming a
Gaussian distribution for the probability to measure a certain value of θj

p(θj) =
1√
2πσ

e−
(θj−µ)2

2σ2 (48)

the likelihood can be written as

L(−→θ ) =
N

∏
i

f (−→xi ;
−→
θ )p(θj). (49)
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These so-called Gaussian constraints will be applied to some of the parameters in
the fit.

5.1.3 Implementation

To extract the signal yields for the main B0
d,s→ K∗0K0

S channels and the normal-
ization mode B0→ K0

S π+π− two independent fits were implemented:

• B0
d,s→ K∗0K0

S : two dimensional extended unbinned maximum likelihood fit
performed in the K0

S Kπ and the Kπ mass spectra;

• B0→ K0
S π+π−: one dimensional extended unbinned maximum likelihood fit

performed in the K0
S ππ mass spectrum.

Both fits are unbinned in order to exploit the full information available from the
events. In addition they are conducted simultaneously in the two K0

s categories,
this means that certain parameters are shared between the two models. The invari-
ant masses used in the fits are described in the following:

• The B invariant mass is built using candidates constrained to come from the
PV and with the K0

S mass forced to have the nominal value.

• The K∗0 invariant mass is the Kπ invariant mass, with the B candidate mass
constrained to the B0

s mass, in order to improve the resolution of the K∗0

mass.

Some parts of the implementation of the fitting algorithm were developed for
the B0

d,s→ K0
S h±h

′∓ analysis and modified and extended for this analysis.

5.2 B0
d ,s → K∗0 K0

s model

5.2.1 Signal model

In order to use a 2D fit to extract the signal yields it is necessary to ensure that
there are no correlations between the two terms or to take the correlation explicitly
into account. The correlation plots for the observables after the entire selection are
displayed in Fig. 42, while the correlation coefficients are shown in Tab. 25. There
is no significant correlation and therefore the correlation terms are neglected in the
fit.
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Figure 42.: Correlation plots between the fit variables in simulated B0
d,s→ K∗K decays after

the selection. Top: B0→ K∗0K0
S . Bottom: B0

s → K∗0K0
S . Left: Down-Down K0

S

sample. Right: Long-Long K0
S sample.

Table 25.: Correlation coefficients between the mK0
SKπ and mKπ fit variables for simulated

signal events.

Mode Correlation coefficient
B0→ K∗K (Down-Down K0

S ) 0.010

B0→ K∗K (Long-Long K0
S ) 0.036

B0
s→ K∗K (Down-Down K0

S ) -0.002

B0
s→ K∗K (Long-Long K0

S ) -0.056
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As general strategy most of the signal model parameters are extracted after the
whole selection, and fixed to the values obtained from the simulation except for
the width of the B0

s and K∗0. For these parameters gaussian constraints are applied
with a mean value equal to the value obtained from the fit to simulated samples.
The signal in the mK0

SKπ variable is modeled by the sum of two Crystal Ball (CB)
functions [73] sharing the mean and the width but with different tail parameters.
The CB function of a variable x, is defined as

C B(x) = N ·
{

exp(−x2 /2σ2 ) if x/σ > −α

( n
|α | )

n exp(−α2 /2)( n−α2

|α | −
x
σ ) if x/σ ≤ −α ,

(50)

with x = m − µ, where m is the reconstructed mass and µ is the mean value of the
gaussian part of the function. The parameter σ is the resolution of the gaussian
and N the normalization of the function. The sign of the α parameter governs
the right-handed or left-handed location of the tail and the parameter n drives the
power law associated to the decrease of the tail. The signal in the mKπ variable is
modeled with a spin-1 Relativistic Breit-Wigner amplitude [74]

MKπ
1 (m) ∝

m1

m2
1 − m2 − im1 Γ1 (m)

, (51)

with

Γ1 (m) = Γ1

(m1

m

) ( q
q1

)2L+1

B2
L (q , q1 ) (52)

where Γ1 is the K∗0 width (48.7 MeV/c2) and m1 its nominal mass (896 MeV/c2).
The value of L is the spin of the resonance (L = 1 in this case) and q is the
momentum of the kaon in the K∗0 rest frame, given by:

q(m , MK , Mπ ) =

√
(m2 − (MK + Mπ )2 )(m2 − (MK − Mπ )2 )

2m
(53)

where MK and Mπ are the kaon and pion masses respectively. The functions
BL (q , q1 ) are the Blatt-Weisskopf barrier factors. For L = 1 we have:

B1 (q , q1 ) =

√
1 + z0

1 + z
, (54)

with z = (rq)2, z0 = (rq1 )
2 and r = 3.4 GeV−1 (in natural units) being the

interaction radius.
In order to decrease the number of parameters in the fit and reach a more stable

configuration, additional requirements are imposed:
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• The difference between the B0 and B0
s mean is constrained to the PDG value;

• The parameters modeling the radiative tails (α and n) are the same for the
B0, B0

s , Long-Long and Down-Down categories;

• The fraction of the second CB function ( f2) is the same for the B0, B0
s Long-

Long and Down-Down categories;

• The mean and the width of the two CB functions are identical;

• The width is the same for the B0 and the B0
s ;

• The ratio of the B widths for the Long-Long and Down-Down categories
(σLL/σDD) is the same for the B0 and the B0

s ;

• The ratio of the CB function tail parameters for the Long-Long and Down-
Down categories (αLL/αDD and nLL/nDD) is the same for the B0 and the
B0

s ;

• The mean and the width of the K∗0 coming from the B0 and the B0
s are

assumed to be the same.

• The ratio of the K∗ widths for the Long-Long and Down-Down categories
(ΓLL/ΓDD) is the same for the K∗ coming from the B0 and the B0

s ;

A 2D fit of all the simulated samples is performed simultaneously to extract the
various parameters after the whole selection. The parameters are summarised in
Tab. 26 and the mass plots are shown in Figs. 43 and 44

1.

5.2.2 Non resonant B0
d,s→ K0

S K±π∓ background model

The final state K0
S Kπ considered for this analysis can be the same for different

decays. Nevertheless some of them differ from the signal by having a not-peaking
resonant structure in the Kπ spectrum. The contribution given by these non res-
onant decays has to be taken into account in the fit model. Therefore its shape
is taken from simulated samples, generated uniformly in phase space. The K0

S Kπ

spectrum is modeled as for the signal using a double CB function. For this PDF

1 Note that the error bars for entries at low statistics are not symmetric. In fact at low statistics
symmetric Gaussian errors of magnitude

√
N are only an approximation of the actual statistical

uncertainty on a bin with N entries. In these plots the 68% confidence interval for Poisson statistics
are shown (see Ref. [75]).
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Figure 43.: B0 → K∗K signal fit model fitted to simulated events. The 2D fit model is
projected into the individual mK0

SKπ and mKπ observables with the pull distri-

butions shown underneath. Top: mK0
SKπ . Bottom: mK0

Sπ . Left: Long-Long K0
S

sample. Right: Down-Down K0
S sample.
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Figure 44.: B0
s → K∗K signal fit model fitted to simulated events. The 2D fit model is

projected into the individual mK0
SKπ and mKπ observables with the pull distri-

butions shown underneath. Top: mK0
SKπ . Bottom: mK0

Sπ . Left: Long-Long K0
S

sample. Right: Down-Down K0
S sample.
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Table 26.: Fitted parameter values for the fit to B0
d,s→ K∗0K0

S simulated samples.

Parameter Value

m(Bs) 5367.17± 0.23

σ 14.35± 0.27

σ(LL)/σ(DD) 1.012± 0.024

α1 1.67± 0.24

α2/α1 −1.28± 0.34

n1 2.000± 0.097

n2/n1 1.91± 0.69

f2 0.56± 0.22

m(K∗) 895.14± 0.48

Γ 49± 1

Γ(LL)/Γ(DD) 0.992± 0.040

the mean and the width parameters are shared with the signal, while the tail pa-
rameters are different. For the Kπ spectrum a linear function is used. The latter is
parametrised in order to assume only positive values

L(x) =

{
m(x− t) if x > t
0 if x < t.

(55)

Since the slope m determines the normalization it has been fixed to positive values,
while t is a threshold value where the function assumes positive values. A 2D fit
of all the simulated samples is performed simultaneously to extract the various
parameters, after the whole selection. The parameters are summarised in Tab. 27

and the mass plots are shown in Figs. 45 and 46.
It is very important to notice that interference between signal and non resonant

components may arise modifying both the signal and background PDF shapes.
This can modify the shape of the Kπ spectrum and consequently the number of
signal yields. This effect will be accounted in the systematic uncertainties evalua-
tion in Sec. 7.2.3.

5.2.3 Misidentified-signal model

The misidentification of a pion as kaon or vice versa, coming for example from
decays like B0

d,s→ K0
S π+π− and B0

d,s→ K0
S K+K− or decays with resonant interme-
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Table 27.: Fitted parameter values for the fit to B0
d,s→ K0

S K±π∓ simulated samples.

Parameter Value

α1NonReso 1.51± 0.34

α2NonReso/α1NonReso −0.18± 0.21

n1NonReso 4± 2

n2NonReso/n1NonReso 3± 2

tNonReso 631± 12
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Figure 45.: B0 → K0
S K±π∓ non resonant fit model fitted to simulated events. The 2D fit

model is projected into the individual mK0
SKπ and mKπ observables with the

pull distributions shown underneath. Top: mK0
SKπ . Bottom: mKπ . Left: Long-

Long K0
S sample. Right: Down-Down K0

S sample.
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Figure 46.: B0
s → K0

S K±π∓ non resonant fit model fitted to simulated events. The 2D fit
model is projected into the individual mK0

SKπ and mKπ observables with the
pull distributions shown underneath. Top: mK0

SKπ . Bottom: mK0
Sπ . Left: Long-

Long K0
S sample. Right: Down-Down K0

S sample.
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diate state like B0
d → K0

s ρ(770)0, could potentially affect the signal yields. However
the studies using simulated data show that this background is present only at a
negligible level due to the cut on the Kπ mass window. Therefore this component
will be neglected in the final fit to data.

5.2.4 Partially reconstructed background model

Partially reconstructed background can come either from charmless or charmed
decays of B hadrons, in which one of the final state particle is not reconstructed.
The shapes and the parameters of the mass distribution are derived from ded-
icated simulated samples. Among the partially reconstructed decays listed in
Tab. 7 only two of them are used to parametrise this background: the B+ →
D0 (K0

s π−π+ )K+ and the B0
s → K∗0 (K±π∓ )K∗0 (K0

s π0 ) decays. In both cases
the K0

S Kπ spectrum is satisfactorily modeled using a convolution of an ARGUS
function

A(m ; m t , c , p) = 2− p c2( p+1)

Γ( p+1)−Γ( p+1,c2 /2) ·
m
m2

t
(1 − m2

m2
t
) p exp

[
− 1

2 c2 (1 − m2

m2
t
)
]

(56)

with a Gaussian. This PDF introduces three parameters: m t is the threshold mass
value (fixed to the difference between the B and the missing particle masses), c is
the curvature of the function and p controls the power law behaviour of the tails.
The Kπ spectrum is instead modeled using in the charmed case a linear function
very similar to the one of the non resonant background, and in the charmless case
a spin-1 relativistic Breit-Wigner sharing all the parameters with the signal one.

Figures 47-48 show the reconstructed mass distribution of the stripped and truth
matched simulated events. The values of the fitted parameters are reported in
Tab. 28. These parameters will be fixed in the fit to data. The partially recon-
structed backgrounds suffer from a large statistical uncertainty due to the limited
MC statistics. This could potentially lead to a systematic uncertainty which will
be treated in Sec. 7.2.

5.2.5 Combinatorial background model

To model the combinatorial background the right-hand sideband from the mK0
SKπ

spectrum after the entire selection is used. In the mK0
SKπ spectrum it is modeled

using an exponential function. The slope is left free in data and only a scale factor
to account for possible differences between Long-Long and Down-Down slopes is
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Figure 47.: B+ → D0(K0
s π−π+)K+ background fit model fitted to simulated events. The

2D fit model is projected into the individual mK0
SKπ and mKπ observables with

the pull distributions shown underneath. Top: mK0
SKπ . Bottom: mKπ . Left:

Long-Long K0
S sample. Right: Down-Down K0

S sample.

Table 28.: The fit parameters of the partially reconstructed decays.

Parameter Value
p(B+ → D0K+) 0.71+0.49

−0.38

s(B+ → D0K+) −21+18
−20

t(B+ → D0K+) 642+14
−14

p(B0
s → K∗0K∗0) 0.83+0.37

−0.25

s(B0
s → K∗0K∗0) −33+16

−21
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Figure 48.: Bs → K∗(892)0(K±π∓)K∗(892)0(K0
s π0) background fit model fitted to simu-

lated events. The 2D fit model is projected into the individual mK0
SKπ and mKπ

observables with the pull distributions shown underneath. Top: mK0
SKπ . Bot-

tom: mKπ . Left: Long-Long K0
S sample. Right: Down-Down K0

S sample.
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introduced. For the mKπ spectrum instead a linear function very similar to the one
defined for the non resonant background is used. The threshold parameter for the
Long-Long and Down-Down categories is different and is left free in data. As an
example, Fig. 49 shows the mK0

SKπ and mKπ mass distributions for events coming
from the mK0

SKπ right-hand sideband for the Down-Down category.
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Figure 49.: B0
d,s→ K∗0K0

S combinatorial background fit model for the Down-Down category.
Left: mK0

SKπ . Right: mKπ .

5.2.6 Summary of the fit model

A summary of the PDF shapes used for the signal and the background fit model
is given in Tab. 29.

Table 29.: Summary of PDF shapes used for the B0
d,s→ K∗0K0

S fit model.

Component mB PDF mKπ PDF
B0→ K∗0K0

S Double Crystal Ball Relativistic Breit-Wigner
B0

s→ K∗0K0
S Double Crystal Ball Relativistic Breit-Wigner

B0→ K0
S K±π∓ Double Crystal Ball Linear

B0
s→ K0

S K±π∓ Double Crystal Ball Linear
B+ → D0K+ ARGUS Linear
B0

s → K∗0K∗0 ARGUS Relativistic Breit-Wigner
Combinatorial Exponential Linear

The free parameters in the final fit model for the K0
S Kπ final state are given in

Tab. 30. Any parameter without a K0
S reconstruction category label (DD or LL) is

shared between the models during the simultaneous fit.
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Table 30.: Free fit model parameters for the B0
d,s→ K∗0K0

S decays.

Free parameter symbol Description

NB0→K∗0K0
S
(LL) Yield of Long-Long B0→ K∗0K0

S

NB0→K∗0K0
S
(DD) Yield of Down-Down B0→ K∗0K0

S

NB0
s→K∗0K0

S
(LL) Yield of Long-Long B0

s→ K∗0K0
S

NB0
s→K∗0K0

S
(DD) Yield of Down-Down B0

s→ K∗0K0
S

RB0→K0
SK±π∓ Ratio of B0→ K0

S K±π∓/B0→ K∗0K0
S yield

RB0
s→K0

SK±π∓ Ratio of B0
s→ K0

S K±π∓/B0→ K∗0K0
S yield

NB+→D0K+ Yield of B+ → D0K+

NB0
s→K∗0K∗0 Yield of B0

s → K∗0K∗0

NComb(DD) Yield of Down-Down Combinatorial

NComb(LL) Yield of Long-Long Combinatorial

m̄B0
s

Mean of the B0
s→ K∗0K0

S B0
s mass peak

m̄K∗ Mean of the B0
s→ K∗0K0

S K∗ mass peak

σB Width of the B0
s→ K∗0K0

S B0
s mass peak

ΓK∗ Width of the B0
s→ K∗0K0

S K∗ mass peak

s Exponential slope for Down-Down Combinatorial of mB

r Ratio of the LL and DD exponential slopes for Combinatorial of mB

tK∗(DD) Threshold for the Down-Down Combinatorial of mKπ

tK∗(LL) Threshold for the Long-Long Combinatorial of mKπ
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5.2.7 Simulation studies

Monte Carlo pseudo-experiments ("toy samples") are used to validate the final
fit model and to check its stability. In these studies samples of similar content
to the measured data samples are generated and fitted. Data is generated from
the nominal PDF for each component. Because of the large uncertainty on the
expected signal yields, samples with different configurations of the signal yields
were generated. The number of background events as well as the other background
parameters were generated with the value extracted directly from the blind fit to
data shown in Fig. 50. It is worth to note that in the fit to data gaussian constraints
are applied to the width of the B and the K∗ mass. The mean values for the
constraints are taken from the fit results to simulated samples reported in Tab. 26

and are also used as generated values for these parameters. Each study has been
performed with 500 toy samples for each signal yield configuration.

A useful quantity to check the stability and the absence of bias for a certain
parameter θ in the fit is the pull distribution, defined as

p i =
θfit

i − θ
gen
i

σθfit , (57)

where i is the index of the particular pseudo-experiment, θfit and θgen are the fitted
and generated value of the parameter, and σθfit is the error on the fitted value. The
value of θfit

i − θ
gen
i can be taken as the bias of the fit. For an unbiased fit the pull

distribution should approach a Gaussian distribution with mean zero and unit
width. The values of the generated and fitted values, followed by the error, the
bias and the pull mean and width are reported in Tab. 31. It can be observed that a
small bias is present, reflecting the problems of the likelihood fit with low statistics.
A systematic uncertainty is assigned for this bias in Sec. 7.2.4.
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Figure 50.: B0
d,s→ K∗0K0

S blind spectra. Top: Down-Down category. Bottom: Long-Long
category Left: mK0

SKπ . Right: mKπ . The 2011 data are described by the points.
Each component of the fit model is displayed on the plot except the signal.
The non resonant background is in magenta, combinatorics is the green dashed
line, partially reconstructed charmed transitions are drawn in red and partially
reconstructed charmless transition are in blue. The overall fit is represented by
the black line.
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Table 31.: Signal yields obtained from fits to 500 toy samples with gaussian constraints on
signal shape parameters applied. The number of generated events (Gen), the
mean value of the distribution of the fitted yield (Fit), the mean value of the
distribution of the error on the fitted yield (Err), the mean bias on the fitted
yield (Bias, computed as Fit-Gen), the mean value of the pull and the sigma of
the pull are shown for different signal scenarios.

Component Gen Fit Err Bias Pull µ Pull σ

B0 Long-Long 5 4.66± 0.26 4.23 −0.34± 0.26 −0.02± 0.06 0.91± 0.06
B0 Down-Down 5 5.96± 0.20 2.79 0.96± 0.20 0.38± 0.04 0.78± 0.05
Bs Long-Long 15 14.13± 0.46 6.36 −0.87± 0.46 0.14± 0.06 0.97± 0.06
Bs Down-Down 20 17.81± 0.52 6.33 −2.19± 0.52 −0.07± 0.06 0.95± 0.06
B0 Long-Long 5 4.40± 0.24 4.07 −0.6± 0.24 0.10± 0.06 0.93± 0.06
B0 Down-Down 5 6.18± 0.21 2.95 1.18± 0.21 0.50± 0.05 0.73± 0.04
Bs Long-Long 20 18.41± 0.52 6.29 −1.59± 0.52 0.04± 0.06 0.99± 0.05
Bs Down-Down 25 22.37± 0.61 6.85 −2.63± 0.61 −0.06± 0.06 0.94± 0.06
B0 Long-Long 5 4.76± 0.22 3.88 −0.24± 0.22 0.01± 0.06 1.03± 0.06
B0 Down-Down 5 6.57± 2.69 2.69 1.33± 0.17 0.52± 0.04 0.71± 0.05
Bs Long-Long 25 25.17± 0.45 6.57 0.17± 0.45 0.10± 0.05 0.82± 0.04
Bs Down-Down 30 29.34± 0.48 7.09 −0.66± 0.48 −0.02± 0.07 1.02± 0.06
B0 Long-Long 5 5.35± 0.23 4.71 0.35± 0.23 0.10± 0.05 0.89± 0.05
B0 Down-Down 10 12.20± 0.23 3.91 2.20± 0.23 0.36± 0.06 1.01± 0.07
Bs Long-Long 20 20.03± 0.35 6.48 0.03± 0.35 0.06± 0.05 0.90± 0.05
Bs Down-Down 25 25.06± 0.38 7.65 0.06± 0.38 0.10± 0.05 0.95± 0.05



96 fit model

5.3 B0
d ,s → K0

s π+π− model

The fit model for the K0
S ππ final state was extensively studied for the inclusive

Bd,s → K0
s hh′ analysis and for the measurement presented in this thesis only few

changes are made.

5.3.1 Signal model

A sum of two Crystal Ball PDFs sharing the mean and the width is again used to
parametrise the signal. All the considerations for the relations among the parame-
ters in the B spectrum of the K0

S Kπ fit also hold in this case. The only difference is
that since the 1D fit suffers less in stability than the 2D one, here no constraint on
the B0

s − B0
d mass difference is applied. The parameters extracted from simulation

after the whole selection are summarised in Tab. 32 and the mass plots are shown
in Fig. 51.

Table 32.: Fitted parameter values after the fit to K0
S ππ simulated events.

Parameter Value

m(B0
s ) 5366.42± 0.18

m(B0) 5279.64± 0.18

σ1 15.31± 0.13

σ(LL)/σ(DD) 0.976± 0.013

α1 1.42± 0.21

α2/α1 −1.56± 0.33

n1 1.71± 0.13

n2/n1 1.07± 0.13

f2 0.51± 0.14

5.3.2 Misidentified signal model

Contrary to what happens in the B0
d,s → K∗0K0

S case, the misidentification of a
kaon as a pion from the inclusive B0

d,s→ K0
S K±π∓ decay is not negligible for the

B0
d,s→ K0

S π+π− decays. Hence this component will be present in the final fit to
the data. On the other hand the double misidentification from the B0

d,s→ K0
S K+K−
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Figure 51.: B0→ K0
S π+π− signal fit model fitted to simulated events. The pull distributions

are shown underneath. Top: B0. Bottom: B0
s . Left: Down-Down K0

S sample.
Right: Long-Long K0

S sample.
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decays has been neglected. The misidentified signals are modeled with single CB
functions plus a small flat combinatorial background. The following conditions
were applied:

• The parameters for the B0 and B0
s decays are the same, except the mean

value;

• The Down-Down and Long-Long parameters are the same;

• Since the fit is very sensitive to the α and n parameters, they were fixed
already in the fit to simulation.

The fit on the simulated data samples, after the PID, trigger and truth matched
selection, is performed simultaneously on B0, B0

s , Down-Down and Long-Long
and the results are shown in Fig. 52. The results of the fit are shown in Tab. 33.
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Figure 52.: B0 → K0
S π+π− misidentified fit model fitted to simulated events. Top: B0.

Bottom: B0
s . Left: Down-Down K0

S sample. Right: Long-Long K0
S sample.
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Table 33.: Misidentified signal fit model parameters extracted from B0
d,s→ K0

S K±π∓ simu-
lated samples reconstructed as B0

d,s→ K0
S π+π−.

Parameter Value
α 2± 2
n 1± 100
µ(B0

d) 5240.61± 0.73
µ(B0

s ) 5327.94± 0.71
σ 22.47± 0.44

5.3.3 Partially reconstructed background model

The partially reconstructed backgrounds which may be present in the left side-
band of the B spectrum were already listed in Tab. 8. Like for the signal, among
all the simulation samples only a single decay for each category has been used
to extract the parameters to fix on data. The shapes are again modeled with AR-
GUS functions convolved with a gaussian. The results of the fit for truth matched
and selected simulated events are reported in Tab. 34 while the plots are shown in
Fig. 53.

Table 34.: The fit parameters of the partially reconstructed decays.

Parameter Value
p(B0→ η′(ρ0γ)K0

S ) 1.12+0.16
−0.15

s(B0→ η′(ρ0γ)K0
S ) −30+4

−4

p(B0→ K0
S π+π−γ) 1.34+0.64

−0.54

s(B0→ K0
S π+π−γ) −13+11

−13

p(B→ Dh→ K0
S KπX) 0.74±+0.41

−0.35

s(B→ Dh→ K0
S KπX) −22+16

−18

p(B→ K0
S ππX) 0.79+0.50

−0.41

s(B→ K0
S ππX) −34+19

−22
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Figure 53.: B0→ K0
S π+π− partially reconstructed backgrounds fitted to simulated events.

From the Top to the Bottom: B0 → η′(ηπ+π−)K0
S , B0 → K0

S π+π−γ, B+ →
D0(K0

S π+π−)π+, B0 → K∗0(K0
S π0)ρ0(π+π−). Left: Down-Down K0

S sample.
Right: Long-Long K0

S sample.
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5.3.4 Combinatorial background model

The combinatorial background is modeled with an exponential function. The
slope is left free in data and only a scale factor to account for possible differences
between Long-Long and Down-Down slopes is introduced.

5.3.5 Summary of the fit model

A summary of the PDF shapes used for the signal and the background fit model
is given in Tab. 35. The free parameters in the final fit model for the K0

S π π final
state are given in Tab. 36. Any parameter without a K0

S reconstruction category
label (DD or LL) is shared between the models during the simultaneous fit. The
fit model for the B0 → K0

S π+π− decay was already well tested in the inclusive
analysis so no additional studies were performed.

Table 35.: Summary of PDF shapes used for the B0
d,s→ K0

S π+π− fit model.

Component mB PDF
B0→ K0

S π+π− Double Crystal Ball
Misid. B0→ K0

S π+π− Single Crystal Ball
B→ Dh→ K0

S KπX ARGUS
B→ K0

S ππX ARGUS
B0→ η′(ρ0γ)K0

S ARGUS
B0→ K0

S π+π−γ ARGUS
Combinatorial Exponential
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Table 36.: Free fit model parameters for the B0
d,s→ K0

S π+π− decays.

Free parameter symbol Description

NB0→K0
Sπ+π−(LL) Yield of Long-Long B0→ K0

S π+π−

NB0→K0
Sπ+π−(DD) Yield of Down-Down B0→ K0

S π+π−

NB0
s→K0

Sπ+π−(LL) Yield of Long-Long B0
s→ K0

S π+π−

NB0
s→K0

Sπ+π−(DD) Yield of Down-Down B0
s→ K0

S π+π−

RMisid.B0
d,s→K0

Sπ+π−(LL) Ratio of yield of Long-Long Misid B0
d,s→ K0

S π+π− and B0
d,s→ K0

S π+π−

RMisid.B0
d,s→K0

Sπ+π−(DD) Ratio of yield of Down-Down Misid B0
d,s→ K0

S π+π− and B0
d,s→ K0

S π+π−

RB→Dh→K0
SKπX Ratio of yield of yield of B→ Dh→ K0

S KπX and B0
d,s→ K0

S π+π−

RB→K0
SππX Ratio of yield of B→ K0

S ππX and B0
d,s→ K0

S π+π−

RB0→η′(ρ0γ)K0
S

Ratio of yield of B0→ η′(ρ0γ)K0
S and B0

d,s→ K0
S π+π−

RB0→K0
Sπ+π−γ Ratio of yield of B0→ K0

S π+π−γ and B0
d,s→ K0

S π+π−

NComb(DD) Yield of Down-Down Combinatorial.

NComb(LL) Yield of Long-Long Combinatorial.

m̄B0 Mean of the B0→ K0
S π+π− B0 mass peak.

m̄B0
s

Mean of the B0→ K0
S π+π− B0

s mass peak.

σB Width of the B0→ K0
S π+π− B mass peak.

rσB Ratio of Down-Down and Long-Long widths of mB.

s Exponential slope for Down-Down Combinatorial of mB

r Ratio of the LL and DD exponential slopes for Combinatorial of mB
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5.4 fit results on data

5.4.1 B0
d ,s→ K∗0 K0

S fit results

The results of the fit to the data sample for the B0
d ,s→ K∗0 K0

S decays are shown
in Fig. 54 and the fit parameters results are given in Tab. 37. Data and fit agree
within 2σ in almost the entire mass range. The values of the fitted signal yields are
compatible with zero for the unfavored B0→ K∗0 K0

S decay, while non-zero yields
result for the B0

s → K∗0 K0
S mode. More detailded considerations on the number

of signal candidates and on the relative significance are reported in Sec. 8.1.

Table 37.: Fitted parameter values after the fit to data for the K0
S Kπ final state. Only statis-

tical uncertainties from the fit are given.

Fit parameter Fitted value
m̄B0

s
5372± 2

m̄K∗ 882± 5
σB 14.43± 0.26
Γ(K∗) 49± 1
s −0.00327± 0.00059
r 0.80± 0.37
tK∗(DD) 272± 281
tK∗(LL) 427± 340
NB0→K∗0K0

S
(DD) 2± 3

NB0→K∗0K0
S
(LL) 1± 2

NB0
s→K∗0K0

S
(DD) 21± 6

NB0
s→K∗0K0

S
(LL) 25± 6

RB0→K0
SK±π∓ 5± 8

RB0
s→K0

SK±π∓ 0.94± 0.41

NComb(DD) 96± 15
NComb(LL) 35± 15
N(B→ Dh) 11± 9
N(B→ K∗K∗) 6± 4
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Figure 54.: B0
d,s → K∗0K0

S fit results. Top: Down-Down category. Bottom: Long-Long
category Left: mK0

SKπ . Right: mKπ . The 2011 data are displayed by the points.
Each component of the fit model is shown on the plot. The signals are in dashed
black, the non resonant background is in magenta, the combinatorics is the
green dashed line, partially reconstructed charmed transitions in red, partially
reconstructed charmless transition in blue. The overall fit is represented by the
black line.
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5.4.2 B0
d,s→ K0

S π+π− fit results

The results of the fit to the data sample for the B0
d,s→ K0

S π+π− decay are shown
in Fig. 55 and the fit parameters results are given in Tab. 38. Also in this case the
residuals show a good agreement in the entire mass range.

Table 38.: Fitted parameter values after the fit to data for the K0
S ππ final state. Only statis-

tical uncertainties from the fit are given.

Fit parameter Fitted value
m̄B0 5283.94± 0.78
m̄B0

s
5374± 5

σB 17.94± 0.88
rσB 1.181± 0.093
s −0.00198± 0.00014
r 2.07± 0.24
NB0→K0

Sπ+π−(DD) 828± 41

NB0→K0
Sπ+π−(LL) 341± 23

NB0
s→K0

Sπ+π−(DD) 71± 19

NB0
s→K0

Sπ+π−(LL) 38± 9

NComb(DD) 2554± 97
NComb(LL) 292± 41
RMisidB0

d,s→K0
Sπ+π−(DD) 0.0505± 0.0054

RMisidB0
d,s→K0

Sπ+π−(LL) 0.0480± 0.0059

RB→Dh→K0
SKπX 0.472± 0.056

RB0→η′(ρ0γ)K0
S

0.0399± 0.0040

RB0→K0
Sπ+π−γ 0.0404± 0.0080

RB→K0
SππX 0.054± 0.037
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Figure 55.: B0
d,s → K0

S π+π− fit results. Left: Down-Down category. Right: Long-Long
category. The 2011 data are described by the points. Each component of the fit
model is displayed on the plot. The signal and the crossfeed are in dashed black,
the combinatorics is the green dashed line, partially reconstructed charmed
transitions in red, partially reconstructed charmless transition in blue, partially
reconstructed radiative in violet and partially reconstructed radiative resonant
in magenta. The overall fit is represented by the black line.
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A key ingredient for the measurement of a branching ratio is the determination
of the efficiencies due to reconstruction and selection effects. In this chapter the
determination of the efficiencies is reported first for the signal and then for the
normalization channel.

6.1 general considerations

In the definition of the branching ratio (Eq. 40), different efficiencies appear: the
acceptance efficiency εAcc, the combined trigger, reconstruction, stripping and of-
fline selection efficiencies (εSel) and the PID efficiency (εPID). The use of Monte
Carlo simulated data to estimate εSel is considered reliable, while the particle iden-
tification efficiency is taken instead from data. To estimate the reconstruction and
stripping efficiencies only the generator level cuts are applied, while the PID effi-
ciencies are estimated for events that pass all the other cuts. The factorisation of
the efficiency is useful to understand the different systematic effects that can affect
the measurement. However, the final estimate is given by an overall combination
of the intermediate steps. The efficiencies for the signal and the normalization
channel are obtained with two different approaches:

• The efficiencies for the signal can be easily determined counting the number
of events which pass a certain selection criteria in simulated samples;

• For the normalization channel a more sophisticated method is necessary. The
dynamical structure of three body decays can be described in the Dalitz plane.
This can be in general rather complex due to the presence of two body decays,
non resonant contributions and interference among them. Generally the effi-
ciencies are not flat over the Dalitz plane and it is thus a bad approximation
to consider that the efficiency does not vary on it. The method developed
for the Bd,s → K0

s hh′ analysis consists of calculating the efficiencies in bins of
the Dalitz plane and weighting them based on the position in phase space
determined from the data.

107
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6.2 B0
d ,s → K∗0 K0

s efficiencies

6.2.1 Detector acceptance

In order for a B meson to be reconstructed it is necessary that the daughter tracks
are within the LHCb acceptance, corresponding to a polar angle between 10 and
400 mrad. To avoid the full simulation of all events, already at the generator level
an acceptance cut is applied. The efficiencies for this cut are taken from the table
of generator and simulation statistics provided to the collaboration. The values
were obtained generating ten thousand signal decays for each mode and each of
the magnet polarities. The efficiencies were then calculated from the number of
passing and failing decays. The results for the MC signals respectively in Magnet
Down and Up configurations are shown in Tab. 39 and 40.

Table 39.: Generator level efficiency in the Magnet Up configuration.

Decay mode particle (%) antiparticle (%) average (%)
B0→ K∗0K0

S 23.72± 0.10 23.58± 0.10 23.65± 0.08
B0

s→ K∗0K0
S 23.35± 0.10 23.64± 0.10 23.50± 0.08

Table 40.: Generator level efficiency in the Magnet Down configuration.

Decay mode particle (%) antiparticle (%) average (%)
B0→ K∗0K0

S 23.55± 0.08 23.71± 0.08 23.63± 0.06
B0

s→ K∗0K0
S 23.76± 0.08 23.50± 0.08 23.63± 0.06

The efficiencies are in agreement for the particle (B0 and B0
s ) and the antiparticle

(B0
d and B0

s ) and the average is computed as the unweighted mean of the previous
two. Also, the generator cut acceptance is independent of the initial flavor of the
B meson (B0 or B0

s ). No systematic difference is observed between Magnet Up and
Down configurations.

6.2.2 Reconstruction and stripping efficiencies

The reconstruction and stripping efficiencies are combined for simplicity. Ta-
ble 41 lists the computed efficiency values. The efficiencies are evaluated from
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simulated signal events which have already passed the acceptance requirements.
The two K0

S categories have different reconstruction efficiency since they are se-
lected using different cuts, i.e. specific efficiencies for each category are reported.
The calculation of the statistical error is done using the binomial formula

σε =
√

ε(1− ε)/N, (58)

where ε is the efficiency of a certain requirement and N is the number of events
before the selection cut is applied.

Table 41.: Stripping and reconstruction efficiencies from Monte Carlo simulations. The
errors collected in this table are only due to the statistical uncertainties of the
Monte Carlo sample.

Decay mode MagUp (%) MagDown (%)
B0→ K∗0K0

S Down-Down 2.12± 0.01 2.18± 0.01
B0

s→ K∗0K0
S Down-Down 2.11± 0.01 2.14± 0.01

B0→ K∗0K0
S Long-Long 0.92± 0.03 0.93± 0.03

B0
s→ K∗0K0

S Long-Long 0.91± 0.03 0.92± 0.03

6.2.3 Trigger efficiencies

The trigger efficiency is normally quoted considering all the levels combined.
Simply to have a more accurate perception of the effects of these criteria, the effi-
ciency of each individual decision presented in Sec.4.4.3 is reported in Tabs.42-43

for both magnet polarities. The efficiencies are calculated relative to the previous
step.

One can notice that at Level-0, the Down-Down efficiency is systematically higher
than that for Long-Long. The origin of this effect may come from the larger boost,
on average, of the Down-Down candidates, which could affect the L0Hadron TOS

decision. Regarding the HLT1 decision, the Long-Long efficiency is higher than
that for Down-Down. A more striking difference is introduced by the HLT2 deci-
sion. This is expected, since the Downstream tracks were not included in the HLT2
reconstruction in 2011.
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Table 42.: Trigger, stripping and reconstruction efficiencies and relative efficiency for each
step from Monte Carlo simulations for the MagDown polarity. The errors col-
lected in this table are only due to the statistical uncertainties of the Monte Carlo
sample.

Decay mode L0/Strip (%) HLT1/L0 (%) HLT2/HLT1 (%) Trig/Strip (%)
B0→ K∗0K0

S Down-Down 46.61± 0.33 64.37± 0.47 26.92± 0.54 8.08± 0.18
B0

s→ K∗0K0
S Down-Down 47.05± 0.34 65.12± 0.47 26.84± 0.55 8.22± 0.19

B0→ K∗0K0
S Long-Long 42.07± 0.51 69.69± 0.73 60.73± 0.93 17.81± 0.39

B0
s→ K∗0K0

S Long-Long 43.04± 0.51 71.84± 0.71 64.60± 0.89 19.98± 0.41

Table 43.: Trigger, stripping and reconstruction efficiencies and relative efficiency for each
step from Monte Carlo simulations for the MagUp polarity. The errors collected
in this table are only due to the statistical uncertainties of the Monte Carlo sam-
ple.

Decay mode L0/Strip (%) HLT1/L0 (%) HLT2/HLT1 (%) Trig/Strip (%)
B0→ K∗0K0

S Down-Down 46.41± 0.34 64.86± 0.48 27.53± 0.56 8.29± 0.19
B0

s→ K∗0K0
S Down-Down 48.06± 0.34 64.46± 0.47 25.93± 0.53 8.03± 0.18

B0→ K∗0K0
S Long-Long 43.46± 0.52 70.43± 0.72 62.05± 0.91 18.99± 0.41

B0
s→ K∗0K0

S Long-Long 44.54± 0.51 70.39± 0.70 62.26± 0.89 19.52± 0.41



6.2 B0
d ,s → K∗0 K0

s efficiencies 111

6.2.4 Combined offline selection

In this section the combined efficiencies of the previous sections plus the effi-
ciency due to the other offline cuts are reported altogether. The PID efficiencies
have been determined separately in Section 6.2.5. The combined efficiencies are
given in Tab. 44.

Table 44.: Absolute reconstruction and selection efficiencies.

Decay mode MagUp (%) MagDown (%) Average (%)
B0→ K∗0 K0

S Down-Down 0.096 ± 0.003 0.095 ± 0.003 0.096 ± 0.003
B0

s → K∗0 K0
S Down-Down 0.095 ± 0.003 0.098 ± 0.003 0.097 ± 0.003

B0→ K∗0 K0
S Long-Long 0.068 ± 0.003 0.065 ± 0.003 0.067 ± 0.003

B0
s → K∗0 K0

S Long-Long 0.069 ± 0.003 0.069 ± 0.003 0.069 ± 0.003

The efficiency for the different B flavors within the same K0
S category are in

agreement. While the difference between the efficiencies for the two K0
S categories

reflects the different nature of the tracks.

6.2.5 PID efficiencies

The PID efficiencies corresponding to the cuts shown in Tab. 17 are evaluated
with a data driven method which takes into account the possible correlations of
the track kinematics. The method is split into two parts:

1. Use calibration tracks of known ID to make PID performance histograms, i.e.
the efficiency for a given PID requirement as a function of different kinematic
variables. The histograms can be produced for a specified magnet polarity
and particle type. The performances of the RICH sub-detectors may vary dur-
ing the data taking period. Therefore also the efficiency is not constant. To
account for this, different efficiency histograms are made with subsets of the
calibration tracks, corresponding to the running subperiods. The efficiency
histograms for each run range are weighted by the integrated luminosity of
the run range they correspond to. Finally a weighted average of the efficiency
histograms is performed.

2. Take as input the performance histograms produced in the previous step
and reweight them with a reference sample with the same kinematics of the
signal decay. Then determine both the individual track, as well as the overall
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efficiencies for each event in the reference sample. Finally the average PID
efficiency over all events in the reference sample is determined.

In this analysis the chosen binning scheme corresponds to 16 bins in p and 4 bins
in pT , where the bin boundaries are tuned using B0→ K0

S π+π− simulated events
to give approximately the same number of tracks in each bin. For each event the
p and pT distributions for the kaon and pion tracks are found. These values are
then used with the corresponding efficiency histograms to extract the two track
efficiencies. These efficiencies are multiplied together to form an event efficiency
for every event in the sample. The efficiencies are then averaged to give the final
value. The estimated PID efficiencies for the B0

d ,s→ K∗0 K0
S modes are reported in

Tab. 45.

Table 45.: PID efficiencies for the B0→ K∗0K0
S and B0

s→ K∗0K0
S modes.

Decay mode MagUp (%) MagDown (%) Average (%)
B0→ K∗0K0

S Down-Down 75.768± 0.005 75.988± 0.004 75.878± 0.005
B0

s→ K∗0K0
S Down-Down 75.854± 0.005 76.227± 0.004 76.041± 0.005

B0→ K∗0K0
S Long-Long 73.175± 0.005 75.241± 0.004 74.208± 0.005

B0
s→ K∗0K0

S Long-Long 73.975± 0.005 74.303± 0.004 74.139± 0.005

6.2.6 Summary of the efficiencies

In Tab. 46 a summary of the efficiencies averaged over magnet polarity is given
for the different decay modes.

Table 46.: Summary of the efficiencies for the B0→ K∗0K0
S and B0

s→ K∗0K0
S modes.

Decay mode Acceptance (%) Selection (%) PID (%) Total (%)
B0→ K∗0K0

S Down-Down 25.14± 0.07 0.096± 0.003 75.878± 0.005 0.0183± 0.0013
B0

s→ K∗0K0
S Down-Down 23.57± 0.07 0.097± 0.003 76.041± 0.005 0.0174± 0.0012

B0→ K∗0K0
S Long-Long 25.14± 0.07 0.067± 0.003 74.208± 0.005 0.0125± 0.0009

B0
s→ K∗0K0

S Long-Long 23.57± 0.07 0.069± 0.003 74.139± 0.005 0.0121± 0.0008
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6.3 B0 → K0
s π+π− efficiencies

The normalization channel is considered inclusively in the final state, this means
that it can be composed of several intermediate quasi-two-body states and also a
non resonant contribution. Therefore, the population of events throughout the
phase space is driven by the dynamics of the decay process. If the efficiency varies
significantly, the integrated phase space efficiency may be a poor representation of
the effective efficiency. However a priori the phase space distribution of the events
is unknown and has to be determined from the data.

This can be achieved using the so called sPlot technique (explained in details
in [76]), which allows one to unfold the contribution of signal and background
sources to the distribution of a data sample in a given variable. Using a fit to
a discriminating observable it is possible to extract the signal and background
yields. The method uses these yields, the PDFs and the correlation matrix of the
fit to calculate an sWeight for each species, on a per event basis. The sum of the
sWeights over all events in the sample is equal to the fitted yields. The calculated
signal sWeights can be used to reweight the distribution of a variable, not used in
the likelihood fit, and to recover its signal distribution.

Then a common method to deal with the determination of the efficiency for three
body decays is given by weighting the efficiency, using the signal sWeights, based
on the position in phase space. To describe the phase space the square Dalitz plot
variables (θ′, m′) are used (see App. A). The method consists schematically of the
following steps:

• Determine the total efficiency in bins of the square Dalitz plane [θ′, m′];

• Use the sPlot technique to extract the signal sWeights ω for each event. The
weights are exactred by performing a fit to the mB distribution, used as dis-
criminating observable (Fig. 56);

• Determine the efficiency corrected yield:

Ncorr = ∑
i

ωi

εi

where εi is the efficiency in the ith bin

• The average efficiency is then given by

ε =
N

Ncorr

where N = ∑i ωi
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Figure 56.: B0
d,s→ K0

S π+π− spectra: results of the sWeight exctraction. Left: Down-Down
category. Right: Long-Long category.

A 10× 10 binning is chosen, with the additional requirement of having a similar
amount of observed events in each bin. The results are summarized in Tab. 47

and the binned efficiencies together with the associated uncertainties are given in
Fig. 57. The results are averaged over magnet polarity and the error is statistical
only. Just for completeness in Tab. 48 a summary of the efficiencies averaged
over magnet polarity without doing the reweighting procedure is given. The total
efficiency is in agreement with the one coming from the reweighting procedure,
showing the fact that the efficiencies for the B0→ K0

S π+π− decay are not varying
so much in the Dalitz plane.

Table 47.: Total efficiencies for Down-Down and Long-Long B0→ K0
S π+π− [9].

Decay mode Total (%)
B0→ K0

S π+π− Down-Down 0.0336± 0.0010
B0→ K0

S π+π− Long-Long 0.0117± 0.0009

Table 48.: Summary of the efficiencies for the B0→ K0
S π+π− mode without reweighting

the Dalitz plane.

Decay mode Acceptance (%) Selection (%) PID (%) Total (%)
B0→ K0

S π+π− Down-Down 18.76± 0.06 0.242± 0.005 78.977± 0.005 0.0359± 0.0022
B0→ K0

S π+π− Long-Long 18.76± 0.06 0.096± 0.003 77.527± 0.007 0.0140± 0.0008
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Figure 57.: Efficiencies (left) and their errors (right) for the B0→ K0
S π+π− decay. Top: DD

category. Bottom: LL category [9].





7 S Y S T E M AT I C S

In this chapter the different sources of systematic uncertainties are described.
Since the branching fraction of the B0

d ,s→ K∗0 K0
S decay is normalised to the B0→

K0
S π+π− channel, and the selection cuts of the two modes are similar, few sources

of systematics are expected to contribute. These are due to:

• Event selection:

– Trigger selection

– PID selection

– Binning scheme

• Fit model:

– Fixed parameters

– Shape models

– S-wave interference

– Fit bias

• f s / f d

7.1 event selection

7.1.1 Trigger requirements

The trigger contributes to the systematic uncertainty due to the discrepancy
between simulated samples and data. To estimate this systematic the efficiency
calibration curves, produced exploiting the large data sample of D∗± →D0 π ±

s ,
where D0 → Kπ , recorded by the experiment are used [77]. The efficiency was
obtained with the so called TISTOS method [78]

ε =
N (TIS and TOS)

N (TIS)
(59)

117
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where N (TIS and TOS) is the number of tracks independent of the trigger (TIS)
and which pass the L0 hadron trigger condition (TOS), and N (TIS) is the total
number of tracks independent of the trigger (see Sec.3.2.4). A candidate is classi-
fied as TOS if the 3× 3 cell cluster, built around the HCAL cell hit by the projection
of the track measured by the tracking system, shares at least one cell in the HCAL,
with a 2 × 2 cluster of a L0Calo hadron candidate with a ET above the trigger
threshold. A candidate is classified as TIS if the event was triggered by the L0
Muon system, in order not to bias the efficiency computation. The plots, averaged
for Magnet Up and Magnet Down configurations, as a function of the Ereal

T of each
track, for the inner and the outer part of the HCAL, are reported in Fig. 58. The
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Figure 58.: The trigger efficiency in bins of Etrue
T for each type of tracks considered in the

analysis, extracted from data.

trigger efficiencies show a general good agreement for the different types of tracks
and no significant difference is observed comparing positive and negative tracks.

These data-driven calibration curves can be used to reweight MC events allowing
to extract the hadron trigger efficiency for each track. The efficiency for each
channel is then computed from the individual track efficiencies, assuming that
they are uncorrelated. The results are reported in the Tab. 49 and compared to the
full Monte Carlo prediction.

The relative difference of these estimated efficiencies and those predicted by the
MC for two different modes is assigned as a systematic uncertainty related to the
trigger efficiency. The values are shown in Tab. 50.

7.1.2 Binning scheme for the B0→ K0
S π+π− efficiencies

The systematic uncertainty associated to the choice of the binning in the Dalitz
plane was obtained by varying the binning and redoing the extraction of the effi-
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Table 49.: L0TOS trigger efficiencies from simulated events and from a weighted average
of calibration efficiencies.

Channel L0TOS (MC)(%) L0TOS (weighted) (%)
B0→ K∗0K0

S Down-Down 31.77± 0.22 32.38± 0.17
B0

s→ K∗0K0
S Down-Down 32.12± 0.22 34.03± 0.18

B0→ K0
S π+π− Down-Down 30.25± 0.22 31.57± 0.16

B0→ K∗0K0
S Long-Long 26.83± 0.32 27.76± 0.13

B0
s→ K∗0K0

S Long-Long 27.86± 0.33 30.58± 0.16
B0→ K0

S π+π− Long-Long 27.96± 0.35 28.68± 0.14

Table 50.: Relative uncertainties on the ratio of branching fractions due to the trigger mod-
eling uncertainty in the simulated events.

Relative B.F. Down-Down K0
S Long-Long K0

S

B0→ K∗0K0
S /B0→ K0

S π+π− 2.4% 0.9%

B0
s→ K∗0K0

S /B0→ K0
S π+π− 6.6% 6.5%
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ciencies with the binning optimized to have approximately equivalent numbers of
weights in each bin. Weighted average and weighted rms of the efficiencies were
obtained knowing the corresponding statistical uncertainties. Tab. 51 reports the
central value of the efficiency and its uncertainty (first column), the weighted av-
erage and the weighted rms of the efficiencies when varying the binning scheme
(second column) and the systematic uncertainty finally assigned (last column) com-
puted by adding in quadrature the relative statistical uncertainty and the weighted
rms divided by the weighted average.

Table 51.: Systematic uncertainties from binning scheme. The central value of the efficiency
with its statistical uncertainty, the weighted average and the weighted rms ex-
tracted by varying the binning scheme and the final systematic uncertainty [62].

Channel Efficiency Average and rms Uncertainty
B0→ K0

S π+π− Down-Down 0.0336± 0.0010 0.0350± 0.0009 3.9%
B0→ K0

S π+π− Long-Long 0.0117± 0.0009 0.0116± 0.0002 7.9%

7.1.3 PID requirements

The main source of systematic uncertainty associated with the extraction of the
particle identification efficiencies comes from the limited size of the reference sam-
ple used to re-weight the calibration efficiencies. The method described in Sec. 6.2.5
only accounts for the statistical uncertainty due to the size of the calibration sam-
ples which gives the uncertainties on the efficiency histogram bins. However this
is generally significantly smaller than the other sources of uncertainty associated
with the calibration procedure. The software package used to determine the effi-
ciencies offers the possibility to recalculate the statistical uncertainty on the average
PID efficiency propagating the uncertainties due to the reweighting and limited
reference sample size. The estimated PID efficiencies for the B0

d,s→ K∗0K0
S modes

taking into account the discussed uncertainties are reported in Tab. 52.
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Table 52.: PID efficiencies for the B0→ K∗0K0
S and B0

s → K∗0K0
S modes. The errors include

the statistical uncertainty due to the size of the reference samples.

Decay mode MagUp efficiency (%) MagDown efficiency (%)
B0→ K∗0K0

S Down-Down 75.768± 0.628 75.988± 0.603
B0

s→ K∗0K0
S Down-Down 75.854± 0.593 76.227± 0.606

B0→ K∗0K0
S Long-Long 73.175± 0.711 75.241± 0.704

B0
s→ K∗0K0

S Long-Long 73.975± 0.691 74.303± 0.684

7.2 fit model

Possible systematic uncertainties are introduced because of the model used to
fit the PDF to the data. We consider three possible sources.

7.2.1 Fixed shape parameters

Some parameters in the fit model are fixed to values determined from simulated
events, which are subject to an uncertainty from the statistics of the sample. In
order to estimate these uncertainties, the fixed parameter values for the PDFs are
varied according to their covariance matrices, which are taken from the fits that
determined the values of the parameters. Then the new values were used to fit
again the data and produce new values for the yields. The difference between the
new values and the nominal one is then fitted with a gaussian function and the
absolute mean value plus the uncertainty is considered as the uncertainty. The
systematic uncertainties are associated to the following fixed parameters:

• α, n and f2 of the two Crystal Ball PDF for the signal in the K0
S Kπ and K0

S ππ

spectrum;

• α and n of the two Crystal Ball PDF for the non resonant component in the
K0

S Kπ spectrum;

• Threshold t of the linear function for the non resonant component in the Kπ

spectrum;

• Parameters of the ARGUS function used to describe the partially reconstructed
background in the K0

S Kπ and K0
S ππ spectrum;



122 systematics

• Threshold x of the linear function used to describe the partially reconstructed
background in the Kπ spectrum;

• Parameters of the cross-feed in the K0
S ππ spectrum;

Tables 53-54 show the value of the different components of the systematic uncer-
tainty due to the fixing of the shape parameters. The total systematic error is
defined as the sum in quadrature of all the components.

Table 53.: Systematic uncertainties on the B0→ K∗0K0
S yields due to the fixing of shape pa-

rameters. Uncertainties are divided into the contributions from the signal PDF
parameters, partially reconstructed background parameters, and parameters of
the non resonant background. Uncertainties are given in terms of the absolute
number of events, which are added in quadrature for the full systematic uncer-
tainty.

Decay sig. non reso. part.reco. Tot

NDD
B0→K∗0K0

S
0.1 0.2 0.3 0.4

NLL
B0→K∗0K0

S
0.1 0.1 0.2 0.2

NDD
B0

s→K∗0K0
S

0.2 0.1 0.4 0.5

NLL
B0

s→K∗0K0
S

0.1 0.1 0.2 0.2

Table 54.: Systematic uncertainties on the B0→ K0
S π+π− yields due to the fixing of shape

parameters. Uncertainties are divided into the contributions from the signal
PDF parameters, cross-feed background parameters and partially reconstructed
background parameters. Uncertainties are given in terms of the absolute number
of events, which are added in quadrature for the full systematic uncertainty.

Decay sig. cross-feed part.reco. Tot
NDD

B0→K0
Sπ+π−

1.9 1.7 3.1 4.0

NLL
B0→K0

Sπ+π−
1.5 3.4 1.7 4.1

7.2.2 Shape model

The systematic uncertainties related to the choice of the signal and background
shape are evaluated considering various changes to the nominal model. The
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dataset is then fitted using the alternative model and the variation of the new
yields with respect to the nominal one are taken as the uncertainties. The alterna-
tive shapes are considered for:

• Signal model: a Crystal Ball plus a gaussian function instead of a double
Crystal Ball function;

• Non resonant model: the linear function used to model this component is an
approximation valid only in a small range. As alternative shape the so-called
"Lass" function [74] is used: this is composed of a linear function plus a
relativistic spin-0 Breit Wigner, which should model more correctly the high
mass part of the spectrum;

• Combinatorial model: instead of the exponential (B) and the linear function
(K∗0) a second order Chebyshev polynomial and an exponential are used;

The partially reconstructed background and cross-feed shapes suffer from a
large statistical uncertainty due to limited MC statistics, so the previous systematic
should cover also any variation of shape.

Tables 55 and 56 show the value of the different components of the systematic
uncertainty due to the shape model. The total systematic error is defined as the
sum in quadrature of all the components.

Table 55.: Systematic uncertainties on the signal yields due to the shape model. Uncer-
tainties are divided into the contributions from the signal, non resonant and
combinatorial background models. Given in terms of the absolute number of
events, which are added in quadrature for the full systematic uncertainty.

Yield sig. non reso. combo Tot

NDD
B0→K∗0K0

S
0.02 0.6 0.2 0.6

NLL
B0→K∗0K0

S
0.2 0.4 0.1 0.5

NDD
B0

s→K∗0K0
S

0.6 1.9 0.4 2.0

NLL
B0

s→K∗0K0
S

0.0 1.3 0.4 1.4

7.2.3 Fit model: S-wave interference

For the B0
d,s → K∗0K0

S decays there is an additional source of systematic uncer-
tainty. In fact the fit model does not account for the interference between the
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Table 56.: Systematic uncertainties on the signal yields due to the shape model. Uncer-
tainties are divided into the contributions from the signal and combinatorial
background models. Given in terms of the absolute number of events, which are
added in quadrature for the full systematic uncertainty.

Yield sig. combo Tot

NDD
B0→K0

Sπ+π−
10 23 25

NLL
B0→K0

Sπ+π−
5 31 31

K∗(892)0 resonance and the other intermediate states like the non resonant com-
ponent or the K∗(1430)0 resonance (referred to as S-wave). Following the same
approach used in [10] a useful variable to estimate the associated systematic is the
decay angle θ, defined as the angle between the flight direction of the K+ in the K∗

rest frame, with respect to the K∗ flight direction in the B rest frame

cosθ =
(pB · pK∗)(pB · pK+)− p2

B(pK∗ · pK+)√
[(pB · pK∗)2 − p2

B pK∗ ][(pB · pK+)2 − p2
B pK+ ]

. (60)

Using a simplified toy model, it is possible to assert that the angular distribution
can be modeled by a second order polynomial

y = p0 + p1x + p2x2 (61)

where the constant part describes the non resonant component, the linear part is
related to the interference and finally the quadratic part is associated to the signal.

From the B0
d,s→ K∗0K0

S signal MC shown in Fig. 59, it is possible to observe that
after the entire selection the angular distribution is very difficult to parametrise for
values of cos θ less than zero, where the acceptance effects related to tracks with
low pT are more evident. For values between zero and one instead, it increases as
a function of cos2 θ.

The angular distribution can be extracted from data using the sPlot technique
and unfolding only the signal component. However due to very low number of
signal yields it would be really difficult to fit the distribution. For this reason both
the signal and the non resonant components are considered together. To extract
the sWeights, the mass window for the fit has been chosen in order to reduce
the presence of the partially reconstructed backgrounds to a negligible amount
(mB > 5200 MeV/c2). All the shape parameters are then fixed to the values obtained
from the nominal fit and a one dimensional fit is performed in the K0

S Kπ invariant
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Figure 59.: Distribution of cos θ for B0
s → K∗0K0

S MC events. Left: Down-Down. Right:
Long-Long.

mass. The angular distributions obtained by the sPlot technique (Fig. 60) are then
fitted with two alternative models:

• Signal + S-wave + interference: all the parameters of the polynomial function
are free to float;

• Signal + S-wave: the interference term coefficient (p1) is fixed to zero

For each of the models the integral of the fit function is determined and the relative
difference between the values is taken as a systematic uncertainty. The results are
given in Tab. 57.
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Figure 60.: Distribution of cos θ for B0
s → K∗0K0

S data events. Left: Down-Down. Right:
Long-Long.

Due to the very low statistics of the B0 → K∗0K0
S decay, even considering to-

gether the signal and the S-wave, it is not possible to perform a fit to the angular
distribution. Hence the same systematics as for the B0

s→ K∗0K0
S is taken.
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Table 57.: Measured systematic uncertainties on measured yields from the interference be-
tween the signal and the non resonant components.

Yield K0
S Down-Down K0

S Long-Long
NB0→K∗0K0

S
2.9% 3.1%

NB0
s→K∗0K0

S
2.9% 3.1%

7.2.4 Fit bias

As discussed in Sec. 5.1 the maximum likelihood estimate is unbiased for a
large number of events. This is not the case for the size of the data sample avail-
able in this analysis. To determine the bias on the signal yield 1000 toy studies
are performed using the yields and PDF parameters from the fit to the data. The
residuals of the yields are then fitted with gaussian functions and the final system-
atic uncertainty on each yield is taken to be the absolute value of the mean plus
its uncertainty. The plots on Fig. 61 show the residuals and the gaussian function
used to fit the distribution, together with the results on the µ parameter. The yield
parameters of the B0

s do not show any particular bias. On the other hand the dis-
tributions for the yield parameters of the B0 show some bias, reflecting again the
problem of the likelihood fit with low statistics. The value of the bias for each
decay is then given in Tab. 58.

Table 58.: Absolute value of the fitted mean plus uncertainty of residuals from fits to 1000

toy data samples.

Decay K0
S Down-Down K0

S Long-Long
NB0→K∗0K0

S
0.4 0.1

NB0
s→K∗0K0

S
0.5 0.4

NB0→K0
Sπ+π− 2.0 1.8
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7.3 summary

In this section the systematic uncertainties are summarised. The systematics con-
tributing to the observation significance are given in Tab. 59-60. These are given in
terms of the absolute yield of the relevant decay. The systematics contributing to
the branching fraction measurements and limits, are given in Tab. 61-62 in terms
of the relative branching fractions. The uncertainties on the efficiency measure-
ments are quoted as additional sources of systematic uncertainty on the branching
fractions.

Table 59.: Summary of systematic uncertainties on the Down-Down K0
S yields, given in

terms of absolute number of events measured.

Contribution NB0→K0
SK±π∓ NB0

s→K0
SK±π∓ NB0→K0

Sπ+π−

Fit par. 0.4 0.5 4.0
Fit model 0.6 2.0 3.0
Fit bias 0.4 0.5 2.0
S-wave interference 0.06 0.6 −
Total 0.8 2.2 5.4

Table 60.: Summary of systematic uncertainties on the Long-Long K0
S yields, given in terms

of absolute number of events measured.

Contribution NB0→K0
SK±π∓ NB0

s→K0
SK±π∓ NB0→K0

Sπ+π−

Fit par. 0.2 0.2 4.0
Fit model 0.5 1.4 5.0
Fit bias 0.1 0.4 1.8
S-wave interference 0.03 0.8 −
Total 0.5 1.7 6.7
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Table 61.: Systematic uncertainties on the Down-Down K0
S branching fractions, relative to

the B0→ K0
S π+π− branching fraction. The fit systematic is from the combined

systematic contributions detailed in Tab. 59.

Contribution B0→ K∗0K0
S /B0→ K0

S π+π− B0
s→ K∗0K0

S /B0→ K0
S π+π−

Trigger 0.02 0.07

Selection 0.08 0.08

PID 0.01 0.01

Fit 0.36 0.11

Total 0.37 0.15

fs/ fd - 0.06

Table 62.: Systematic uncertainties on the Long-Long K0
S branching fractions, relative to

the B0→ K0
S π+π− branching fraction. The fit systematic is from the combined

systematic contributions detailed in Tab. 60.

Contribution B0→ K∗0K0
S /B0→ K0

S π+π− B0
s→ K∗0K0

S /B0→ K0
S π+π−

Trigger 0.09 0.07

Selection 0.11 0.10

PID 0.01 0.01

Fit 0.30 0.07

Total 0.33 0.14

fs/ fd - 0.06





8 R E S U LT S

In this chapter the final results about the significance of the signal and the mea-
surement of the branching ratio or the upper limit are given.

8.1 observation significance

To determine the signal yields an unbinned extended maximum likelihood fit
was used. Under this condition a commonly used method to determine the signifi-
cance of the signal is given by the likelihood ratio test [79]. The method consists in
building two likelihoods: the first (L) is the nominal one, with the default values
of the fit, the second (L0) has the number of signal yields fixed to zero. Given the
ratio of the two likelihoods

λ =
L0

L , (62)

Wilks’ theorem [79] states that the likelihood and the χ2 distribution are related by
the formula

−2 ln λ ≈ χ2, (63)

where ln λ is also known as Delta Log-Likelihood ∆ lnL. The significance of the
measurement expressed in standard deviations σ is given by

σ =
√

χ2. (64)

From the technical point of view the following procedure has been implemented:

• Perform many fits, fixing the signal yield to values in a sufficiently wide
range, including the nominal result and the null result. The scans are per-
formed separately for the two K0

S categories;

• Determine the ∆ lnL = ln(L(Nsig)/L(Nfix)), where L(Nsig) and L(Nfix) are
the likelihoods from the nominal fit and from the fit where the signal yield
is fixed to a given value;

131



132 results

• Convert the negative log likelihood to the likelihood;

• Convolve the likelihood with a gaussian of width equal to the total systematic
uncertainty on the signal yield, that is the systematic uncertainty related only
to the fit model;

• Convert again the likelihood into the negative log likelihood;

• Determine the significance as
√
−2∆ lnL;

• The combination for the two K0
S categories is performed summing the value

of the χ2 for each K0
S sample at the null hypothesis. The corresponding χ2

with two degrees of freedom is used to give a p-value. Then the equivalent
χ2 value with one degree of freedom and the corresponding significance are
found.

The profiles of the negative log likelihood for the B0
s → K∗0K0

S are shown in
Fig. 62. The dashed red line shows the −∆ lnL profile, which takes into account
only the statistical error. The solid blue curve shows the −∆ lnL distribution,
convolved with a Gaussian of width equal to the total fit systematic uncertainties
on the measured yields. The significance of each of the signals are reported in
Tab. 63.
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Figure 62.: Difference in the negative log-likelihood as a function of the signal yield for
(left) Down-Down and (right) Long-Long B0

s → K∗0K0
S . The red line corre-

sponds to the statistical scan whereas the blue line includes also the fit model
systematic uncertainties.

Since the B0 → K∗0K0
S is not significant only a limit is placed on the relative

branching fraction (Sec. 8.2). For the B0
s→ K∗0K0

S the combined significance is big-
ger than 5 σ, this corresponds to a first observation of this decay and a branching
ratio measurement is reported in Sec. 8.3.
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Table 63.: Signal significance (statistical only and including fit systematics) for B0
s→ K∗0K0

S

decays.

B0
s→ K∗0K0

S

DD LL Combined
Stat. significance 4.8 6.2 7.2
Tot. significance 3.8 4.9 6.1

8.2 upper limit

Since there is no evidence for the B0→ K∗0K0
S decay, a limit was calculated on

the relative branching fraction. A similar method to that used to determine the
significance of the signals is adapted in the following way.

• The master formula for the relative branching fraction is used to calculate
the yields of B0→ K∗0K0

S giving specific branching ratios values. The yields
in the fit were then fixed to these values so that the the likelihood scans for
the Down-Down and Long-Long categories are presented as a function of the
branching ratio;

• Each likelihood is convolved with a gaussian considering all sources of sys-
tematic uncertainties that are not correlated between Down-Down and Long-
Long;

• The Down-Down and Long-Long −∆ lnL scans are summed;

• The combined likelihood is convolved with a Gaussian considering the cor-
related systematics. Only the PID systematic is considered to be fully corre-
lated;

• The likelihood is integrated from 0 to infinity;

• The value of the branching ratio is the one such that the integral from 0 to
this value corresponds to 90% (or 95%) of the integral from 0 to infinity.

The final likelihood curve, plotted as a function of the relative branching fraction
is shown in Fig. 63. Also shown are the 90% and 95% confidence limits for the
branching ratio which read

B(B0→ K∗0K0
S )

B(B0→ K0
S π+π−)

< 0.012(0.015) at 90% (95%) CL. (65)
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Figure 63.: Integration of the combined Long-Long and Down-Down likelihood curves
(including systematic uncertainties) in the positive region to give 90% (red)
and 95% (red + blue) confidence level upper limits for B0→ K∗0K0

S .

8.3 branching ratio measurement

As the statistical evidence for the discovery of the B0
s → K∗0K0

S decay modes is
reached, a measurement of the branching fraction relative to the branching fraction
of the B0→ K0

S π+π− is given. The master formula for the branching ratio is

B(B0
s→ K∗0K0

S )

B(B0→ K0
S π+π−)

=
fd

fs
·

εB0
s→K∗0K0

S

εB0→K0
Sπ+π−

NB0
s→K∗0K0

S

NB0→K0
Sπ+π−

, (66)

where the efficiencies include all the efficiencies determined in Sec. 6. The value
used for the fs/ fd is that one coming from the combination of the hadronic and
semileptonic measurements [61]

fs/ fd = 0.259± 0.015.

A summary of the total selection efficiency and yield inputs entering the branch-
ing fraction calculations are given in Tab. 64 for each reconstruction category.

The results, given separately for Down-Down and Long-Long categories, read

B(B0
s→ K∗0K0

S )

B(B0→ K0
S π+π−)Downstream

= 0.19± 0.06(stat)± 0.03(syst)± 0.01( fs/ fd),

B(B0
s→ K∗0K0

S )

B(B0→ K0
S π+π−)Long

= 0.28± 0.07(stat)± 0.04(syst)± 0.02( fs/ fd).

The results are compatible within 1 standard deviation of the statistical and system-
atic uncertainties in quadrature. Then the obtained relative branching fractions are
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Table 64.: Summary of the efficiencies and yields used in the calculation of the branching
fractions. Uncertainties are only given for the statistical source of uncertainty
from the measured yields.

Input Down-Down K0
S Long-Long K0

S

εB0
s→K∗0K0

S
0.000174 0.000121

εB0→K0
Sπ+π− 0.000336 0.000117

NB0
s→K∗0K0

S
21± 6 25± 6

NB0→K0
Sπ+π− 828± 41 341± 23

averaged by weighting each K0
S reconstruction mode by its total uncertainty (except

the hadronisation fractions uncertainty, which is fully correlated for Down-Down
and Long-Long).

B(B0
s→ K∗0K0

S )

B(B0→ K0
S π+π−)

= 0.22± 0.06(stat)± 0.02(syst)± 0.01( fs/ fd).

The absolute branching fraction is calculated using the measured branching frac-
tion of the normalisation channel B(B0→ K0π+π−) = (4.96± 0.20)× 10−5 [17]

B(B0
s→ K∗0K0) = 10.9± 2.9(stat)± 1.0(syst)± 0.5( fs/ fd)± 0.4(BF).





9 S U M M A R Y A N D C O N C L U S I O N S

The B0
d,s → K∗0K0

S decays have been studied using pp collision data at a cen-
tre of mass energy of 7 TeV, recorded by the LHCb experiment during 2011 and
corresponding to an integrated luminosity of 1 fb−1.

The decay B0
s → K∗0K0

S is observed for the first time with a total significance of
6.1σ, which takes into account the statistical and the systematic uncertainties. The
B0→ K∗0K0

S signal instead is not found to be significant.

The absolute branching fraction or the limit measurements in terms of the well
measured B0→ K0π+π− branching fraction is determined for the two modes and
can be compared to the theoretical predictions. In Tab. 65 the theoretical values of
the branching fractions, calculated using the QCD factorization, the perturbative
QCD and a six quark effective Hamiltonian models, and the measured values
are reported. The naive combination of the theoretical predictions is obtained
summing the two values and considering for each source of uncertainty the sum
in quadrature.

Table 65.: Theoretical predictions, measurement and limit of B0
d,s→ K∗0K0

S decay branching
fractions given in units of 10−6. For the B0

s → K∗0K0
S measured value, the first

uncertainty is statistical and the second systematic. The limit on the B0→ K∗0K0
S

corresponds to the 95% CL limit.

Branching fraction QCDF [32] pQCD [33] Eff. Hamiltonian [30] Measured value
B(Bd → K̄∗K0) 0.70+0.18+0.28

−0.15−0.25 - - -
B(Bd → K∗K̄0) 0.47+0.36+0.43

−0.17−0.27 - - -
B(Bd → K∗K0) 1.17+0.40+0.51

−0.23−0.37 - - < 0.74

B(B0
s → K̄∗K0) 10.5+3.3+5.1

−2.8−4.5 7.3+2.5+2.1+0.0
−1.7−1.3−0.0 8.5+1.8+1.5

−2.1−1.6

B(B0
s → K∗K̄0) 10.1+7.5+7.7

−3.6−4.8 4.3+0.7+2.2+0.0
−0.7−1.4−0.0 7.1+0.2+1.3

−0.4−1.1

B(B0
s → K∗K0) 20.6+8.2+9.2

−4.6−6.6 11.6+2.6+3.0
−1.8−1.9 15.6+1.8+2.0

−2.1−1.9 10.9± 2.9± 1.0± 0.5± 0.4

The branching fraction of the B(Bd → K∗K̄0) decay is calculated only in the QCD
Factorization approach and given the large theoretical uncertainties the value is
compatible with the limit found in this thesis. The central value of the measured
B(B0

s → K∗K0) is very close to the prediction given by the perturbative QCD
model but also for this decay, due to the big uncertainties, it is in agreement with
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the other calculations. These results leads to the conclusion that it is not feasible
to look for deviations from the theoretical predictions until the calculations will be
more accurate. However the measured values serve also as input to the theory and
to further constrain possible New Physics sources.

Different questions arise about the future: how can the uncertainties be reduced?
Is it possible to use these kind of decays to have more information about CP violat-
ing phases? This analysis used the full 2011 LHCb data set, however in 2012 other
2 fb−1 of data were recorded at a centre of mass energy of 8 TeV, with a correspond-
ing increase of the bb cross-section. In addition in 2012 the trigger efficiency for
decays containing a K0

S was improved. Both these conditions can help to reduce
the statistical uncertainties.

Moreover CP violation studies are very appealing as crucial test of the SM and
a method to determine time-dependent CP asymmetries with non CP eigenstate
decays has been proposed in Ref. [80] and [81]. Taking into account the effective
flavour tagging efficiency of the order of 5% at LHCb, at least a few hundreds of
these decays would be needed to perform this kind of measurement.

Another possibility to study these decays is to exploit a full angular analysis,
which allows for the reduction of both statistical and systematic uncertainties. In
addition such analysis would increase the sensitivity to relative phases, giving the
possibility to search for CP violation beyond the Standard Model. This analysis is
currently under way in LHCb, using the entire sample of 2011 and 2012 data.



A DA L I T Z P LOT

The Dalitz plot [17] is a useful method to parametrize the phase space of a
spin-zero particle (B) decaying to three spin-zero particles (1,2,3). The daughter
particles can be paired in three possible ways, and the invariant masses of the
pairs are labelled m12, m23 and m13 . Any two of these are enough to remove the
remaining degrees of freedom and to completely determine the decay kinematics
in the parent particle rest frame. The scatter plot formed by plotting m2

ij against
m2

ik is referred to as a Dalitz plot, as shown in Fig.64. From the conservation of
energy and momentum all of the points in this plot should lie within a well-defined
kinematic limit.

Figure 64.: Dalitz plot for a typical three-body final state decay [17].

The decay rate dΓ of a particle with mass M, can be written in terms of the m2
ij

variables and the spin-averaged matrix element for the decayM as

dΓ =
1

(2π)3
1

8M
|M|2dm2

ijdm2
jk (67)
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Non-uniformities in a Dalitz plot provide invaluable insights into the nature ofM.
They suggest the presence of intermediate two-body resonances, whose typical
structure in the Dalitz plot depends on the angular momentum. For charmless B
meson decays the signal events populate regions near the edges and corners of the
Dalitz plot so that the conventional Dalitz plot is not the best parametrization to
describe efficiency variation. However it is possible to apply the concept of square
Dalitz plot, performing a transformation into new variables with range between 0
and 1:

m2
ijm

2
jk −→ |detJ|dm′dθ′ (68)

with

m′ ≡ 1
π

arccos

(
2

mjk −mmin
jk

mmax
jk −mmin

jk
− 1

)
(69)

θ′ ≡ 1
π

θjk (70)

where mmax
jk = mB − mi and mmin

jk = mj − mk are the boundaries of mjk. θjk is the
angle between i and the bachelor with opposite charge from the B flavour in the jk
rest frame. J is the Jacobian of the transformation.



B M C DATA C O M PA R I S O N

Data and Monte Carlo are compared for B0 → K0
S π+π− for events after the

BDT selection within ±3σ around the nominal B0 mass. Figs. 65 and 66 show the
comparison for variables used in the analysis.
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Figure 65.: Comparison of variables used in the analysis for the Down-Down K0
S .
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Figure 66.: Comparison of variables used in the analysis for the Long-Long K0
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