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In a recent paper [A. J. Window et al., Phys. Rev. Lett. 107, 016105 (2011)], it was proposed that
V2O3ð0001Þ is terminated by the so-called O3 termination, a reconstruction with a terminating distorted
hexagonal oxygen layer. We show that the surface is terminated by vanadyl (V═O) groups instead. This
conclusion is based on quantitative low-energy electron diffraction combined with scanning tunneling
microscopy, fast atom scattering, and density functional theory employing the Heyd-Scuseria-Ernzerhof
functional. New insights into the subsurface sensitivity of ion beam triangulation show that results
previously interpreted in favor of the O3 termination are reconcilable with vanadyl termination as well.
DOI: 10.1103/PhysRevLett.114.216101 PACS numbers: 68.35.B-, 61.05.jh, 68.47.Gh

Vanadium oxides find significant interest in basic
research and are of technological importance because of
their metal to insulator transitions and applications in
oxygen transfer catalysis [1–5]. The surface termination
is of decisive relevance for both classes of applications—
this is obvious for the area of catalysis, but the influence on
phase transitions, at least in near-surface layers, has also
been shown [6]. For V2O3ð0001Þ, a number of studies have
been published, but there is still an ongoing debate about
its termination [7–14].
For almost a decade, the V2O3ð0001Þ surface prepared

under ultrahigh vacuum (UHV) conditions was assumed to
be vanadyl terminated. This conclusion was based mainly
on the presence of an intense vanadyl signal in vibrational
spectra [7,8], but scanning tunneling microscopy (STM),
X-ray photoelectron spectroscopy, and near edge X-ray
absorption fine structure data also supported this view
[7,8,15]. However, recent studies employing ion scattering
and density functional theory (DFT) strongly favor the O3

termination [9–11].
Motivated by this controversy, we have performed an

extensive quantitative surface structure determination emp-
loying low-energy electron diffraction (LEED) and I-V
LEED combined with STM, as well as fast atom scattering
and DFT. Furthermore, we reinterpret the results of a
previous ion scattering study [10].
The hexagonal bulk unit cell of V2O3 gives rise to three

different possible terminations when cutting parallel to the
0001 plane: metal terminations with two vanadium atoms
[double metal (DM)] (� � �O3─V2─O3─V2) and one

vanadium atom [single metal (SM)] (� � �O3─V2─O3─V)
in the surface unit cell, respectively, and an oxygen
termination (� � �O3─V2─O3). DFT calculations indicate
that several reconstructions are energetically favorable over
the bulk terminations [12,13]. At low oxygen chemical
potential a vanadyl-covered surface (���O3─V2─O3─V═O)
is thermodynamically stable, while at higher oxygen
chemical potential incomplete V═O terminations form,
with ordered superstructures at 2=3 and 1=3 of the full
V═O coverage and finally an O3 termination completely
devoid of V═O groups. Compared to the bulklike, oxygen-
terminated surface, this O3 termination is reconstructed
with each second V atom from the second layer moved up
into the first layer (� � �O3─V─O3─V3─O3) as shown
in Fig. 1.
About 100 Å thick V2O3ð0001Þ films were prepared

on Au(111) by deposition of vanadium from an e-beam
evaporator with a rate of ∼0.7 Å=min in an O2 ambience,
followed by annealing in oxygen and finally in UHV for
a short time. Some films were afterwards oxidized by
annealing at elevated oxygen pressures. While films depos-
ited at 1 × 10−7 mbar< pðO2Þ < 1 × 10−6 mbar show a
(1 × 1) LEED pattern, a ð ffiffiffi

3
p

×
ffiffiffi

3
p ÞR30° superstructure

appears after exposure to higher O2 pressures. This is the
first clear evidence that none of the prepared layers was O3

FIG. 1 (color online). Structural model (V gray and O red) of
surface terminations predicted by DFT.
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terminated, since the oxygen content in the O3 structure is
higher than in the ð ffiffiffi

3
p

×
ffiffiffi

3
p ÞR30° phase. At even higher

oxygen pressure, the film disappeared, probably through
formation ofV2O5, which sublimates at above∼800 K [16].
An overview of the observed phases is shown in Fig. 2.
While the ð ffiffiffi

3
p

×
ffiffiffi

3
p ÞR30° termination can easily be

identified by LEED, both the V═O-covered surface and the
O3 termination exhibit identical reflex patterns. Thus, I-V
LEED analysis was used to differentiate between these
structures and to determine the positions of the atoms at the
surface. For this study, the intensities of 32 diffraction spots
were recorded. Averaging over symmetry equivalent spots
and different domains yielded eight different beams over a
combined energy range of 1819 eV. Beam damage was
minimized by use of a LEED system with a microchannel
plate detector, reducing electron currents to the surface to
less than 10 nA. I-V curves were calculated with a modified
version of the SATLEED package of Barbieri and van Hove
[17]. The Pendry R factor [18] was used to quantify the
agreement between theory and experiment—a smaller R
factor means better agreement. The structures were refined
by minimization of the R factor using a covariance matrix
adaptation evolution strategy as implemented in the SHARK

library [19]. Depending on the structural model, 15–17
atomic coordinates and three to five Debye temperatures as
well as the imaginary and real parts of the inner potential
and a linear background of the experimental data were
selected as refinement parameters.
A total of 14 different structures with varying interlayer

distances (five SM, five V═O, two DM, and two O3

[11,12,20,21]) were selected as start structures for the
refinement. Out of all models, coordinates published by
Czekaj, Hermann, and Witko [20] for a V═O-terminated
surface led to the smallest R factor after refinement
(R ¼ 0.12) [22]. In contrast, the smallest R factor for the
O3 termination is 0.36. The corresponding I-V curves
shown in Fig. 3 visualize the good agreement between the

V═O simulation and the experiment, while there are clear
deviations from the experimental curves for the best-fit
simulation of the O3 termination.
STM images obtained for the (1 × 1) phase always

show a hexagonal lattice (Fig. 4). This type of STM image
is consistent with Tersoff-Hamann simulations for a
fully vanadyl-covered surface, while the triangular features
characteristic of an O3 termination [11] or a bulklike
oxygen termination [23] were never seen. Figure 4(a)
shows an image taken directly after recording the I-V
curves shown in Fig. 3. The bright triangular features are
attributed to a slight reduction of the surface. In Fig. 4(b), a
slightly oxidized surface is imaged. Herein dark depres-
sions correspond to missing V═O groups [8].

FIG. 2 (color online). Experimentally observed surface phases
as a function of the preparation conditions.

FIG. 3 (color online). Calculated I-V LEED curves (green and
red) and experimental data (black) for the eight symmetry
inequivalent beams.

FIG. 4 (color online). Atomically resolved STM images of
the V2O3ð0001Þ surface. (a) Slightly reduced layer; (b) slightly
overoxidized layer. 10 × 10 nm2, 2 V, and 0.1 nA.
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Further evidence is provided by grazing angle scattering
of 2 keV He atoms. In this experiment the flux of specu-
larly reflected He atoms was recorded as a function of the
azimuthal rotation of the sample for a polar incidence angle
of 1° with respect to the surface plane. Incidence along a
principal axis, i.e., for scattering along a line of densely
packed atoms, leads to a broadening of the angular distri-
bution and thus to a reduction of the flux in the specular
direction. In Fig. 5, this flux is plotted for Au(111) (upper
panel) and a V2O3ð0001Þ film (lower panels). The data are
compared with simulations based on classical trajectories
using a superposition of atomic pair potentials as described
elsewhere [24]. For the vanadyl termination (blue curve)
good overall agreement is observed, whereas the close pack-
ing of surface oxygenatoms in theO3model (red curve) leads
to narrow axial channels with little lateral deflection of
scattered projectiles for most directions. The simulated curve
deviates significantly from the experimental one.
This finding seems to be in conflict with a recent ion

beam triangulation study [10] which favored the O3

termination. In this study, electron emission following
the grazing scattering from the surface of 25 keV H atoms
was recorded as a function of the azimuthal surface
orientation. For close-packed crystal surfaces, thin films,
and adsorbate systems, a high surface sensitivity of ion
beam triangulation has been demonstrated [25,26].
However, for one monolayer of the amino acid alanine
on Cu(110) [24], a curve similar to that for the clean

substrate was obtained, whereas from triangulation, based
on the specular flux of 2 keV He atoms, information on
the position of the topmost methyl groups is obtained.
A similar issue may also be in effect for the V2O3ð0001Þ
surface, where the relatively sparsely distributed vanadyl
groups may affect the emission of electrons to a lesser
extent than previously assumed.
Since DFT has been invoked to support the O3 surface

termination [9], we examine the sensitivity of DFT results
with respect to the choice of the exchange-correlation
functional, specifically with respect to Fock exchange.
The screened hybrid functional after Heyd, Scuseria, and
Ernzerhof (HSE) [27] with a range-separation parameter of
0.207 Å−1 was used. Spin polarization was not included,
because at ambient temperature V2O3 is a nonmagnetic
metal crystallizing in the rhombohedral corundum struc-
ture. Our spin-unpolarized DFT calculations use the VASP

code and employ projector-augmented plane waves (PAWs)
up to a kinetic energy of 600 eV [28–30]. The electron-ion
interaction was described by using PAW pseudopotentials
with 3p63d34s2 and 2s22p4 as valence electrons for V and
O, respectively. Symmetric slab models of the primitive
surface unit cell with a lattice constant of 4.933 Å (HSE
equilibrium lattice constant) and 30 atomic layers were
used, and a vacuum layer of approximately 10 Å was
employed to separate periodic images of the slabs. To
model the bulk, two innermost V atoms and one neighbor-
ing O trilayer per V were kept frozen at bulk positions.
Forces acting on the atoms in the remaining 26 layers were
relaxed to better than 0.05 eV=Å. To sample the surface
Brillouin zone, Γ-centered Monkhorst-Pack meshes using
ð2 × 2Þk points were used. Energies obtained by using a
ð4 × 4Þk mesh (single points) consistently shifted the
intercepts of the linear equations for surface energies by
less than 6 meV=Å2; thus, the results did not change
qualitatively.
Schwingenschlögl and co-workers found that lowering

the amount of Fock exchange (FX) from 25% to 10% in the
HSE hybrid functional results in a more balanced descrip-
tion of the VO2 bulk phases [31]. However, we found
that HSE using the “as defined” amount of FX of 25%
outperforms the Perdew-Burke-Ernzerhof (PBE) [32] func-
tional, which is based on the generalized-gradient approxi-
mation (GGA) and does not include Fock exchange. HSE
heats of formation for V2O3, V2O4, and V2O5 agree better
with observed values than PBE results. Also, the oxidation
of V2O3 to V2O4 is better described by using the HSE
functional [33]. We do not claim that a simple hybrid
functional like HSE consistently captures the complex
physics of V2O3 mostly driven by Coulomb correlation
effects, but based on the aforementioned thermochemical
results we believe that HSE surface stabilities are more
reliable than results obtained by using the PBE or the
closely related Perdew-Wang 1991 GGA-type functionals
used in earlier work [12]. Recent HSE results by Rubio

FIG. 5 (color online). Intensity of specularly reflected 2 keV
He atoms (black curve) from Au(111) and a V2O3ð0001Þ thin
film as a function of the azimuthal angle as well as simulations
for the vanadyl (blue curve) and O3 termination (red curve)
of V2O3ð0001Þ.
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and co-workers [34], which describe the metal-insulator
transition in paramagnetic V2O3 correctly, provide further
support for our findings.
When adding some FX to the GGA-based functional, the

highest oxygen chemical potential, for which V═O termi-
nation is calculated to be thermodynamically favorable,
increases from −2.3 (which is exactly the same as the PBE
functional, i.e., no FX) through −1.9 (HSE with 10% FX)
to −1.2 eV (HSE with 25% FX).
The phase diagram calculated with HSE is shown in

Fig. 6. Phase diagrams for pure GGA as well as for 10% FX
are provided in Supplemental Material [35]. The oxygen
chemical potential ΔμOð12O2Þ uses half of the total energy
of the O2 molecule as a reference. Tabulated values for the
enthalpy H and entropy S at the temperature T were used
[36]. Further details on the pressure and temperature
dependence of ΔμO can be found in Refs. [37,38]. Black
arrows at the bottom refer to the stable bulk phases at the
respective chemical potentials, while the bold lines above
indicate the expected surface terminations. Figure 6 shows
that the V═O termination is predicted to be thermody-
namically stable over a wide range of oxygen chemical
potentials. As also shown previously [12], the V═O termi-
nation cannot be reduced by heating in UHV, since the
required potential is too negative to be realized experi-
mentally. While conditions that would favor the O3 termi-
nation are experimentally accessible, the stable bulk phase
expected under these conditions is already V2O5, in agree-
ment with the findings summarized in Fig. 2, which
indicate that the oxide layer sublimates. We note that,
according to the DFT calculations, V2O3 is not the equili-
brium bulk phase for all preparation conditions employed
in this study. This is a hint that the formation of higher
oxides is just prevented by kinetic limitations.

In conclusion, we have shown that the V2O3ð0001Þ
surface, prepared under standard UHV conditions, is
terminated by vanadyl groups. I-V LEED measurements
and fast atom scattering are clearly in favor of this
termination, like the STM results. Recent ion beam
triangulation results are also reconcilable with a vanadyl-
terminated surface.
In a recent study, Window et al. [9] proposed that the

surface might be terminated by an equilibrium mixture of
O3 and V═O areas with a small V═O contribution in order
to explain the presence of the V═O stretching vibration in
vibrational spectra. Neither our STM studies, which always
show the presence of a single phase for well-prepared
layers, nor our DFT calculations, which predict the vanadyl
termination to be stable under the relevant conditions,
support this conclusion. DFT shows that the O3 termination
is drastically destabilized. Even if one assumes an error of
several hundred meV in the chemical potential of oxygen,
which corresponds to several orders of magnitude of an
error in the pressure, a phase equilibrium between V═O
and O3 with a noticeable contribution of the O3 phase
cannot be reached. This is in marked contrast to previous
DFT studies [12,13] and can be attributed to the higher
accuracy of the HSE hybrid functional as shown by,
compared with experiment, improved formation enthalpies
of bulk VxOy phases [33].
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