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Abstract

Models that combine quantum mechanics (QM) with machine learning (ML) promise
to deliver the accuracy of QM at the speed of ML. This hands-on tutorial introduces
the reader to QM/ML models based on kernel learning, an elegant, systematically non-
linear form of ML. Pseudo-code and a reference implementation are provided, enabling
the reader to reproduce results from recent publications where atomization energies of
small organic molecules are predicted using kernel ridge regression.
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“The underlying physical laws necessary for the mathematical theory of a large
part of physics and the whole of chemistry are thus completely known, and the
difficulty is only that the exact application of these laws leads to equations much
too complicated to be soluble. It therefore becomes desirable that approximate
practical methods of applying quantum mechanics should be developed.”

Paul A.M. Dirac1

1 Introduction

This tutorial is meant to provide a short, practical introduction to interpolation of numerical
quantum chemistry results using kernel-based machine learning methods. It has three parts:
The introduction, explaining key ideas and providing context, a theory part, where kernel-
based machine learning is introduced using the example of kernel ridge regression, and, a
practical part that provides a worked example of how to predict atomization energies of
small organic molecules. Exercises, marked by B, invite the reader to immediate practical
experience with the subject. Algorithms are given in pseudo code for easy implementation.
The supplementary material also provides a basic implementation of the used routines in
Mathematica 2, a notebook with solutions to exercises, as well as a dataset to work with.
Table 1 provides a glossary of used acronyms and notation.

1.1 Why QM/ML models?

Quantum mechanics (QM) provides a theory of matter at the atomic scale, and numer-
ical solutions to Schrödinger’s equation allow for calculation of virtually any property of
a system. So why aren’t more problems in materials science, organic chemistry, or bio-
chemistry solved computationally? A major problem is the computational effort required,
which increases so rapidly with system size that for solutions in agreement with experi-
ment one is limited to small systems. As pointed out early last century by Paul Dirac1,
this situation necessitates approximations, trading in accuracy or generality for computa-
tional efficiency. Many such approximations were made, both on a conceptual level, such
as the Born-Oppenheimer approximation, and on a numerical level, leading to a variety of
approaches to solve Schrödinger’s equation approximately (Table 2). To drive home the
importance of differences in asymptotic runtime, consider doubling a system’s size: For a
coupled cluster method with runtime O(n7), runtime increases by a factor of 27 = 128,
whereas for a density functional theory method with runtime O(n3) it increases only by a
factor of 8. Even so, after a few doublings one is bound to run out of computing resources.

So what to do when one requires the accuracy and wide applicability of higher level
QM methods for a large system, or, a large number of small systems? Linear-scaling QM
methods3 might offer an alternative by exploiting locality for an excellent O(n) asymptotic
runtime, but are not applicable to all systems and can have large prefactors. Another strategy
is to use machine learning for fast and accurate approximations of QM solutions.
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Table 1: Acronyms and notation. Vectors and matrices are typeset in bold font.

Term Meaning

Acronyms

ANN artificial neural network
DFT density functional theory
GPR Gaussian process regression
KRR kernel ridge regression
MAE mean absolute error
ML machine learning
PES potential energy surface
QM quantum mechanics (& chemistry)
RMSE root mean square error

General mathematics

R real numbers
N natural numbers
〈·, ·〉 inner product
xT Transpose of vector, row ↔ column
MT Transpose of matrix, MT

ij = Mji

I identity matrix, (I)ij = δij
δij Kronecker delta, 1 if i = j, 0 if i 6= j
δcond Kronecker delta, 1 if cond is true
∇v gradient with respect to v

‖·‖ Euclidean norm, ‖x‖ =
√∑

i |xi|2
R Pearson’s correlation coefficient
O(·) Landau notation for scaling
E[X] Expectation value of X

Term Meaning

Machine learning

n number of training examples
ñ number of prediction examples
xi i-th training input, xi ∈ Rd

x̃j j-th prediction input, x̃j ∈ Rd

x̃ a prediction input, x̃ ∈ Rd

X matrix of training inputs (rows)

X̃ matrix of prediction inputs (rows)
X input space, here vector space Rd

y training outputs (labels), y ∈ Rn

ỹ prediction outputs (labels), ỹ ∈ Rñ

Y output space, here Y = R
k kernel function, k : X × X → R
φ map from input to feature space
H feature space, a Hilbert space
K kernel matrix, kij = k(xi,xj)
L kernel matrix, lij = k(xi, x̃j)
M kernel matrix, mij = k(x̃i, x̃j)
α regression coefficients, α ∈ Rn

β regression coefficients, β ∈ Rd

λ regularization strength, λ ∈ R
σ length scale, σ ∈ R
L loss function, L : Y × Y → R
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Table 2: Hierarchy of numerical approximations to Schrödinger’s equation. Runtimes (scal-
ings) have illustrative character, and depend on implementation. Note that the used Landau
notation describes asymptotic behaviour for N → ∞ only; in particular, prefactors are not
shown, but can have substantial impact in practice. Here, N is system size, e.g., number of
atoms, electrons, or basis functions.

Abbrev. Method Runtime
FCI Full Configuration Interaction (CISDTQ) O(N10)
CC Coupled Cluster (CCSD(T)) O(N7)
FCI Full Configuration Interaction (CISD) O(N6)
MP2 Møller-Plesset second order perturbation theory O(N5)
QMC Quantum Monte Carlo O(N3) – O(N4)
HF Hartree-Fock O(N3) – O(N4)
DFT Density Functional Theory (Kohn-Sham) O(N3)
TB Tight Binding O(N3)
MM Molecular Mechanics O(N2)

Machine learning (ML)4–8, a subfield of artificial intelligence, studies algorithms whose per-
formance improves with data (“learning from experience”).4 Its main concerns are the sys-
tematic identification and exploitation of regularity (non-randomness) in data for prediction
or analysis. It has been successfully applied in a wide variety of fields, including brain-
computer interfaces9, recommender systems10, robotics11, and chemistry12, in particular
cheminformatics13. Widely known algorithms include artificial neural networks14–16 and
support vector machines17. ML can be used in a variety of settings; this tutorial focuses
on the supervised learning problem, where one learns a mapping (function) from inputs x
to labels y, given a training set of n reference pairs {(xi, yi)}ni=1. Examples of such prob-
lems in QM are ab initio molecular dynamics, where one learns the potential energy surface,
mapping system configurations to their energy; orbital-free density functional theory, where
one learns the map from electronic densities to their kinetic energy; and, molecular property
prediction, mapping molecules to property values. At its core, much of this is interpolation
between data points, often in high-dimensional spaces, based on some notion of similarity
between inputs (cf. the “similarity principle”18 in cheminformatics). As such, ML is inher-
ently data-driven and highly empirical. Some ML methods, in particular modern ones like
kernel-based learning, also have strong theoretical underpinnings (e.g., learning theory19).
In this sense, ML is empirical in a principled way.

1.2 The key idea

QM/ML models exploit redundancy in a series of QM calculations by using ML to interpolate
between reference calculations (Fig. 1). When doing the same QM calculation for a series
of similar systems, these calculations contain redundant information due to the similarity of
the systems (the same calculation is repeated for slightly different inputs, yielding correlated
outputs). Examples are running a molecular dynamics simulation (conformational changes),
and, calculating a property for a series of molecules with common scaffold or substituents

5



p
r

o
p

e
r

t
y

æ

æ

æ

æ

æ

æ

molecular structure

Figure 1: Sketch illustrating the idea of QM/ML models for prediction of molecular prop-
erties. Results of computationally demanding QM calculations (“ground truth”, black line)
are approximated by interpolating (ML, dashed line) between reference calculations (training
data, dots).

(changes in chemical space20,21). This redundancy can be exploited by doing only some of
the QM calculations and interpolating between them to obtain approximate solutions for
the remaining systems.∗ The usefulness of this approach depends on the error incurred due
to the approximation and the computational cost of obtaining it.

1.3 Related work

Interpolation of ab initio potential energy surfaces (PES) has a long history, dating back
maybe as far as the middle of the last century, when computers were first used for QM. The
topic is related to, among other subjects, parametrization of force fields, with the major
difference being the used functional form, and, cheminformatics, in particular quantitative
structure-activity/property relationships (QSAR/QSPR),13 where outcomes of experimental
measurements are interpolated, with the main difference being the large uncertainties in the
reference values fitted to.

In the early 1990s, artificial neural networks (ANN) started being used for interpolation
of PES of single systems, and have since developed into powerful tools for large-scale molec-
ular dynamics simulations.27–30 A variety of other approaches, including Shepherd interpo-
lation31–33, cubic splines34, moving least-squares35,36, and symbolic regression37, were used
as well. Predating the introduction and formalization of the kernel learning framework,38,39

concepts like regularization were used early on, e.g., by H. Rabitz40–42. Interpolation be-
tween QM results for different systems, e.g., molecular property estimates, started roughly
a decade later with usage of ANN to predict correlation energies43 and bond dissociation
enthalpies44. Later, other methods such as support vector machines were used as well.45,46

The last years have witnessed publication of and application to large datasets47–50, the in-

∗An alternative to ML for exploiting such alchemical changes 22,23 is to use gradient information, e.g., in
the form of Taylor series expansions in chemical space.24–26
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troduction of further kernel-based ML methods, such as Gaussian process regression (GPR),
e.g., for estimating multipoles51 and PES interpolation52, as well as new applications of
QM/ML models, such as mapping electron densities to kinetic energy for orbital-free density
functional theory53–55 and optimization of transition state theory dividing surfaces56.

One of the most important aspects of a QM/ML model is how a system, be it molecular
or periodic, is numerically represented for interpolation. A wide variety of representations
has been used, including symmetry functions,27 ad hoc descriptors,57–59 Fourier expansions
of radial basis functions,60 smooth overlap of atomic positions,52,61 and the Coulomb ma-
trix50,62–66.

2 Machine learning

At its core, much of ML is interpolation between data points. So, is ML just a fancy word
for fitting? Not quite. ML encompasses a wide variety of formal problems and algorithms
for their solution. For QM/ML models, the most important problem is regression, a super-
vised learning problem. An example of another problem relevant in a chemical context is
dimensionality reduction,67 an unsupervised learning problem, related to, e.g., identification
of reaction coordinates (collective variables).68

Regression is a supervised learning problem: Given a set of n observations (the training
data) {(xi, yi)}ni=1, consisting of inputs xi ∈ X and corresponding outputs yi ∈ Y (the
labels), predict the label ỹ for new inputs x̃. For X = Rd and Y = R, this is ordinary
multiple regression. Note that all observations (xi, yi), (x̃, ỹ) are assumed to be independent
and identically distributed, an assumption often violated in practice.

The problem of learning a function from a finite sample of its values has no unique
solution (there are infinitely many functions that are “compatible” with the training data),
and additional assumptions have to be made. In ML, one usually assumes smoothness, which
leads to regularization.69 Essentially, one chooses the simplest model that is compatible with
the data (Occam’s razor).

2.1 Learning with kernels

Kernel-based ML methods, the focus of this tutorial, have become widely popular since
their introduction in the 1990s.∗ They have strong theoretical foundations, and tend to be
somewhat easier to set up in practice than their main competitor, artificial neural networks;
for an introduction to the latter, see the tutorial review by Jörg Behler30. Only concepts
required for the tutorial are introduced here; for further information, consult Refs. 71–73.

The basic idea of kernel-based ML is to derive non-linear versions of linear ML algo-
rithms in a systematic way. This is done by (implicitly) mapping the inputs into a higher-
dimensional space and applying the linear algorithm there (Fig. 2). This approach has two
immediate problems: Computational complexity, and how to find the right mapping.

∗ The support vector machine was the first widely successful kernel algorithm, introduced by Boser,
Guyon & Vapnik in 1992.38 The involved concepts had been investigated since the 1960s, e.g., the first use
of kernels in ML by Aizerman, Braverman & Rozonoer in 1964.70 (see chapter 6.5 in ref. 17).
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Figure 2: Linear separability via a nonlinear mapping into a higher-dimensional space. Left:
In input space R, samples from two classes (blank and grey disks) are not linearly separable.
Right: The nonlinear function x 7→ (x, sinx) maps the samples into the higher-dimensional
space R2, where samples are linearly separable (by the x-axis).

Example Consider the mapping φ : Rp → Rpd which maps x to the space of all ordered
monomials of degree d, e.g., for p = d = 2, φ

(
(x1, x2)

)
= (x2

1, x1x2, x2x1, x
2
2). The size pd of

the space mapped into (the feature space) depends polynomially on the size p of the input
space. For p = 120 and d = 3, the size of the feature space is already 1203 = 1 728 000. Other
mappings, e.g., from the Gaussian kernel, are into feature spaces of infinite dimension. For
such mappings, explicit computations in feature space are computationally either infeasible
or impossible.

The kernel trick offers a solution to this problem based on two observations: First, most linear
ML algorithms can be rewritten to use only inner products between inputs (these contain
information about norms, angles, and distances, i.e., about relations between inputs). This
reduces the problem of arbitrary computations with feature space vectors to computing inner
products between them. Second, functions called kernels operate on input space vectors, but
yield the same results as inner product evaluations in feature space. In other words, one
can replace evaluation of inner products in feature space by evaluations of a kernel function
in input space. Combined, these two observations elegantly sidestep the problem of explicit
computations in feature space.

2.2 Kernel functions

Kernel functions allow replacing computations in feature space by computations in input
space giving identical results. This is achieved via inner products, which generalize geometric
concepts like length, angle, and orthogonality. For a real vector space V , a function 〈· , ·〉 :
V × V → R is an inner product if and only if for all a, b, c ∈ V , α ∈ R holds

• 〈a,a〉 ≥ 0 (non-negativity) and 〈a,a〉 = 0⇔ x = 0,

• 〈a, b〉 = 〈b,a〉 (symmetry),

• 〈a+ b, c〉 = 〈a, c〉+ 〈b, c〉 and 〈αa, b〉 = α 〈a, b〉 (linearity).

The pair (V , 〈· , ·〉) is called an inner product space. Two vectors a, b ∈ V are orthogonal if
and only if their inner product is zero, a ⊥ b ⇔ 〈a, b〉 = 0. In a real inner product space
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(V , 〈· , ·〉), the angle θ (measured in radians) between two non-zero a, b ∈ V is defined as

θ ∈ [0, π] such that cos θ =
〈a, b〉
‖a‖ ‖b‖

. (1)

An inner product 〈· , ·〉 can be used to construct a norm (and corresponding metric) via
‖a‖2 = 〈a,a〉. Conversely, given a norm ‖·‖ on X , ‖a‖2 = 〈a,a〉 if and only if the parallel-
ogram identity ‖a+ b‖2 + ‖a− b‖2 = 2

(
‖a‖2 + ‖b‖2) holds; the Euclidean norm is the only

Lp-norm satisfying this identity.74

A kernel is a function that corresponds to an inner product in some feature space H.
Formally, k : X × X → R is a kernel if and only if there exists a map φ : X → H such that

∀a, b ∈ X : k(a, b) = 〈φ(a), φ(b)〉 . (2)

It is not necessary to know φ or H explicitly, their existence is sufficient. Using a kernel,
inner products in high-dimensional feature spaces can be implicitly computed as kernel val-
ues in input space, thereby alleviating the computational complexity issue due to feature
space dimensionality. Kernels are characterized by the positive definiteness property. A real
symmetric matrix K ∈ Rn×n is positive definite if and only if

∀c ∈ Rn : cTKc =
n∑

i,j=1

cicjKi,j ≥ 0. (3)

K is strictly positive definite if and only if equality occurs only for c = 0. Positive definite
and strictly positive definite matrices are also called positive semidefinite and positive definite
matrices, respectively; corresponding care has to be taken when consulting the literature.

The Gram matrix of vectors x1, . . . ,xn is the n × n matrix K of their inner products,
Ki,j = 〈xi,xj〉. A function k : X ×X → R that has (strictly) positive definite Gram matrix
for all x1, . . . ,xn ∈ X , n ∈ N is called (strictly) positive definite. Inner products are positive
definite due to

n∑
i,j=1

cicjk(xi,xj) =

〈 n∑
i=1

ciφ(xi),
n∑
j=1

cjφ(xj)

〉
≥ 0. (4)

Vice versa, it can be shown that every positive definite function corresponds to an inner
product in some inner product space (via reproducing kernel Hilbert spaces and the Moore-
Aronszajn theorem75). Proper kernels are therefore characterized by positive definiteness.∗

Criteria for the positive definiteness of matrices other than Eq. 3 include Sylvester’s criterion
(K is strictly positive definite if and only if its leading principal minors are positive; it is
positive semidefinite if and only if all of its principal minors are non-negative77), and, the
eigenspectrum of a matrix: K is (strictly) positive definite if and only if all of its eigenvalues
are non-negative (positive).

∗ Historically, kernels satisfying Mercer’s theorem76 were used. Such functions correspond to inner
products, but not all functions corresponding to inner products satisfy the theorem’s conditions.
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2.3 Specific kernels

The linear kernel k(x, z) = 〈x, z〉 is arguably the simplest kernel, with identical input and
feature space, φ(x) = x. Using the linear kernel results in an equivalent of the original linear
algorithm. For a new problem, this is the first kernel to try.

B Linear kernel yields original model Given a kernel-based ML model (Eq. 14) f(x̃) =∑n
i=1 αik(xi, x̃), where αi are regression coefficients, xi ∈ Rd are training inputs, and x̃ ∈ Rd

is the input to predict, show that for the linear kernel this yiels the linear regression model
f(x̃) =

∑d
j=1 βjx̃j (Eq. 8).

The Gaussian kernel (also squared exponential kernel, radial basis function kernel) is a
popular default choice for non-linear kernel models:

k(x, z) = exp

(
−‖x− z‖

2

2σ2

)
, (5)

where σ > 0 is a hyperparameter defining the length scale on which the kernel operates. The
Gaussian kernel is a good kernel to try after the linear kernel, as it performs reasonably well
for many problems. It maps into an infinite-dimensional feature space.78 To understand the
behaviour of the Gaussian kernel, consider the limiting cases

lim
σ→0

k(x, z) = δx=z and lim
σ→∞

k(x, z) = 1. (6)

In the first case, all inputs are mapped into different dimensions orthogonal to each other,
leading to overfitting. In the second case, all inputs are mapped into a single point, leading
to underfitting. For intermediate values of σ, the kernel value depends on ‖x− z‖, ap-
proaching 1 for ‖x− z‖ → 0, and 0 for ‖x− z‖ → ∞. Samples that are close in input space
are therefore correlated in feature space, whereas faraway samples are mapped to orthogonal
subspaces. In this way, the Gaussian kernel can be seen as a local approximator, with scale
dependent on σ (Fig. 3).

The Laplacian kernel performed better than the Gaussian kernel for prediction of molecular
properties in some studies.63–65 Like the Gaussian kernel, it is an exponential function,

k(x, z) = exp

(
−‖x− z‖1

σ

)
, (7)

but uses the 1-norm ‖z‖1 =
∑d

i=1 |zi| instead of the Euclidean norm.
Fig. 4 presents plots of the linear, Gaussian, and Laplacian kernels as functions k(0, x)

of a single variable x (left column), similar to basis functions placed at the origin, providing
some intuition about their shape (note the influence of the hyperparameter σ). The figure
also shows functions randomly sampled from a stochastic process using the corresponding
kernel as covariance function (right column). These provide an intuition about the shape of
functions that can be modeled with each kernel.
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Figure 3: Dependence of the Gaussian kernel on length scale hyperparameter σ. Shown are 5
isolines (having different values in the three plots; solid lines) of a Gaussian mixture model
g(x) = 1

3

∑3
i=1 k(xi,x) for three data points x1, x2, x3 (disks), with k from Eq. 5. Graylevels

indicate the density of g, with darker values corresponding to higher densities.

2.4 Linear regression

Multiple linear regression A linear model in d dimensions is given by a linear combination
of these dimensions, each weighted by a regression coefficient βi:

f(x̃) =
d∑
i=1

βix̃i = 〈β, x̃〉 . (8)

Note that Eq. 8 contains no bias term +b, and thus can model only functions that pass
through the origin. Having a bias term is equivalent to centering both inputs and labels,
i.e., working with x̃− 1

n

∑n
i=1 xi and ỹ− 1

n

∑n
i=1 yi instead of x̃ and ỹ. From now on, this is

assumed to be the case (without loss of generality, since training set means can be subtracted
before training, then added for predictions).

Ideally, one would like to find coefficients β that minimize the generalization error, i.e.,
the average error on new inputs. However, the distribution of samples is usually not known,
and one has access only to the finite training set {(xi, yi)}ni=1, where (xi, yi) ∈ Rd × R.
Therefore, the empirical error is minimized instead, i.e., the error on the training set:

L(X,y) =
n∑
i=1

(
f(xi)− yi

)2
, (9)

where X is the input matrix with rows xi. Note that Eq. 9 constitutes a specific choice of
error, or loss, namely the squared error. The resulting convex optimization problem

arg min
β∈Rd

n∑
i=1

(
〈β,xi〉 − yi

)2
(10)

is solved by setting its gradient to zero,

∇β
n∑
i=1

(
〈β,xi〉 − yi

)2
= 0 ⇔

n∑
i=1

〈β,xi〉xi −
n∑
i=1

yixi = 0

⇔ XTXβ = XTy ⇔ β =
(
XTX

)−1
XTy, (11)
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Figure 4: Examples of different kernel functions k. Shown are k(0, x) as a function of x (left)
and random samples from a Gaussian process with k as covariance function (right).
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provided that the inverse exists. One problem of this approach is that the training data are
fitted exactly. This means that label noise (e.g., numerical deviations in the calculated prop-
erties due to different implementations or settings, or meaningless last bits of yi beyond the
accuracy of the QM method) is fitted exactly as well. Exact fitting of such small differences
often leads to large coefficients βi that almost cancel on the training data, but cause large
errors for new inputs. This is one form of overfitting.79

Ridge regression 8,80 is linear regression with added regularization to prevent overfitting.
Regularization shrinks the regression coefficients towards each other and towards zero, mit-
igating the overfitting effect described before. It increases bias, but reduces variance (cf.
bias-variance trade-off81). Ridge regression adds a penalty term to Eq. 10, resulting in

arg min
β∈Rd

n∑
i=1

(
〈β,xi〉 − yi

)2
+ λ ‖β‖2 , (12)

where λ ≥ 0 is a hyperparameter determining strength of regularization. The norm of the
coefficient vector ‖β‖ is in some sense related to the smoothness and the complexity of the
model f , with larger values of λ leading to smoother and simpler models. Analogous to the
derivation of Eq. 11, solving for β yields

β =
(
XTX + λI

)−1
XTy, (13)

where I denotes the identity matrix. Unlike in Eq. 11, the inverse always exists for λ > 0.
Note that Eq. 13 determines all the parameters β of the model, but not the hyperparameter λ.

B Ridge regression solution Solve Eq. 12 to obtain the closed-form expression in Eq. 13.

2.5 Kernel ridge regression

Applying the kernel trick to ridge regression results in kernel ridge regression (KRR), a
non-linear version of ridge regression, where the type of non-linearity is determined by the
kernel. Note that it is only necessary to derive and implement the algorithm once; after
that, using it with another kernel will effectively provide a different non-linear version of
ridge regression.

The kernel trick can be applied to any linear ML algorithm that depends only on inner
products of the inputs. Examples of other algorithms that have been “kernelized” include
support vector machines,17,38 principal component analysis,39 Gaussian process regression,82

and partial least squares.83,84

Kernel learning algorithms are implicitly carried out in feature space H. Since feature
vectors φ(x) ∈ H are not directly accessible (only their inner products are), kernel models
are not expressed as a sum over dimensions, as in Eq. 8, but as a sum over training examples,

f(x̃) =
n∑
i=1

αik(xi, x̃). (14)
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The representer theorem 85 guarantees that this is always possible. Intuitively, although the
dimensionality of H can be high, the solution lives in the finite span of the projected training
data, enabling a finite representation. The corresponding convex optimization problem is

arg min
α∈Rn

n∑
i=1

(
f(xi)− yi

)2
+ λ ‖f‖2

H (15)

⇔ arg min
α∈Rn

〈Kx− y,Kx− y〉+ λαTKα, (16)

where ‖f‖H is the norm of f in H, i.e., the complexity of the linear ridge regression model
in feature space, and K ∈ Rn×n, Ki,j = k(xi,xj) is the kernel matrix between training
samples. As before, setting the gradient to zero yields an analytic solution for the regression
coefficients:

∇α αTK2α− 2αTKy + yTy + λαTKα = 0 ⇔ K2α+ λKα = Ky

⇔ α = (K + λI)−1 y. (17)

Fig. 5 presents an example of a KRR model with Gaussian kernel that demonstrates the role
of the length scale hyperparameter σ. Note that although σ is not directly related to the
regularization term in Eq. 15, it does control smoothness of the predictor, and therefore also
effectively regularizes.86

2.6 Implementation

Implementation of kernel-based learning algorithms is discussed at the example of KRR.

Basic considerations Consider Eqs. 14 and 17. All information used to train a KRR model
is contained in the matrix K of kernel evaluations between training data. Similarly, all infor-
mation necessary to predict new inputs is contained in the kernel matrix of training versus
prediction data. The kernel can thus be pictured as the “lens” through which the algorithm
sees the data. Kernel matrices are therefore a natural interface choice for implementations of
kernel learning algorithms: They contain exactly the required information about the data.
An additional advantage of relying on kernel matrices as building blocks, as opposed to,
say, individual kernel evaluations, is that this strategy plays along well with high-level in-
terpreted languages (e.g., MatLab, mathworks.com; Mathematica, wolfram.com; Python,
python.org), where few calls of optimized procedures, such as matrix and vector prod-
ucts, are preferable to many calls in interpreter-intensive code. A similar argument holds
when using a low-level language (e.g., Fortran, C) with a numerical library (e.g., BLAS,87

LAPACK88).

Kernel ridge regression Following Eq. 17, the regression coefficients α are obtained by
solving the linear system of equations (K + λI)α = y, where K + λI is symmetric and
strictly positive definite. One way to do this, suggested by Rasmussen and Williams82 for
numerical stability, is to use Cholesky decomposition,89,90 K + λI = UTU , where U is
upper triangular. One then solves UTUα = y by solving two linear systems of equations,
first UTβ = y, then Uα = β. Since UT is lower triangular and U is upper triangular,
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(a) Overfitting (σ = 0.01) (b) Fitting (σ = 0.5)

(c) Underfitting (σ = 104)

x = {0, 1
8
π, 2

8
π, 3

8
π, 4

8
π}

α1 α2 α3 α4 α5

(a) 1.000 0.924 0.707 0.383 0.000
(b) 0.998 −0.182 0.398 0.355 −0.372
(c) −1013 1012 1013 1012 −1012

(d) Training points x and weights α

Figure 5: Example of kernel ridge regression with Gaussian kernel and different length scales.
Shown are the learned function cos(x) (solid line), the ML model (dashed line), 5 training
points (tick marks and dotted lines; (d), top), the weights α ((d), bottom), and, the corre-
sponding Gaussian basis functions (thin solid lines). In all cases, the regularization constant
was set to the small value of λ = 10−14. In (a), a too small σ results in exact reproduction of
the training set (αi = yi), with high error in-between, i.e., for new samples (test data). In (b),
a good choice of σ leads to low error on training and test data. In (c), a too large σ results
in close to linear behavior, with high error on training and test data. The basis functions
are almost straight horizontal lines at heights given by α (not shown). Small differences in
the coefficients lead to the observed almost linear fit.

15



this requires only two straight-forward passes over the data called forward and backward
substitution, respectively. For UTβ = y, one obtains

UT
1,1β1 = y1 ⇔ β1 = y1/u1,1,

UT
2,1β1 +UT

2,2β2 = y2 ⇔ β2 = (y2 − u1,2β1)/u2,2

. . .
i∑

j=1

UT
i,jβj = yi ⇔ βi = (yi −

i−1∑
j=1

uj,iβj)/ui,i (18)

For Uα = β, the order is reversed. Once the model is trained, predictions can be made
via Eq. 14. The prediction for a new input x̃ is the inner product between the vector of
coefficients and the vector of corresponding kernel evaluations. For several prediction samples
x̃1, . . . , x̃ñ, this can be conveniently expressed, and efficiently computed, using matrices,

f(x̃) =
n∑
i=1

αik(xi, x̃), f(X̃) = LTα, (19)

where X̃ ∈ Rñ×d is the prediction input matrix with rows x̃1, . . . , x̃ñ, and L ∈ Rn×ñ is
the kernel matrix of training versus prediction inputs, Lij = k(xi, x̃j). Alg. 1 provides
pseudo-code for training and testing a KRR model using Cholesky decomposition.

2.7 What about other methods?

Two other popular choices for QM/ML modeling are Gaussian process regression82 (GPR),
sometimes called Kriging, and artificial neural networks 14–16 (ANN). GPR is the Bayesian
equivalent of the frequentist KRR, and provides identical predictions, although other bells
and whistles such as predictive variance differ. In GPR, the kernel plays the role of covariance
between inputs. Fig. 6 presents a sketch of the basic idea of GPR. All models of form Eq. 14,
including KRR and GPR, are non-parametric∗ models, i.e., their number of parameters grows
with the training data. ANN are parametric methods, having a fixed number of parameters
(once network architecture has been chosen). A detailed analysis of ANN is beyond the
scope of this tutorial. For further information, consult the reviews28,29,92 and tutorial30 on
ANN for QM/ML by Jörg Behler.

2.8 Model selection and performance estimation

Model selection How does one choose the hyperparameters of a ML model? More generally,
how does one choose between different ML models? The problem of choosing a model from a
set of candidate models, given a dataset, is called model selection.93 For KRR, parameters α

∗ Terminology from statistics: Parametric models summarize the training data in a predetermined num-
ber of parameters (e.g., fitting data with a normal distribution). For non-parameteric models, the number of
parameters grows with the amount of training data.91 Consequently, they require storing all or part of it (e.g.,
the xi in Eq. 14). Due to their stronger assumptions, parametric models tend to be both computationally
less demanding and less flexible. Note that non-parametric models do have parameters.
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Algorithm 1: Kernel ridge regression training and predictions, based on Cholesky
decomposition and forward-backward substitution.

Training:

Input: K ∈ Rn×n, y ∈ Rn, λ > 0
Output: α ∈ Rn

K ←K + λI
U ← cholesky(K) // U is upper triangular with K = UTU
Solve UTβ = y for β, then Uα = β for α // forward-backward substitution

Cholesky decomposition:

It is preferable to use an optimized implementation from a high-level language or a
numeric library. This basic implementation follows the exposition by Golub and van
Loan.90

for i← 1 to n do
v ←Ki...n,i // v ∈ Rn−i+1

for j ← 1 to i− 1 do v ← v −Uj,iUj,i...n

Ui,i...n ← v/
√
v1

Forward-backward substitution:

// Forward substitution α = ForwardSubstitution(UT ,y)
for i← 1 to n do

v ← yi
for j ← 1 to i− 1 do v ← v − uj,i αj
αi ← v/ui,i

// Backward substitution α = BackwardSubstitution(U ,α)
for i← n down to 1 do

v ← αi
for j ← n down to i+ 1 do v ← v − ui,j αj
αi = v/ui,i

Predictions:

Input: L ∈ Rn×ñ, α ∈ Rn

Output: f̃ = (f(x̃1), . . . , f(x̃ñ))T ∈ Rñ

f̃ = LTα
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(a) Prior distribution. 15 samples (thin lines)
drawn from a Gaussian process with zero
mean and Gaussian covariance function with
unit length scale.
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(b) Posterior distribution with mean function
(thick line). 15 samples (thin lines) drawn
from the posterior distribution after condi-
tioning on three training data (red crosses).

Figure 6: Idea of Gaussian process regression. Starting from the prior distribution (a), one
conditions on the training data. Mean and variance of the posterior distribution (b) are used
as predictor and confidence estimate. Shaded regions denote two standard deviations.

are determined via Eq. 17, given a training set. This leaves the choice of kernel k and
regularization hyperparameter λ, plus any hyperparameters of the kernel, with the optimal
choice depending on the dataset. A general guiding principle is Occam’s razor,∗ which for
our purposes states that among models with equal performance, the simplest one should be
preferred. Many approaches to model selection are in use;94 here, the focus is on performance
estimation as selection criterion. As a specific example, given similar performance, for the
models presented in this tutorial one should prefer (i) the linear kernel over the Gaussian and
the Laplacian kernel, (ii) the Gaussian over the Laplacian kernel, (iii) higher regularization
strengths, and (iv) larger length scales, the reason for (ii)–(iv) being smoothness of the
estimator.

Estimating model performance. Ideally, we would like to know the error of our model on
new data—predicting those is its purpose, after all. In statistical learning theory,19,95,96 this
is measured by the risk of the model f ,

R(f) =

∫
L
(
y, f(x)

)
dP (x, y) = EP

[
L(y, f(x))

]
(20)

where P is the joint distribution of inputs and labels, and L : Y × Y → R is a loss function
measuring the error of a prediction. Eq. 20 is the expected error of f . Unfortunately, P
is usually not known, and R has to be estimated from a finite set of training data as the
empirical risk

Rn(f) =
1

n

n∑
i=1

L
(
yi, f(xi)

)
. (21)

∗ Attributed to William of Ockham (early 14th century), but already known to Aristotle and Ptolemy
in classical antiquity.
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The model f that minimizes the empirical error on the training set is usually a bad choice:
If f is complex enough, it will essentially rote learn the training data and fail to generalize
to new data (akin to a lookup table, which will perfectly reproduce the training set, and fail
for all other inputs). This is called overfitting. One approach to counter overfitting is to use
regularization by adding a term that penalizes model complexity,

1

n

n∑
i=1

L
(
yi, f(xi)

)
+ λ ‖f‖2 . (22)

For quadratic loss L(y, f(x)) = (y − f(x))2, this is regularized regression as introduced
earlier.

Choosing hyperparameters The preceding discussion provided a rationale for the choice of
regression coefficients β and α in Eqs. 13 and 17, given the hyperparameters. So how does
one choose these? A simple strategy is to use a hold-out set (also validation set). This is a
set {(x̃i, ỹi)}ñi=1 of examples set aside in the beginning and not used for training. Given a
set Θ of possible values for the hyperparameters θ, e.g., θ ∈ Θ = {(λ, σ) ∈ R2 | λ, σ ≥ 0},
one then optimizes the empirical risk over the hold-out set

arg min
θ∈Θ

1

ñ

ñ∑
i=1

L
(
ỹi, fθ(x̃i)

)
(23)

to find the best hyperparameters. If not enough data is available to set aside a large enough
hold-out set, methods like cross-validation97 or bootstrapping98 can be employed. These
split the training data repeatedly in different ways, effectively re-using the data. The key to
understanding the uses of hold-out sets, cross-validation, bootstrapping and similar statis-
tical validation procedures is to follow the golden rule of model validation: Never estimate
model performance on data that was used during training.

Depending on L, f , Θ, solving Eq. 23 can be hard. Grid search is an approach that is
simple to implement, but computationally demanding and limited to at most two to three
hyperparameters. In short, given a set of trial values for each hyperparameter, one sets up a
grid Θ1×Θ2× . . . of all combinations of these values. For each grid entry, one trains a model
on the training set using the corresponding hyperparameters and evaluates performance on
the hold-out set. The hyperparameters resulting in best hold-out set performance are chosen.
In practice, a logarithmic grid is often used.

Which error statistics should be reported? Default choices include the root mean square
error (RMSE) and mean absolute error (MAE, also unsigned error),

RMSE =

√√√√ 1

ñ

ñ∑
i=1

(
ỹi − f(x̃i)

)2
and MAE =

1

ñ

ñ∑
i=1

∣∣ỹi − f(x̃i)
∣∣, (24)

with the RMSE part of the optimization criteria in Eqs. 10 and 15, and the MAE the
average magnitude of the model’s error. Another useful and widely used statistic is the
square of Pearson’s correlation coefficient (also product-moment correlation coefficient). Let
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a1, . . . , ak, b1, . . . , bk be samples drawn from two random variables A, B. Then

R2 =
covar2(A,B)

varA varB
=

(
n
∑k

i=1 aibi −
∑k

i=1 ai
∑k

j=1 bj

)2(
n
∑k

i=1 a
2
i −

(∑k
i=1 ai

)2
)(

n
∑k

i=1 b
2
i −

(∑k
i=1 bi

)2
) , (25)

where var and covar denote variance and covariance. For linear models (one variable tak-
ing the role of labels ỹi, the other taking the role of predictions f(x̃i)), R

2 ∈ [0, 1] can be
interpreted as the percentage of label variance explained by the model. Summarizing perfor-
mance on a whole dataset in a single number always loses information. It is therefore good
practice during model development to look at the distribution of errors, e.g., in the form of
a scatterplot (see Fig. ?? for an example) or a histogram.

3 Predicting atomization energies

For the practical part of this tutorial, assume the following scenario: You are given a dataset
of 7 k small organic molecules, and are asked to predict their atomization energies at the
density functional level of theory. Your computing resources allow you to do 1 k reference
calculations. How accurate can you estimate the atomization energies of the whole dataset?

This section provides a step-by-step walkthrough of how to answer this question using
the methodology introduced before. The setting is modeled after recent studies on predicting
atomization energies using ML.50,62–66 The supplementary information contains (i) a dataset
of 7 k small organic molecules with their with atomization energies, allowing any choice of
training set, model, and performance estimate to be retrospectively evaluated; (ii) a basic ref-
erence implementation of the introduced algorithms, written in the Wolfram language2; and,
(iii) a notebook with solutions to the exercises. Together, these should enable you to start
experimenting right away. If you prefer another programming environment, implementing
the presented algorithms should be straightforward and provide for a good exercise.

3.1 Dataset

The dataset contains 7 k small organic molecules, taken from the generated database GDB99,
with force field-relaxed geometries and DFT atomization energies (see appendix for details).
The molecules are composed of elements H, C, N, O, S, with up to 7 non-H atoms (Table 3).
Note that the ML model maps a molecule’s geometry at the force field minimum to its energy
in the DFT minimum. The ML model thus needs to compensate for a change in geometry as
well. To see why this is necessary, consider using the DFT minimum as input for prediction:
For a new molecule, one would have to do a DFT calculation to relax its structure, the very
calculation the ML model is supposed to replace.

B Obtain the dataset by downloading the supplementary material for this tutorial. Load the
molecular structures and atomization energies from the file dsgdb7ae2.xyz. The file is in
extended XYZ format (Fig. 7).

B Count the non-H atoms in each molecule to reproduce Table 3.
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Table 3: Distribution of molecular size measured by number of non-H atoms.

non-H atoms 1 2 3 4 5 6 7
∑

molecules 1 3 12 43 157 935 5 951 7 102

B Visualize some of the molecules.

4

0004 -403.695

C 0.8951 -0.0226 0.0041 0.8992 -0.0226 0.0041

C 2.1004 -0.0226 0.0041 2.0963 -0.0226 0.0041

H -0.1633 -0.0226 0.0041 -0.1656 -0.0226 0.0041

H 3.1588 -0.0226 0.0041 3.1611 -0.0226 0.0041

Figure 7: Extended XYZ file format, as used in this tutorial. This is a plain text file format,
where a molecule with k atoms is stored as k + 2 consecutive lines, containing number of
atoms k, molecule identifier and atomization energy y, and, k lines giving element type and
coordinates / Ångström (left block force field, right block DFT coordinates) of each atom.

Training set The first step is to choose 1 k molecules for which to “calculate” atomization
energies (here, it’s just looking them up since they are provided with the dataset; these are
the labels allowed to use for model building in this toy scenario). For large homogeneous
datasets, randomly drawing the training set is sufficient. However, Table 3 shows that the
provided dataset is inhomogeneous with respect to number of non-hydrogen atoms. Since
there are too few examples of molecules with 4 or fewer non-H atoms for reliable prediction,
these are all included in the training set (the equivalent of doing QM calculations for them).
The remaining 941 molecules are drawn randomly from all molecules with 5 or more non-H
atoms, stratified by size, which is known to correlate with atomization energy. Stratification
ensures that the distribution of sizes, and thus indirectly of atomization energies, is similar
for training and prediction sets. All molecules not in the training set are assigned to the
prediction set.

B Create a training set Select all k molecules with 4 or fewer non-H atoms. Sort the
remaining molecules by number of atoms and select every 7102−k

1000−k -th one, rounding appropri-
ately. Assign selected molecules to the training set, and all others to the prediction set.

Hold-out set For model selection, i.e., choice of kernel and hyperparameters, one needs to
split the training set. This can be done several ways, e.g., using cross-validation. Here,
there is enough data to afford the simpler approach of setting aside a hold-out set of 100
molecules, using the remaining ones as the training set proper. The hold-out set is used to
estimate performance, i.e., it acts as a proxy for the 6 k prediction set, and should resemble
it as closely as possible (in a distribution sense). Therefore, it should not include molecules
with 4 or fewer non-H atoms, and be stratified by number of atoms.
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B Create a hold-out set From the training set, select 100 molecules with 5 or more non-H
atoms, stratified by number of atoms, and assign them to the hold-out set. The remaining
900 molecules constitute the training set proper.

3.2 Representation

The Coulomb matrix is a simple matrix representation encoding element types and internal
distances in a molecule. It was used in Refs. 50,62–66 to numerically represent molecules to
the ML algorithm for prediction of atomization energies. Its entries are given by

Mij =

{
0.5Z2.4

i i = j
ZiZj

‖Ri−Rj‖ i 6= j
, (26)

where Zi is the atomic number (nuclear charge) of atom i, and Ri is its position in atomic
units (Bohr radii a0). Note that M is symmetric and has as many rows and columns as
there are atoms in the molecule. Intuitively, each row (and column) of M corresponds to
an atom, and encodes how it interacts with the rest of the molecule. Off-diagonal elements
contain scaled internal distances, encoding geometry, whereas main diagonal elements, where
distance (of an atom to itself) is zero, are fits to free atom energies, encoding element types.
Eq. 26 uniquely encodes a molecule, i.e., {(Zi, Ri)} can be reconstructed from M up to
translations and rotations.

While Eq. 26 is invariant to translation and rotation of the molecule, it is not invariant
to reindexing its atoms. One remedy is to sort Coulomb matrices by descending row norm
by simultaneously permuting rows and columns accordingly.

B Compute Coulomb matrices Calculate Eq. 26 for all molecules in the dataset. For
each matrix, calculate the norm of it’s rows and sort it by simultaneously permuting rows
and columns. Pad each matrix to the right and bottom with zeros so they all have the same
size, 23 × 23, which is the maximum number of atoms per molecule in this dataset. Keep
only the non-redundant lower triangular part, including the diagonal, of each matrix, and
rearrange it into a 276-dimensional column vector.

3.3 Model building

Basic model Start with a model from the publication that introduced the Coulomb ma-
trix,62 using KRR with the Gaussian kernel. For given hyperparameters, this requires com-
puting kernel matrices K, L, application of Alg. 1, and performance estimation.

B KRR with Gaussian kernel for given hyperparameters Choose values for hyperparam-
eters λ and σ. Let x1, . . . ,x900 denote the Coulomb matrices of the training set proper, and
let y1, . . . , y900 denote corresponding atomization energies. Calculate K using Eq. 5. Then,
use Alg. 1 to compute regression coefficients α using K, y, λ. For prediction on the hold-out
set inputs x̃1, . . . , x̃100, compute the kernel matrix L, then use Alg. 1 to obtain predictions
f̃ . Finally, compute performance statistics RMSE, MAE, 1−R2 using f̃ and ỹ.
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Grid search Now that basic model building is established, determine the two hyperparam-
eters λ and σ by performing a grid search: For each pair (λ, σ) of values in the base-2
logarithmic grid {

(2i, 2j)
∣∣ i = −40 : −5 : 0.5, j = 5 : 18 : 0.5

}
, (27)

where a : b : c denotes the sequence a, a+ c, a+ 2c, . . . , b (from a to b with stepsize c), train
a KRR model with Gaussian kernel on the training set proper and evaluate its performance
on the hold-out set.

B KRR with Gaussian kernel and grid search for hyperparameters Build a model (as in
the previous exercise) for each combination of hyperparameters in Eq. 27. Plot performance
estimates as a function of λ and σ to reproduce Fig. 8. Determine optimal hyperparameters.

(a) Gaussian kernel.

(b) Laplacian kernel.

Figure 8: Hold-out set performance as a function of hyperparameters, evaluated on the base-
2 logarithmic grid from Eq. 27. Shown are RMSE (left), MAE (middle), 1-R2 (right) for
Gaussian kernel (top) and Laplacian kernel (bottom). Optimal hyperparameters are shown
as black dots.

Results Fig. 8 (top row) shows performance on the hold-out set as a function of hyper-
parameters. Table 4 presents numerical results. The optimal choice of hyperparameters is
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λ ≈ 10−6.5 and σ ≈ 724, yielding the values in Table 4. This is also the performance estimate
for predicting the whole dataset. How well would the model have actually performed on the
remaining 6 k molecules?

B Using the optimized hyperparameter values, train a model on the whole 1 k training set
and predict the 6 k molecules in the prediction set.

Table 4: Performance statistics for prediction of atomization energies. RMSE and MAE in
kcal mol−1.

hold-out set prediction set

Model RMSE MAE R2 RMSE MAE R2

KRR, Gaussian kernel, grid search 19.2 13.5 0.993 17.7 12.5 0.993
KRR, Laplacian kernel, grid search 11.1 8.8 0.998 9.5 8.8 0.998

From Table 4, performance on the prediction set is better than estimated from the hold-out
set. Note that it is generally desirable to overestimate rather than underestimate the error
on new data.

Laplacian kernel The performance of the Gaussian kernel model is close to the one reported
in the original publication62. Can one do better? A convenient approach to improve a
kernel learning model is to use another kernel more suited to the problem. In subsequent
publications, the Laplacian kernel often performed better for models using the Coulomb
matrix as representation.

B Repeat the previous model building exercises, including the grid search, using the Lapla-
cian kernel from Eq. 7 instead of the Gaussian kernel. Use the same training, prediction,
proper training and hold-out sets.

For RMSE, MAE, and R2, the optimal combination of hyperparameters is λ ≈ 10−12 and
σ ≈ 103.6, with performance shown in Fig. 8 (bottom row) and Table 4. Note the substan-
tial improvement compared to the Gaussian kernel, reduced sensitivity to hyperparameters,
particularly λ, and, closer agreement between performance estimate from the hold-out set
and performance on prediction data.

4 What next?

Summary The purpose of this tutorial is to equip the reader with a basic understanding
of kernel-based machine learning and its use in conjunction with computational quantum
chemistry. The key idea is to use ML to interpolate between QM reference calculations,
leading to substantial computational savings that can reach several orders of magnitude.
For this, the decisive factor is control of the interpolation error, i.e., the ML approximation
must be close enough to the QM reference to be able to act as a surrogate for it.
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Table 5: Free atom energies.

H C N O S

multiplicity 2 3 4 3 3
energy / Eh -0.501036 -37.8054 -54.5438 -75.0186 -397.974

Further reading This tutorial is by necessity far from comprehensive. Many advanced
topics, such as domain of applicability,100,101 or, dynamic model retraining (learning on the
fly),102,103 have not been addressed. A cross-section of contemporary research on QM/ML
models can be found in the special issue of International Journal of Quantum Chemistry
where this tutorial was published. For more information on kernel ridge regression, see
section 5.8 in the book by Hastie, Tibshirani and Friedman.8 For a more in-depth treatment
of kernel learning methods, consult any recent textbook on the topic, or the classic book
by Schölkopf and Smola71. A review was published by Hofmann, Schölkopf and Smola in
2008.73

Acknowledgments I thank Felix Faber and Kuang-Yu “Samuel” Chang (張光宇) for testing the
tutorial, Raghunathan Ramakrishnan for helpful discussions, and O. Anatole von Lilienfeld
for helpful discussions and support via SNF grant PPOOP2 138932.

A Dataset

The tutorial’s dataset is modeled after the one introduced in Ref. 62. The GDB-13 dataset99

was downloaded from the website104 of Jean-Louis Reymond in SMILES105 format. A sub-
set was selected by discarding all molecules with 8 or more non-H atoms and removing all
molecules containing chlorine. Initial Cartesian coordinates were generated and subsequently
relaxed using the Universal Force Field106 as implemented in OpenBabel107 (version 2.3.2).
Structures were further relaxed and self-consistent field energies calculated at the density
functional level of theory (DFT)108 using the Perdew-Burke-Ernzerhof (PBE0)109,110 func-
tional with def2-TZVP basis set111 as implemented in Gaussian112 (version 09 rev. D.01).
Atomization energies were then obtained by subtracting free atom energies computed in
the same fashion (Table 5). Out of 7 173 calculations, 71 failed and were excluded. The
remaining 7 102 molecules constitute the dataset.
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