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Abstract
Objectives: Patients presenting to the emergency department (ED) with nonspecific complaints are
difficult to accurately triage, risk stratify, and diagnose. This can delay appropriate treatment. The extent
to which key medical outcomes are at all predictable in these patients, and which (if any) predictors are
useful, has previously been unclear. To investigate these questions, we tested an array of statistical and
machine learning models in a large group of patients and estimated the predictability of mortality (which
occurred in 6.6% of our sample of patients), acute morbidity (58%), and presence of acute infectious
disease (28.2%).

Methods: To investigate whether the best available tools can predict the three key outcomes, we fed data
from a sample of 1,278 ED patients with nonspecific complaints into 17 state-of-the-art statistical and
machine learning models. The patient sample stems from a diagnostic multicenter study with prospective
30-day follow-up conducted in Switzerland. Predictability of the three key medical outcomes was quantified
by computing the area under the receiver operating characteristic curve (AUC) for each model.

Results: The models performed at different levels but, on average, the predictability of the target outcomes
ranged between 0.71 and 0.82. The better models clearly outperformed physicians’ intuitive judgments of
how ill patients looked (AUC = 0.67 for mortality, 0.65 for morbidity, and 0.60 for infectious disease).

Conclusions: Modeling techniques can be used to derive formalized models that, on average, predict the
outcomes of mortality, acute morbidity, and acute infectious disease in patients with nonspecific
complaints with a level of accuracy far beyond chance. The models also predicted these outcomes more
accurately than did physicians’ intuitive judgments of how ill the patients look; however, the latter was
among the small set of best predictors for mortality and acute morbidity. These results lay the
groundwork for further refining triage and risk stratification tools for patients with nonspecific
complaints. More research, informed by whether the goal of a model is high sensitivity or high
specificity, is needed to develop readily applicable clinical decision support tools (e.g., decision trees) that
could be supported by electronic health records.
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Emergency physicians (EPs) frequently encounter
patients with nonspecific complaints. These
patients tend to report general feelings of weak-

ness, discomfort, fatigue, or dizziness, but not more
specific complaints.1 They are often undertriaged (i.e.,
their initial risk assessments are too low), and the sever-

ity of the illness causing their nonspecific complaints is
often misjudged.2 These systematic misjudgments can
result in delays in definitive treatment of the underlying
cause of their nonspecific chief complaints.

Improved triage, rapid diagnosis, timely treatment,
and appropriate disposition decisions to the properly
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resourced site are therefore imperative for patients pre-
senting with nonspecific complaints. It is reasonable to
expect that these patients’ clinical outcomes could be
improved by increased diagnostic and therapeutic accu-
racy and by better outcome prediction. However, it
remains an open question whether and to what extent
these patients’ key medical outcomes are at all pre-
dictable. Given that patients with nonspecific chief com-
plaints account for 5% to 20% of nontrauma emergency
presentations in university hospitals, the relevance of
this issue is clear.1–4

The capacity to predict key medical outcomes in
patients with nonspecific complaints is desirable for
two reasons. First, triage is designed to stratify
patients according to their risk.5 Patients who present
with low risk of acute morbidity and mortality are
more likely than those presenting with high risk to be
able to wait safely until resources become available.
Despite several validated triage tools, elderly patients
and patients with nonspecific complaints tend to be
undertriaged. Further, there is considerable overlap
between triage categories with respect to outcomes,
and patients categorized into the same category can
have different medical outcomes.2 Second, disposition
after a concise work-up should be based on objective
criteria, such as the resource needs of the patient, and
the risk of short-term mortality and acute morbidity.
The question of which readily available predictors can
improve the risk stratification of these patients and
inform subsequent disposition decisions remains to be
resolved.

Our goal was to estimate the predictability of short-
term mortality, acute morbidity, and presence of infec-
tious disease in patients presenting to emergency
departments (EDs) with nonspecific complaints by
determining the accuracy of different predictive models,
including machine learning models. The latter permit
the use of nonlinear modeling techniques. Because it is
impossible to know a priori which model will perform
best in a given data set, we tested an array of models.6

This approach offers the additional benefit of allowing
us to estimate the average predictability of key medical
outcomes in patients with nonspecific complaints, thus
rendering our general conclusions independent of
specific prediction methods. This analysis is clinically
relevant in that it lays the groundwork for understand-
ing whether it is possible to predict key medical out-
comes in patients with nonspecific complaints, by
identifying promising candidate variables and determin-
ing how their influences should be quantified and
grouped.

METHODS

Study Design
This was a retrospective cohort analysis using data
from patients prospectively recruited to the Basel Non-
specific Complaints (BANC) study. The study protocol
was approved by the local ethics committee and prereg-
istered (ClinicalTrials.gov identifier: NCT00920491).
Each participating patient signed an informed consent
form at the time of study enrollment.

Study Setting and Population
Identification, screening, and enrollment of the patients
is described elsewhere.1 Briefly, all patients with Emer-
gency Severity Index assignments of 2 or 3 presenting
with nonspecific complaints (e.g., general weakness,
fatigue, dizziness, or other chief complaints as defined
in the BANC study3) to three centers in Switzerland (the
University Hospital in Basel, the Cantonal Hospital in
Liestal, and the Cantonal Hospital in Aarau) were
prospectively included. Nonspecific complaints are all
complaints that are not part of the set of specific com-
plaints for which evidence-based protocols exist for
emergency care and are complaints for which a highly
probable early working diagnosis cannot be clearly
established. In the original publication,1 the data set
included 218 patients from the University Hospital in
Basel. We have subsequently enrolled more patients: at
the time of our analysis, the BANC database contained
data from 1,278 patients in the three study centers. Fig-
ure 1 and Figure 2 provide more detail on how subjects
were identified and selected.

Study Protocol
Data collection is described in detail elsewhere.1 Numer-
ous candidate variables for our modeling processes
were assessed, complemented by baseline predictors
such as age, sex, and comorbidity. In addition, we
obtained a measure of the physician’s first overall
impression of each patient, the Gestalt-like impression
of “how ill the patient looks.” Details from the patient’s
history, physical examination, and standard labora-
tory examinations were also used as potential predictor
variables.

The candidate variables were chosen by experienced
clinicians (certified in internal medicine and emergency
medicine and with at least 10 years’ clinical experience)
in a modified broadband Delphi process. Specifically, the
clinicians selected predictors they considered potentially
valuable in predicting three key medical outcomes: 30-
day mortality, morbidity, and presence of an infectious
disease. The leader of the project prepared a list of all
predictors to be further considered by the team. This list
was distributed among a group of experienced EPs. Each
of them assessed the potential value of all predictors by
giving a binary judgment (yes/no) in a spreadsheet. The
results of these judgments were gathered by the leader
and distributed again, individually to the experienced
EPs. A second round of individual judgments by these
experts was followed by a group meeting with the goal
of finalizing the list of potential predictor variables. The
ED resident physicians who participated in the subse-
quent data collection were trained (lecture as well as on-
site training) in how to follow the BANC protocol. Their
clinical experience was not recorded individually, but
ranged between 1 and 4 years.

In addition to conventional predictors, such as vital
signs, history, and laboratory values, one novel predic-
tor, “looking ill,” was constructed for the BANC cohort.
Data for this predictor were collected at the very outset
of each physician–patient interaction, with physicians
rating how ill each patient looked on a scale from 0 (pa-
tient looks to be in excellent health) to 100 (patient looks
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extremely ill). The predictor’s construct validity was
tested; it showed a good linear relationship with acute
morbidity (Spearman rank correlation coefficient
q = 0.96) and a higher-than-chance median predictabil-
ity for acute morbidity (area under the receiver
operating characteristic [ROC] curve [AUC] = 0.65;
interquartile range [IQR] = 0.64 to 0.67). External valida-
tion using a second sample (all patients presenting to
the ED of the University Hospital of Basel) also indi-
cated that the predictor showed a good linear relation-
ship with acute morbidity (q = 0.97, n = 1,196), fair

median predictability for acute morbidity (AUC = 0.72;
IQR = 0.70 to 0.73), and good inter-rater reliability
between physicians and nurses (intraclass correlation
using linear mixed-effects models = 0.49).7

Outcomes
Our analysis focused on three medical outcomes as
defined by the BANC framework1: short-term mortality
(death occurring within 30 days of initial presentation to
the ED), acute morbidity (any potentially life-threatening
condition or any condition that requires immediate

Figure 1. Identification of patients with nonspecific complaints in the BANC study.
ECG = electrocardiogram; ESI = Emergency Severity Index; GCS = Glasgow Coma Scale; GI = gastrointestinal. Figure adapted from
Acad Emerg Med 2010;17:284-92.
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intervention to prevent serious morbidity, permanent
disability, or death), and presence of an acute infectious
disease needing immediate treatment. This third out-
come was chosen due to its high occurrence in the
BANC cohort and the need to identify infection at an
early stage to prevent poor outcomes due to delayed
treatment of infectious sequelae (e.g., severe sepsis and
septic shock). Written 30-day follow-up data were
obtained from the patients’ primary care physicians,
together with hospital discharge reports for all hospital-
ized patients. When hospitalization outlasted 30 days,
we obtained interim hospital records. Two physicians
certified in internal medicine who were blinded to the
patients’ baseline data reviewed the final reports to
determine the outcomes.

Data Analysis
We used R version 3.0.2 for data analysis, making use
of several R-packages (e.g., caret8 and party9). Of the
213 selected potential predictor variables, 87 were nei-
ther highly intercorrelated with other predictors, nor
showed zero variance, nor had ≥10% missing values.
The statistical and machine learning models we tested
differ in the type of statistical relationship they assume
between predictor and outcome and in their sensitivity
to between-predictor correlations. The intercorrelations
were therefore determined by a heuristic algorithm,
available in the R-package caret, which defines a certain
threshold (in our case, a Pearson correlation coefficient
of 0.75) and ensures that no pairwise correlation
exceeds this threshold.8 Because they carry little or no
information, continuous variables with zero or near-
zero variance were omitted. To this end, we applied
another statistical rule of thumb contained in the caret
package, keeping the default settings.8 The missing val-
ues for the predictors with < 10% missing values were
imputed using random forests (we used the default set-
tings of the missForest package).10

We tested whether each of the 87 potential predictors
had a statistically significant relationship with the
respective predefined outcomes using Bonferroni-cor-
rected t-tests for continuous variables and Fisher’s exact
tests for categorical variables (both with a p-value cutoff
of 0.05; see Figure 3). To estimate the predictability of
the key medical outcomes, we fed the predictors into
17 statistical and machine learning models for each
outcome (Figure 4). The models were fitted, cross-vali-
dated, and tested on the data. Note that the develop-
ment of a single best model for each condition would
depend on whether the aim was to maximize sensitivity
or specificity. Our goal was not to develop a single
model for each condition, but to identify a set of predic-
tive variables and to maximize their combined predic-
tive power (AUC) by testing multiple models.

The modeling scheme tested an array of structurally
different models, making it possible to detect linear,
nonlinear, and also nonmonotonic relationships (e.g., by
random forests). Where necessary, variables were trans-
formed using the R-package caret (centered and scaled
for the regression models, the linear discriminant analy-
ses, nearest shrunken centroids, k-nearest neighbors,
and neural networks, for which the spatial sign transfor-
mation was additionally applied). To avoid overfitting,
we used a state-of-the art cross-validation procedure:
the models’ tuning parameters were first determined
using a 10-fold cross-validation on two-thirds of the data
while applying the “one-standard-error” method.8,11 The

Figure 2. Study flow of the BANC study. ESI = Emergency
Severity Index. Figure adapted from Acad Emerg Med
2010;17:284-92.

Figure 3. Selection of the Basel Non-specific Complaints Study predictors for the predictability analysis.
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tuning parameters were selected to maximize the AUCs.
Subsequently, we used the same two-thirds of the data
to fit the remaining parameters. Finally, the models
derived from the two-thirds of the data underwent vali-
dation using the last third of the data (“holdout” set).
The mean (median) predictive power (AUC) of all models
was used as a robust estimation of the predictability of
each criterion.

RESULTS

Baseline characteristics for 1,278 patients from the
BANC cohort were analyzed and are reported in
Table 1. Eighty-four (6.6%) patients died during the
30-day follow-up, 742 (58.0%) were classified as suffer-
ing from acute morbidity, and 360 (28.2%) from infec-
tious conditions.

For mortality (6.6% of patients), the data were upsam-
pled8 to account for the low base rate of mortality and
the resulting class imbalance. On the basis of the
upsampled data, Bonferroni-corrected t-tests and Fish-
er’s exact tests selected 41 of the original 87 predictors
as potential predictors in the statistical and machine
learning models (Table 2). Figure 5A shows the perfor-
mances of all models for mortality in the holdout set.
The median predictability (AUC) was 0.82 (IQR = 0.77 to
0.85). Because the penalized version of logistic regres-
sion (elastic net), which is less prone to overfitting, did
not show better predictive power than the version with-
out penalty, the former was excluded from the analysis
to reduce redundancy. With an AUC of 0.86, flexible
discriminant analysis8,12 showed the best performance.
This model allows for the detection of nonlinear rela-
tionships between a combination of continuous inde-
pendent predictors and a criterion.

For acute morbidity (58.0% of patients), 14 predictors
were selected as useful on the basis of the Bonferroni-
corrected t-tests and Fisher’s exact tests (Table 2). The
median predictability (AUC) was 0.80 (IQR = 0.80–0.81;
see Figure 5B). Again, penalized logistic regression did
not clearly outperform its nonpenalized counterpart and
was therefore omitted to reduce redundancy. With an
AUC of 0.82, random forests9,13 showed the best perfor-
mance. This model is able to detect nonlinear and non-
monotonic relationships by producing a large number
of decision trees and outputting the majority prediction
of those trees—in other words, by producing a commit-
tee prediction.

Figure 4. The 17 statistical and machine learning models with their specific functions and R-packages used to predict 30-day mor-
tality, acute morbidity, and presence of acute infectious disease.

Table 1
Baseline Characteristics of the Basel Non-specific Complaints
Study Population (N = 1,278).

Characteristics
Summary

Distribution

Number of patients, N (%)
All 1,278
Male 496 (38.8)
Female 782 (61.2)

Age (yr), median (IQR)
All 81 (74–87)
Male 79 (70–85)
Female 83 (76–88)

Emergency Severity Index, N (%)
Not available, direct boarders 110 (8.6)
3 1,116 (87.3)
2 52 (4.1)

Charlson Comorbidity Index,
not age adjusted, median (IQR)

2 (1–3)

Number of concomitant drugs,
median (IQR)

5 (3–8)
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For acute infectious disease (28.2% of patients), five
predictors were identified as useful on the basis of Bon-
ferroni-corrected t-tests and Fisher’s exact tests
(Table 2). The median predictability (AUC) was 0.71
(IQR = 0.69 to 0.72; see Figure 5C). Because the penal-
ized version of logistic regression did not show clearly
superior predictive power to the version without pen-
alty, it was again excluded from the analysis. With an
AUC of 0.73, na€ıve Bayes8 showed the best perfor-
mance. Na€ıve Bayes uses the Bayes rule to compute the
probability that a case belongs to a specific class based
on its predictor values, but assumes that the predictors
are all independent.

Which were the best predictors of the three key medi-
cal outcomes? The random forests model,9 which was
among the best in predicting mortality and acute mor-
bidity and very close to the best model in predicting
infectious disease, yields an easily interpretable impor-
tance measure for each variable based on AUCs.14,15 We
were therefore able to determine the best predictors by
identifying the predictors with the highest variable
importance. Specifically, we ordered the predictors in
descending order of importance and identified the best
few predictors before their importance decreased shar-
ply. For mortality, these were (in descending order) albu-
min, respiratory rate, Charlson Comorbidity Index (CCI),
and “looking ill”; for acute morbidity, they were sodium,
serum urea (BUN), C-reactive protein, leukocytosis in
urinalysis, and “looking ill”; and for infectious disease,
C-reactive protein. How well were each of these predic-
tors able to independently predict the medical outcomes?
For mortality, the AUCs were 0.78 for albumin, 0.69 for
respiratory rate and 0.67 for CCI and “looking ill.” For
acute morbidity, the AUCs were 0.58 for sodium, 0.67 for
BUN and C-reactive protein, 0.63 for leukocytosis in uri-
nalysis, and 0.65 for “looking ill.” Finally, for infectious
disease, the AUC was 0.75 for C-reactive protein.

We found fair to good predictability of key medical
outcomes (median AUC = 0.71 to 0.82) in patients with
nonspecific complaints, complementing the finding that
physicians’ diagnostic accuracy for nonspecific com-
plaints is better than chance.16 Moreover, the better
models clearly outperformed the physicians’ Gestalt-like
judgments (AUC = 0.65 for morbidity, 0.67 for mortality,
and 0.60 for infectious disease) as well as all individual
predictors. Key overall predictors were C-reactive pro-
tein and “looking ill,” which were among the best pre-
dictors for two of the three outcomes. These findings
confirm that key medical outcomes are indeed pre-
dictable in patients with nonspecific complaints. We can
thus proceed to developing triage and risk stratification
tools that are tailored to this population.

DISCUSSION

The major finding of our investigation is that modeling
techniques can be used to derive formalized models
that, on average, predict the outcomes of mortality,
acute morbidity, and acute infectious disease in patients
with nonspecific complaints with a level of accuracy that
clearly exceeds both chance and physicians’ intuitive
judgment of how ill patients look. In clinical practice, it
will be possible to capitalize on this better-than-chance

Table 2
p-values of the predictors entering the models to predict key
medical outcomes (derived using Bonferroni-corrected t-tests
and Fisher’s exact tests8).

Predictor Mortality
Acute

Morbidity
Infectious
Disease

Katz activities of daily
living (ADLs)
Acute worsening
of ADLs

0.00000+

Immobility 0.00000+

Assisted eating 0.00000+

Incontinence 0.00001+

Toilet hygiene 0.00000+

Personal hygiene
and grooming

0.00000+

Laboratory
C-reactive protein 0.00000+ 0.00000+ 0.00000+

Serum urea (BUN) 0.00000+ 0.00000+ 0.00048+

Creatinine 0.00000+ 0.00000+

Phosphate 0.00000+ 0.00000+

Leukocytosis in
urinalysis

0.00000+ 0.00030+

Albumin 0.00000– 0.00000– 0.00000–

Hemoglobin 0.00000– 0.00000–

Potassium 0.00000+

Calcium 0.00000–

Sodium 0.00022+ 0.00000–

Medication
ACE inhibitors,
AR blockers

0.00013+

Corticosteroids 0.00011+

Other antihypertensive
drugs

0.00020+

Number of drugs 0.00042+

Comorbidities
Charlson Comorbidity
Index (CCI)

0.00000+ 0.00001+

Congestive heart failure 0.00000+ 0.00002+

Tumor (any solid,
nonmetastatic)

0.00000+

Moderate to severe
renal disease

0.00000+ 0.00000+

Heart disease (coronary,
hypertensive, valvular)

0.00024+

Psychiatric conditions 0.00000–

Connective tissue
disease

0.00011–

Physical examination
Heart rate 0.00009+

Respiratory rate 0.00000+ 0.00012+

Central venous pressure
(low)

0.00000+

Congested neck veins 0.00000+

Rales 0.00000+

Glasgow Coma Scale 0.00000–

Systolic blood pressure 0.00000–

Clinical signs
Looking ill 0.00000+ 0.00000+ 0.00001+

Sex (male) 0.00000+

Age 0.00002+

Clock drawing test
(points)

0.00000+

Adequate quality of
patient history

0.00000–

Body mass index 0.00000–

Alcohol consumption 0.00052–

Complaints
Inappetence 0.00000+

Dizziness 0.00002–

+Positive/–negative association between predictor and out-
come (higher/lower mean predictor value for patients with
the outcome).
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predictability of key medical outcomes by implementing
these (and future) results of the modeling process in the
form of decision tools. The models’ performances var-
ied, but averaged between 0.71 and 0.82, allowing for
risk stratification in patients with nonspecific com-
plaints. A second major finding concerns one of the of
best predictor sets. Although most of the predictors
identified may not surprise the experienced EP, the pre-

dictive utility of the physician’s first overall impression
(a Gestalt-like “looking ill” assessment) is perhaps less
expected. This assessment can be obtained at presenta-
tion, does not take much time or other resources, and
appears to be among the best predictors in two of the
three key medical outcomes we investigated
(AUC = 0.65 for morbidity, 0.67 for mortality, and 0.60
for infectious disease).

Figure 5. Comparing statistical and machine learning models’ ability to predict 30-day mortality, acute morbidity, and presence of
acute infectious disease with physicians’ intuitive judgment of how ill a patient looked. All models were cross-validated and evalu-
ated with respect to the area under the ROC curve (AUC; error bars are bootstrapped 95% confidence intervals) according to signal
detection theory in the holdout set. BA = na€ıve Bayes; BOOST = boosted trees; BT = bagged trees; CART = classification and
regression trees; FDA = flexible discriminant analysis; J48 = J48 algorithm; KNN = k-nearest neighbors; LDA = linear discriminant
analysis; LI = looking ill; LR = logistic regression; NDA = nonlinear discriminant analysis; NN = neural networks; NSC = nearest
shrunken centroids; PLSDA = partial least squares discriminant analysis; PR = PART rule; RF = random forests; SVM = support vec-
tor machines.
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The group of patients with nonspecific complaints is
exceptionally difficult in terms of triage, risk stratifica-
tion, and disposition. Yet, our finding of clearly better-
than-chance predictability of these patients’ outcomes
renders us optimistic that their triage, risk stratification,
and disposition can be improved. Note that the AUC
considers, separately for each model, all possible deci-
sion thresholds and thus all potential weightings of
misses and false alarms and quantifies predictability
over all of these. Developing specific models tailored to
minimize either “false-negative” misses or “false-posi-
tive” alarms may result in different and potentially even
higher predictability.

Analyzing the models’ performances across all possi-
ble decision thresholds suffices to identify the most use-
ful predictors for mortality, morbidity, and presence of
infectious disease and to estimate the predictors’ com-
bined predictive power. However, it is not appropriate
when the goal is to identify a single best model that
supports clinical decisions. The reason is that some
thresholds are irrelevant for clinical practice. Here, it
would be necessary to develop and test different models
depending on whether they aim to maximize sensitivity
or specificity. We are in the process of refining the
obtained models to design decision support tools for
use in clinical practice. Depending on whether the
objective is to improve triage or risk stratification in
patients with nonspecific complaints, different candidate
predictors can be recruited. Some of them can be
obtained at triage (e.g., complaints, current medication,
comorbidities, and vital signs) and thus used to develop
decision support tools for triage. Others require more
time (e.g., laboratory data) and are therefore more
suitable for developing decision support tools for risk
stratification.

Our results cannot yet be evaluated against similar
analyses, as no comparable prospective studies have
been conducted. However, serum urea (BUN), which
predicted mortality, acute morbidity, and infectious dis-
ease in our analyses, has also been found to predict
mortality in other conditions frequently presenting as
emergencies, such as pneumonia or chronic obstructive
pulmonary disease.17 It has also been incorporated in
scores guiding disposition decisions (e.g., CURB and
CURB-6518).

Perhaps the most unexpected predictor identified in
our analysis, the physician’s first subjective Gestalt-like
overall assessment (“looking ill”), should be analyzed in
more detail. What is behind such a snap judgment?
While patient histories indicating tumors or heart dis-
ease point to the possibility of a serious outcome, and
paleness may point to anemia, “looking ill” may
promptly and effortlessly integrate multiple such pre-
dictors that convey a “signal” to the physician. Should
“looking ill” be interpreted as a dubious intuitive judg-
ment that some physicians rightfully distrust?19 Or
should it be considered as a kind of meta-predictor
synthesizing multiple qualitative and/or quantitative
predictors? Which predictors does this judgment
exploit? How much experience does a physician
require before such a Gestalt-like impression reaches
its maximum accuracy? These questions are all unan-
swered and can be addressed with the tools of

cognitive data science. As a first step toward answer-
ing them, research needs to identify predictors (e.g.,
clinical signs, laboratory results, and comorbidities)
that are highly predictive of “looking ill” and to
develop hypotheses about which cues physicians may
be spotting and using in the formation of their first
impression.

LIMITATIONS

Although this is a multicenter study, all study sites are
in Switzerland. Patients with nonspecific complaints are
also common in other populations.1–4 To what extent
cultural or genetic differences need to be considered
when generalizing our results to other regions or coun-
tries remains an open question.

Physicians were instructed to give their first overall
impressions of how ill patients looked before taking
note of any other signs, symptoms, details of history, or
laboratory results. However, it is impossible to exclude
the possibility that, in some cases, certain information
had already been conveyed to the admitting physicians
(e.g., by nurses not aware of the study goals).

The predictive performance, averaged across our
diverse and large set of models, represents an approxi-
mate estimate of the average predictability of mortality,
acute morbidity, and presence of acute infectious dis-
ease in patients with nonspecific complaints. Although
the models’ performances are reassuring, in that they
show that these patients’ key outcomes can be predicted
at a rate much better than chance, the models do not
constitute user-friendly clinical decision supports that
can be readily employed in the ED. As discussed above,
moreover, they were not designed to maximize sensitiv-
ity or specificity. We are currently developing models
that are both tailored to maximize specific performance
criteria and simple enough to be used in clinical prac-
tice.

Although we have shown that statistical and machine
learning models predict three medical outcomes better
than physicians’ intuitive judgment alone, we have not
yet compared the models’ performance against physi-
cians’ ultimate clinical decisions. What degree of clinical
accuracy modeling-based decision support tools can
add to current clinical practice remains an open but
crucial question that we can investigate with tools pro-
vided by cognitive data science. Once we have devel-
oped such decision support tools, we will be able to
compare their accuracy to that of physicians’ actual
decisions.

As mentioned above, we used p < 0.05 as a cutoff to
select the candidate predictors for our modeling proce-
dure. This arguably stringent cutoff was intended to
limit the large number of possible predictors. For the
sake of comparability, the same cutoff was used for all
three medical outcomes. Using a more lenient cutoff
(e.g., 0.10 or 0.15), especially in the prediction of pres-
ence of infectious disease, might have resulted in more
predictors being included in the models, potentially
boosting predictive performance. In our planned analy-
sis of models that aim to enhance sensitivity and/or
specificity, we will also investigate the effect of different
cutoff p-values.
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CONCLUSIONS

We have demonstrated that mortality, acute morbidity,
and presence of an acute infectious disease can be pre-
dicted using available standard predictors. Most impor-
tantly, for risk stratification in terms of short-term
mortality and acute morbidity, the best predictors are
easily obtainable from a short patient history combined
with the physician’s overall Gestalt-like first impression
of “how ill a patient looks.” The models we derived out-
performed physicians’ first impressions alone and were
found to have substantial predictive accuracy.

The authors thank Susannah Goss for editing this manuscript and
Max Kuhn for his support in implementing the modeling tech-
niques.
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