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Employing the covariant formalism, we derive the evolution equations for two scalar

fields with non-canonical field space metric up to third order in perturbation the-

ory. These equations can be used to derive predictions for local bi- and trispectra

of multi-field cosmological models. Our main application is to ekpyrotic models in

which the primordial curvature perturbations are generated via the non-minimal

entropic mechanism. In these models, nearly scale-invariant entropy perturbations

are generated first due to a non-minimal kinetic coupling between two scalar fields,

and subsequently these perturbations are converted into curvature perturbations.

Remarkably, the entropy perturbations have vanishing bi- and trispectra during the

ekpyrotic phase. However, as we show, the conversion process to curvature pertur-

bations induces local non-Gaussianity parameters fNL and gNL at levels that should

be detectable by near-future observations. In fact, in order to obtain a large enough

amplitude and small enough bispectrum of the curvature perturbations, as seen in

current measurements, the conversion process must be very efficient. Interestingly,

for such efficient conversions the trispectrum parameter gNL remains negative and

typically of a magnitude O(102) − O(103), resulting in a distinguishing feature of

non-minimally coupled ekpyrotic models.
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I. INTRODUCTION

In order to further our understanding of the beginning of the universe we can learn

from at least two main sources; electromagnetic radiation and gravitational waves. So far,

all our knowledge is derived from the first, presenting us with a picture of the density

distribution in the universe after photons from the surface of last scattering have been

emitted. On the one hand, satellites like PLANCK [1–3] have probed the Cosmic Microwave

Background (CMB) radiation to exceedingly great detail. Surveys of the large-scale structure

of the universe are quickly catching up, to the point where they might be able to rival the

precision of the CMB maps in the near future, as our understanding of structure formation is

continuously improving [4]. Further information will come from the detection (or absence) of

primordial gravitational waves. In this light, it remains as important as ever to understand

the predictions of cosmological models of the early universe.

The most popular theory of the early universe is inflation – see [5] for a review. Simple

models of inflation lead to rather clear predictions: the fact that the inflaton must roll down

a very flat potential implies that it is approximately a free field. This in turn implies a

spectrum of density perturbations that is Gaussian to high accuracy, implying that both

the bispectrum and trispectrum are expected to be very small. More complicated models

can however be designed, involving multiple fields and/or higher derivative kinetic terms,

such that essentially all potential combinations of observations can be matched. One may

hope that this uncomfortable fact may be circumvented if additional constraints on model

building, arising from the combination with particle physics or eventually quantum gravity,

will become available. In the meantime, it is interesting to observe that simple inflationary

models also typically predict primordial gravitational waves at observable levels, so that the

current non-observation already starts to rule out a number of long-favoured models [2].

A complicating feature of (most) inflationary models is the process of eternal inflation,

by which the universe is turned into a multiverse of infinitely many “pocket universes” with

different physical properties. In this way, even a single model of inflation can lead to an

infinite number of possible outcomes. Despite many attempts, the process of eternal inflation

and the resulting non-predictivity of inflation remain serious open problems of early universe

cosmology, and they motivate the investigation of alternative models [6].

In the present paper we will be interested in ekpyrotic models, which form an alternative
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to inflation in that they can solve the flatness and horizon problems of the early universe,

while also generating primordial density perturbations – see [7] for a review. Moreover, they

are not plagued by the runaway behaviour of eternal inflation [8, 9]. However, they also

present one big challenge: the ekpyrotic phase is a contracting phase assumed to precede

the big bang and in order to obtain a complete model one must be able to explain a bounce

linking the contracting phase to the currently expanding phase. Such bounces are not

fully understood yet, but this is an active field of research in which significant progress is

being made – see for instance [10–15]. A distinguishing feature of ekpyrotic models is that

they do not amplify gravitational waves [16] (except for a small effect at second order in

perturbation theory, where the density perturbations act as a source [17]). For this reason, we

are all the more motivated to try to understand the predictions for the primordial density

perturbations in great detail. In the present paper, we will therefore calculate the non-

Gaussian corrections to the primordial density fluctuations, and in particular we will extend

our previous treatment of the bispectrum/3-point function [18] to the trispectrum/4-point

function.

The precise model we are interested in is the non-minimally coupled entropic mechanism,

first proposed by Qiu, Gao and Saridakis [19], and by Li [20], and generalised in [21]. Here,

nearly scale-invariant entropy perturbations are generated by a field-dependent coupling

between two scalar field kinetic terms. Subsequently, these entropy perturbations can then be

converted into curvature perturbations. This model was shown in [18] to lead to a vanishing

bispectrum during the ekpyrotic phase. Our aim in the present paper is twofold: we would

like to understand the predictions of this model for the trispectrum, and investigate the

effect of the conversion mechanism on both the bispectrum and trispectrum in detail. Note

that, even though the scalar field space is now endowed with a non-trivial metric, the model

does not contain higher derivative kinetic terms. For this reason, only the non-Gaussianities

of local form are relevant, and these can be calculated from the classical evolution on large

scales. Thus, we will first have to develop cosmological perturbation theory up to third

order (since we are interested in the trispectum), for the case of a non-trivial field space

metric and for models with two scalar fields. This will extend the existing treatment up

to second order in perturbation theory of Renaux-Petel and Tasinato [22], as well as the

existing development of third order perturbation theory for trivial field space metrics [23].

Note that this part of our paper is entirely general, and may be used for applications to any
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two-field cosmological models with arbitrary field space metrics (i.e. to general two-field

non-linear sigma models).

What we find is that the non-minimally coupled ekpyrotic phase also leads to a precisely

vanishing trispectrum, but that the conversion process has a crucial impact on the final

predictions for the bispectrum and trispectrum of the curvature perturbations. In particular,

we find that the conversion process must be very efficient in order for these models to be in

agreement with current limits on the bispectrum parameter fNL. Interestingly, such efficient

conversions then lead to a non-trivial prediction for the trispectrum non-linearity parameter

gNL, which is expected to be negative and of a magnitude of several hundred typically.

This is thus an observational signature to look out for in future observations of the cosmic

microwave background.

II. COVARIANT FORMALISM AND PERTURBATION THEORY UP TO

SECOND ORDER

We will start by reviewing the covariant formalism for cosmological perturbation theory,

up to second order in perturbations and for a theory comprising two scalar fields (with

non-trivial field space metric). Readers familiar with these results may proceed to the next

section, where new results at third order will be presented.

In the present work, we will adopt the 1+3 covariant formalism developed by Langlois and

Vernizzi [24–27], which was inspired by earlier works of Ellis and Bruni [28, 29] and Hawking

[30]. This formalism builds on the insight that in a purely time-dependent background

metric (in particular in Friedmann-Lemaitre-Robertson-Walker (FLRW) spacetimes) spatial

derivatives of scalar quantities are automatically gauge-invariant. The formalism allows

one to derive rather compact all-orders evolution equations for cosmological perturbations,

which, with suitable care, may then be expanded up to the desired order in perturbation

theory.

We study the cosmological fluctuations of a system of two non-minimally coupled scalar

fields, i.e. two scalar fields with a non-trivial field space metric (but minimally coupled to

gravity). The action of such systems is of the form

S =

∫
d4x
√
−g
(

1

2
R− 1

2
GIJ(φK)∇aφ

I∇aφJ − V (φK)

)
, (1)
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where the indices I, J,K = 1, 2 label the two scalar fields (in our later examples we will

also write φ1 = φ, φ2 = χ). The field space metric and its inverse can be used to lower

and raise field space indices, respectively, e.g. φI = GIJφ
J . Such actions were studied by

Renaux-Petel and Tasinato [22] up to second order in perturbation theory and, for trivial

field space metric GIJ = δIJ , the formalism was extended to third order by Renaux-Petel and

one of us [23]. Considering theories with two scalars fields is conceptually of importance, as

two-scalar theories admit both adiabatic/curvature and entropic/isocurvature perturbations.

The extension to having more than two fields is then straightforward, as the presence of

additional fields simply augments the number of independent entropic perturbations.

A. Covariant formalism

Let us consider a spacetime, with metric gab, where a congruence of cosmological observers

is defined by an a priori arbitrary unit timelike vector ua = dxa/dτ (with uau
a = −1), where

τ denotes the proper time. The spatial projection tensor orthogonal to the four-velocity ua

is then given by

hab ≡ gab + uaub, (habh
b
c = hac, h b

a ub = 0). (2)

To describe the time evolution, we make use of the Lie derivative w.r.t. ua, i.e. the covariant

definition of the time derivative. It is defined for a generic covector Ya by (see e.g. [31])

Ẏa ≡ LuYa ≡ ub∇bYa + Yb∇au
b, (3)

and will be denoted by a dot, as has been customary in works on the covariant formalism.

For scalar quantities, the covariant time derivative reduces to

ḟ = ub∇bf. (4)

To describe perturbations in the covariant approach, we project the covariant derivative

orthogonally to the four-velocity ua; this spatial projection of the covariant derivative will

be denoted by Da. For a generic tensor, its definition is

DaT
c...
b... ≡ h d

a h
e
b . . . h

c
f . . .∇dT

f...
e... . (5)

Again, for the case of a scalar, this simplifies,

Daf ≡ h b
a ∇bf = ∂af + uaḟ . (6)
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The covariant derivative of any time-like unit vector field ua can be decomposed uniquely

as follows

∇bua = σab + ωab +
1

3
Θhab − aaub, (7)

with the (trace-free and symmetric) shear tensor σab and the (antisymmetric) vorticity tensor

ωab. The volume expansion, Θ, is defined by

Θ ≡ ∇au
a, (8)

where the integrated volume expansion, α, along ua,

α ≡ 1

3

∫
dτ Θ (Θ = 3α̇), (9)

can be interpreted as the number of e-folds of evolution of the scale factor measured along

the world-line of a cosmological observer with four-velocity ua since Θ/3 corresponds to the

local Hubble parameter. The acceleration vector is given by

aa ≡ ub∇bu
a. (10)

Finally, it is always possible to decompose the total energy-momentum tensor as

Tab = (ρ+ p)uaub + qaub + uaqb + gabp+ πab, (11)

where ρ, p, qa and πab are the energy density, pressure, momentum and anisotropic stress

tensor, respectively, as measured in the frame defined by ua.

B. Two scalar fields with non-trivial field space metric

The energy momentum tensor derived from the action (1) is then

Tab = GIJ∇aφ
I∇bφ

J + gab(−
1

2
GIJ∇cφ

I∇cφJ − V ). (12)

Comparing to the decomposition in (11) one finds for the energy density, pressure, momen-

tum and anisotropic stress, respectively,

ρ ≡ Tabu
aub = T00u

0u0 = φ̇I φ̇I +
1

2
GIJ∇cφ

I∇cφJ + V, (13)

p ≡ 1

3
hacTabh

b
c =

1

3
GIJDaφ

IDaφJ − 1

2
GIJ∇cφ

I∇cφJ − V, (14)

qa ≡ −ubTbchca = −φ̇IDaφ
I ≈ −u0T0i, (15)
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πab ≡ h caTcdh
d
b − p hab = GIJDaφ

IDbφ
J − hab

3
GIJDcφ

IDcφJ . (16)

The equation of motion for the scalar fields is obtained by varying the action w.r.t. the

fields themselves,

0 =GIJ∇a∇aφJ + ΓIJK∇aφ
K∇aφJ − V,I

=φ̈I + ΓIJK

(
φ̇J φ̇K −Daφ

JDaφK
)

+ Θφ̇I +GIJV,J −DaD
aφI − abDbφ

I ,
(17)

where ΓIJK = GILΓLJK = 1
2

(GIJ,K +GIK,J −GJK,I) and the second equality above makes

use of equations (2, 5-10).

We introduce the following derivatives of field space vectors in curved coordinates in order

to simplify notation. The spacetime derivative, given by

DaAI ≡ ∇aA
I + ΓIJK∇aφ

JAK , (18)

is used to define a time derivative in field space,

DuAI ≡ uaDaAI = ȦI + ΓIJK φ̇
JAK , (19)

and a spatially projected derivative in field space,

D⊥aT I c...b... ≡ hdah
e
b . . . h

c
f . . .DdT I f...e... . (20)

We can then rewrite the evolution equation (17) in a more concise form as

Duφ̇I + Θφ̇I +GIJV,J −D⊥a
(
DaφI

)
− aaDaφ

I = 0. (21)

In the two-field case it is convenient to introduce a particular basis in field space which

consists of an adiabatic and an entropic unit vector. This decomposition was first introduced

in [32] for two fields in the linear theory. The generalisation to multiple fields is discussed

in [33, 34] for the linear case and in [35] for the nonlinear theory. The adiabatic unit vector,

denoted by eIσ, is defined in the direction of the velocity of the two fields, i.e. tangent to the

field space trajectory. The entropic unit vector, denoted by eIs, is defined along the direction

orthogonal to it (w.r.t. GIJ), namely

eIσ ≡
φ̇I

σ̇
, GIJe

I
se
J
s = 1, GIJe

I
se
J
σ = 0, (22)

with

σ̇ ≡
√
GIJ φ̇I φ̇J . (23)
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Note that this is only a short-hand notation, i.e. σ̇ is generally not the derivative along ua

of a scalar field σ. Furthermore, we introduce the quantity θ̇ to express the time evolution

of the basis vectors,

DueIσ ≡ θ̇eIs, DueIs ≡ −θ̇eIσ, (24)

where DueIα = ėIα + ΓIJK σ̇e
J
σe

K
α , (α = σ, s) is given by the definition in (19). Again, θ̇ is not

the derivative along ua of an angle θ, although such an angle can be defined for a trivial

field space metric [27].

Making use of the basis (22), we can then introduce two linear combinations of the scalar

field gradients and thus define two covectors by analogy with the similar definitions in the

linear context [33]: the adiabatic and entropic covectors, denoted by σa and sa, respectively,

and given by

σa ≡ eσI∇aφ
I , (25)

sa ≡ esI∇aφ
I . (26)

By definition, the entropic covector sa is orthogonal to the four-velocity ua, i.e. uasa = 0.

By contrast, the adiabatic covector σa contains a longitudinal component: uaσa = σ̇. At any

location in spacetime, one may think of σi as describing perturbations in the total energy

density (and thus perturbations in the expansion/contraction history of the universe), and

of si as describing perturbations in the relative contributions of the two scalar fields to the

total energy density.

A covariant generalisation of the comoving energy density perturbation is given by the

covector

εa ≡ Daρ−
ρ̇

σ̇
σ⊥a , (27)

where σ⊥a ≡ eσIDaφ
I = σa+ σ̇ua is the spatially projected version of (25). It has been shown

in [27] that if the shear is negligible on large scales, so is εa ≈ 0.

Then, in our two-field system, the full evolution equation of the entropy covector sa can

be expressed on large scales (i.e. to leading order in spatial gradients) as [22]

s̈a + Θṡa +
(
V;ss + 3θ̇2 + σ̇2eIse

J
s e

K
σ e

L
σRIKJL

)
sa ≈ −2

θ̇

σ̇
εa, (28)

with

V,s = eIsV,I , V;ss = eIse
J
sDIDJV and DIDJV ≡ V,IJ − ΓKIJV,K , (29)



10

and where RI
KLJ = ∂JΓIKL − ∂LΓIKJ + ΓIJPΓPKL − ΓILPΓPKJ is the Riemann tensor associated

with the metric GIJ . An equality valid only on large scales will be denoted by ≈.

It is a well-known result that in cosmological models with a single scalar field the curvature

perturbation is conserved on large scales [36]. However, when a second field is present,

entropic perturbations may arise and these can source the curvature perturbation on large

scales [32]. We will now derive a particularly simple and useful form of the evolution equation

for the comoving curvature perturbation on large scales, extending known versions [37–39]

to the case of having a non-trivial field space metric. We will work in comoving gauge and

take the background to be described by a flat FLRW metric. On large scales the perturbed

metric can be written as

ds2 = −dt2 + a(t)2e2ζ(t,xi)dxidxi, (30)

where ζ denotes the comoving curvature perturbation and can be thought of as a local

perturbation in the scale factor. We will denote derivatives w.r.t. physical time t with

primes. In our model (1) the equation of continuity is given by

ρ′ + 3(H + ζ ′)(ρ+ p) = 0, (31)

with the background (denoted by overbars) satisfying

ρ̄′ + 3H̄(ρ̄+ p̄) = 0. (32)

On co-moving hypersurfaces the energy density is uniform, ρ = ρ̄ (and hence also H = H̄

because of the Friedmann equation). We then obtain

ζ ′ = −H̄ δp

ρ̄+ p̄+ δp
, (33)

where δp ≡ p(t, xi)− p̄(t). Since, by definition, δρ = 0 on these hypersurfaces, we can imme-

diately relate the pressure perturbation to a perturbation in the potential, δp = −2δV |δρ=0.

Plugging this relation into equation (33), we obtain a compact expression for the evolution

of the comoving curvature perturbation on large scales, writing H̄ = H,

ζ ′ =
2HδV

σ̄′2 − 2δV
, (34)

which is valid to all orders in perturbation theory.

In the following subsection, we will introduce a coordinate system. The evolution equa-

tions for the entropy perturbation (28) and the comoving curvature perturbation (34) can
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then be straightforwardly translated into the linearized and second-order perturbation equa-

tions, while we derive new results at third order in the following section. For convenience,

we have collected various background as well as first- and second-order expressions that will

be used in the rest of this paper in appendix C.

C. Perturbation theory up to second order

We introduce coordinates xµ = (t, xi) to describe an almost-FLRW spacetime, in order

to relate the covariant formalism to the more familiar coordinate based approach. We will

denote a partial derivative with respect to the cosmic time t by a prime, i.e. ′ = ∂/∂t, since

the dot is already reserved for the Lie derivative (3). Fields are expanded without factorial

factors:

X(t, xi) = X̄(t) + δX(1)(t, xi) + δX(2)(t, xi) + δX(3)(t, xi). (35)

Quantities with an over-bar like X̄ are evaluated on the background, first order quantities

like δX(1) solve the linearised equations of motion, second order quantities like δX(2) the

quadratic equations, and so on. In the following, we drop the superscript (1) for perturbations

at linear order when the meaning is unambiguous. For simplicity we choose ua such that

ui = 0. In appendix C we show how u0 is then determined in terms of metric quantities.

We start by presenting the definitions of the adiabatic and entropic perturbations up to

second order. By expanding Eqs. (25) and (26) up to second order, one finds, for σi and si

respectively,

δσi = ∂iδσ, δσ ≡ ēσIδφ
I (36)

δsi = ∂iδs, δs ≡ ēsIδφ
I . (37)

at linear order and

δσ
(2)
i ≡ ∂iδσ

(2) +
θ̄′

σ̄′
δσ∂iδs−

1

σ̄′
Vi, (38)

δs
(2)
i ≡ ∂iδs

(2) +
δσ

σ̄′
∂iδs

′, (39)

at second order [22], with

δσ(2) ≡ ēσIδφ
I(2) +

1

2
ēσI Γ̄

I
KLē

K
α ē

L
βδσ

αδσβ +
1

2σ̄′
δsδs′ (40)
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δs(2) ≡ ēsIδφ
I(2) +

1

2
ēsI Γ̄

I
KLē

K
α ē

L
βδσ

αδσβ − δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

)
, (41)

where the inverse zweibeine are defined via δφI = e I
α δσ

α and α = (σ, s). The curved nature

of the field space metric manifests itself in the appearance of the terms with Christoffel

symbols in δσ(2) and δs(2). It is convenient to introduce the spatial vector

Vi ≡
1

2
(δs∂iδs

′ − δs′∂iδs), (42)

which vanishes when δs and δs′ have the same spatial dependence. Since relative spatial

gradients are heavily suppressed for super-Hubble modes both in inflationary and in ekpy-

rotic models, δs′ and δs indeed obtain the same spatial dependence, i.e. δs′ = g(t)δs, to

high precision.

The gauge transformation of a tensor T generated by a vector field ξa is given by the

exponential map [40]

T→ eLξT . (43)

With the perturbative expansion ξ =
∑

n
1
n!
ξ(n), the first and second-order perturbations of

a tensor T are then found to transform as [41]

δT(1) → δT(1) + Lξ(1)T
(0), δT(2) → δT(2) + Lξ(1)δT

(1) +

(
Lξ(2) +

1

2
L2
ξ(1)

)
T(0). (44)

Using these relations, it can easily be verified that the entropic perturbations δs(1),(2) are

gauge-invariant. The adiabatic perturbations, however, are not gauge-invariant, but they

have been defined such that setting them to zero is equivalent to going to comoving gauge,

on large scales. This can be seen by expanding the momentum density qi given by (15),

which ought to vanish in comoving gauge:

δqi = −∂i (σ̄′δσ) (45)

at linear order, and

δq
(2)
i = −∂i

[
σ̄′δσ(2) +

1

2

σ̄′′

σ̄′
δσ2 + θ̄′δσδs

]
− 1

σ̄′
δε∂iδσ + Vi, (46)

at second order. As already mentioned, Vi ≈ 0 on large scales for the models we are interested

in, and therefore setting the adiabatic perturbations to zero (as a gauge choice) corresponds

to adopting comoving gauge on super-Hubble scales.
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The equations of motion of the scalar fields were presented as (17), which for the back-

ground can be rewritten as

ḠIJ�φ̄
J + Γ̄IKL∂µφ̄

K∂µφ̄L − V̄,I = 0. (47)

Substituting φ̄J
′
= σ̄′ēJσ and using (24), they read

ēσI (σ̄′′ + 3Hσ̄′) + ēsI σ̄
′θ̄′ + V̄,I = 0. (48)

Multiplying with ēIσ and ēIs, we obtain the background equations of motion for σ and s,

respectively:

σ̄′′ + 3Hσ̄′ + V,σ = 0, (49)

and

σ̄′θ̄′ + V,s = 0. (50)

Expanding the equation of motion for sa (28) to linear order gives

δs′′ + 3Hδs′ +
(
V̄;ss + 3θ̄′2 + σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)
δs = −2θ̄′

σ̄′
δε ≈ 0, (51)

where we have used

Θ̄ = 3H. (52)

At second order, we get

δs(2)′′ + 3Hδs(2)′ +
(
V̄;ss + 3θ̄′2 + σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)
δs(2) ≈ − θ̄

′

σ̄′
δs′2

− 2

σ̄′

[
θ̄′′ +

V̄,σθ̄
′

σ̄′
− 3

2
Hθ̄′

]
δsδs′ +

[
−1

2
V̄;sss +

5V̄;ssθ̄
′

σ̄′
+

9θ̄′3

σ̄′

+ ēIs ē
J
s ē

K
σ ē

L
σ

(
σ̄′θ̄′R̄IKJL −

1

2
σ̄′2ēNs DN R̄IKJL

)]
δs2 − 2θ̄′

σ̄′
δε(2),

(53)

where we have used Vi ≈ 0 on large scales in the second term on the RHS, and δε(2) ≈ 0.

The equation for the entropy perturbation forms a closed system; on large scales, it evolves

independently of the adiabatic component.

In comoving gauge, expanding the expression for the curvature perturbation (34) up to

second order, we have

ζ ′ =
2HδV

σ̄′2 − 2δV

δσ=0
≈ 2H

σ̄′2

[
δV (1) + δV (2) +

2

σ̄′2
(
δV (1)

)2
]
, (54)
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where the δσ = 0 statement above the ≈ sign indicates that the equations are valid in

comoving gauge. Using equations (C33)-(C34), we obtain

ζ(1)′ δσ=0
≈ −2Hθ̄′δs

σ̄′
(55)

at first order, and

ζ(2)′ δσ=0
≈ 2H

σ̄′2

[
−σ̄′θ̄′δs(2) − V̄,σ

2σ̄′
δsδs′ +

(
1

2
V̄;ss + 2θ̄′2

)
δs2

]
(56)

at second order. It becomes clear that the curvature perturbation is sourced by the entropy

perturbation.

In the next section, we will derive the corresponding third-order equations, which are

needed for the study of the primordial trispectra of cosmological perturbations.

III. DERIVING THE THIRD ORDER EQUATIONS OF MOTION

We are now in a position to present our main technical developments: we use the covariant

formalism to derive the third-order evolution equations for the entropy and the curvature

perturbations for two scalar fields with a non-trivial field space metric. These equations

will then allow us to calculate and make predictions for the trispectrum of current ekpyrotic

models.

The covariant formalism has the advantage of allowing one to derive simple all-orders

evolution equations for the adiabatic and entropic co-vectors. However, given that the

general all-orders definitions of the adiabatic and entropic convectors are rather implicit

and formal, in using the covariant formalism to make actual predictions a non-trivial step

consists in identifying the proper definitions of adiabatic and entropic fluctuations up to

the desired order in perturbation theory. Once these definitions are at hand, it becomes a

straightforward exercise to expand the all-orders equations up to the desired order. Thus

our first and main task is to find the appropriate definitions of adiabatic and entropic

perturbations at third order. Expanding Eq. (26) at third order using Eqs. (C19) and
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(C21), one obtains

δs
(3)
i = ∂iδs

(3) +
δσ

σ̄′
∂iδs

(2)′ +
δσ(2)

σ̄′
∂iδs

′ − σ̄′′

2σ̄′3
δσ2∂iδs

′ +
δσ2

2σ̄′2
∂iδs

′′

+
1

2σ̄′2
(
δs′ + 2θ̄′δσ

)
δs∂iδs

′ − ∂i
(

1

6σ̄′2
δsδs′2

)
+

1

6
ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

(
δσ2∂iδs− δσδs∂iδσ

)
+

1

3
ēsI
[
−∂M Γ̄IKL + Γ̄IKP Γ̄PLM + Γ̄ILP Γ̄PKM

]
ēLs
(
ēMσ ē

K
s − ēKσ ēMs

)
∂i
(
δσδs2

)
(57)

where we have defined

δs(3) ≡ ēsIδφ(3)I − δσ(2)

σ̄′
(
δs′ + θ̄′δσ

)
− δσ

σ̄′
δs(2)′ − δσ2

2σ̄′2

(
θ̄′2δs+ δs′′ − σ̄′′

σ̄′
δs′
)

− δσ3

6σ̄′

(
θ̄′

σ̄′

)′
− θ̄′

2σ̄′2
δσδsδs′ +

1

6σ̄′2
δsδs′2

+ ēsI Γ̄
I
KL

(
ēLσδσ + ēLs δs

) [
ēKσ

(
δσ(2) − 1

2σ̄′
δsδs′

)
+ ēKs

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))]
− 1

6

(
−∂M Γ̄IKL + Γ̄IKP Γ̄PLM + Γ̄ILP Γ̄PKM

)
ēsI×

×
[(
ēMσ δσ + ēMs δs

) (
ēLσδσ + ēLs δs

) (
ēKσ δσ + ēKs δs

)
+ δσδs

(
ēLσδσ + 2ēLs δs

) (
ēMσ ē

K
s − ēKσ ēMs

)]
.

(58)

Using the transformation of the third-order perturbations of a tensor T, given by [41]

δT(3) → δT(3)+Lξ(1)δT
(2)+

(
Lξ(2) +

1

2
L2
ξ(1)

)
δT(1)+

(
Lξ(3) + Lξ(1)Lξ(2) +

1

6
L3
ξ(1)

)
T(0), (59)

one can show that the entropy perturbation as defined in (58) is gauge-invariant. Note that,

compared to the earlier work [23], we have added the gauge-invariant term 1
6σ̄′2 δsδs

′2 to

the definition of δs(3) (and correspondingly subtracted off its derivative from δs
(3)
i ). This

improved definition is motivated by our considerations of ekpyrotic models in section IV, as

we will further discuss there. Moreover, in appendix B we will present additional arguments

that the term that we are adding to the definition of the entropic perturbation is the only

sensible one1. Apart from this small modification, the present definition now also includes

terms due to the curvature of field space.

1 This new definition does not change the results of [23], as our new definition differs from the old one by

a gauge-invariant term.
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On large scales, our new definition leads to an extremely simple relationship between the

covector δs
(3)
i and the entropic perturbation δs(3): in comoving gauge we have

δs
(3)
i

δσ=0
≈ ∂iδs

(3) +
1

2σ̄′2
δsδs′∂iδs

′ − 1

6σ̄′2
∂i
(
δsδs′2

)
= ∂iδs

(3) +
1

3σ̄′2
δs′Vi

≈ ∂iδs
(3)

(60)

with

δs(3) δσ=0≡ ēsIδφ
(3)I +

1

6σ̄′2
δsδs′2 + ēsI Γ̄

I
KLē

L
s δs

[
ēKs δs

(2) − 1

2σ̄′
ēKσ δsδs

′
]

+
1

6
ēsI ē

J
s ē

K
s ē

L
s

[
∂J Γ̄IKL − 2Γ̄IJP Γ̄PKL

]
δs3,

(61)

where we have simplified the last term due to the symmetry in the vielbeine.

The adiabatic perturbation δσ is not a gauge-invariant variable, so there is more freedom

in choosing a definition. Expanding Eq. (25) using Eqs. (C13) and (C15), we obtain

δσ
(3)
i = ∂iδσ

(3) +
θ̄′

σ̄′
(
δσ∂iδs

(2) + δσ(2)∂iδs
)

+
δσ

σ̄′2
(
δs′ + θ̄′δσ

)
∂iδs

′ +
1

2σ̄′2
(
δs′ + θ̄′δσ

)2
∂iδσ

+

[(
θ̄′

σ̄′

)′
δσ

2
− 1

σ̄′2
(
V̄;ss + 2θ̄′2

)
δs+

V̄,σ
σ̄′2

δs′

]
δσ∂iδs−

1

σ̄′
V

(3)
i − θ̄′

3σ̄′2
δsVi

+
(
ēKσ ē

L
s + ēKs ē

L
σ

)
ēJσδσδs∂i

(
ēIσδσ + ēIsδs

) [1

2

(
ḠIP,J − ḠIJ,P

)
Γ̄PKL

− ḠJP,LΓ̄PIK +
1

4

(
ḠKL,IJ − ḠIK,LJ − ḠIL,KJ + 2ḠIJ,KL

)]
,

(62)

with

δσ(3) ≡ ēσIδφ(3)I +
1

2σ̄′

(
δs′δs(2) + δsδs(2)′

)
+

θ̄′

6σ̄′2
δs2δs′

+ ēσI Γ̄
I
KL

(
ēLσδσ + ēLs δs

) [
ēKσ

(
δσ(2) − 1

2σ̄′
δsδs′

)
+ ēKs

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))]
+

1

2
ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJLδσδs

2 +
1

6
ēσI
(
ēJσ ē

K
σ ē

L
σδσ

3 + ēJs ē
K
s ē

L
s δs

3
) [
∂J Γ̄IKL − 2Γ̄IJP Γ̄PKL

]
.

(63)

We have defined the natural generalisation of the third order non-local term Vi as

V
(3)
i =

1

2

(
δs(2)∂iδs

′ + δs∂iδs
(2)′ − δs(2)′∂iδs− δs′∂iδs(2)

)
, (64)

which again vanishes when the total entropy perturbation δs = δs(1) + δs(2) factorizes in

terms of its time and spatial dependence, i.e. δs′ = g(t)δs. We can neglect it as such
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differences in spatial gradients are heavily suppressed on large scales in both inflationary

and ekpyrotic models. For δσ = δσ(2) = 0 the adiabatic perturbation at third order reduces

to

δσ(3) δσ=0
≈ ēσIδφ

(3)I +
1

2σ̄′

(
δs′δs(2) + δsδs(2)′

)
+

θ̄′

6σ̄′2
δs2δs′

+ ēσI Γ̄
I
KLē

L
s δs

[
ēKs δs

(2) − 1

2σ̄′
ēKσ δsδs

′
]

+
1

6
ēσI ē

J
s ē

K
s ē

L
s δs

3
[
∂J Γ̄IKL − 2Γ̄IJP Γ̄PKL

]
.

(65)

One may check that this is a useful definition of the adiabatic perturbation by expanding

the momentum density (15) to third order and verifying that it vanishes on large scales,

δq
(3)
i

δσ=0
≈ 0, in comoving gauge δσ = δσ(2) = δσ(3) = 0.

Now that we have the definitions of the adiabatic and entropic fluctuations, we can obtain

their equations of motion. To this end, we expand the equation of motion for sa (28) to

third order, with the result

0 ≈ δs(3)′′ + 3Hδs(3)′ +
(
V̄;ss + 3θ̄′2 + σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)
δs(3) + 2

θ̄′

σ̄′
δs′δs(2)′

+

(
2

σ̄′
θ̄′′ +

2

σ̄′2
V̄,σθ̄

′ − 3

σ̄′
Hθ̄′

)(
δsδs(2)

)′
+

(
V̄;sss −

10

σ̄′
V̄;ssθ̄

′ − 18

σ̄′
θ̄′3 + ēIs ē

J
s ē

K
σ ē

L
σ

(
−2σ̄′θ̄′R̄IKJL + σ̄′2ēNs DN R̄IKJL

))
δsδs(2)

+
V̄,σ
3σ̄′3

δs′3 +
1

σ̄′2

[
2

3
V̄;σσ +

2V̄ 2
,σ

σ̄′2
+

1

σ̄′
HV̄,σ − V̄;ss −

8

3
θ̄′2 − σ̄′2ēIs ēJs ēKσ ēLσ R̄IKJL

]
δsδs′2

+

[
− 22

3σ̄′2
θ̄′θ̄′′ − 7

6σ̄′
V̄;ssσ −

11

3σ̄′3
V̄;ssV̄,σ −

13

3σ̄′3
V̄,σθ̄

′2 − 1

σ̄′2
HV̄;ss +

18

σ̄′2
Hθ̄′2

− 4V̄,σ
3σ̄′

ēIs ē
J
s ē

K
σ ē

L
σ R̄IKJL −

σ̄′

6
ēIs ē

J
s ē

K
σ ē

L
σ ē

M
σ DM R̄IKJL

]
δs2δs′

+

[
1

6
V̄;ssss −

7

3σ̄′
V̄;sssθ̄

′ +
5

3σ̄′2
V̄ 2

;ss +
19

σ̄′2
V̄;ssθ̄

′2 +
24

σ̄′2
θ̄′4

+
1

3
ēIs ē

J
s ē

K
σ ē

L
σ

(
R̄IKJL

(
V̄;ss + θ̄′2

)
− 2σ̄′θ̄′ēNs DN R̄IKJL

+ σ̄′2ēNs ē
Q
s

(
1

2
DQDN R̄IKJL − R̄IKJP R̄

P
NLQ + R̄IKJLR̄

P
NPQ

))]
δs3,

(66)

where we have used Vi ≈ 0 and V
(3)
i ≈ 0 on large scales. The equation of motion is fully

covariant, as it should. Notice that upon the introduction of the extra term in the definition

of δs(3) in (58) compared to [23] the numerical factors of some of the terms have changed

– see appendix B for the equivalent equation of motion without the extra term. Moreover,
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the non-trivial field space metric manifests itself in the appearance of terms with Riemann

tensors and their covariant derivatives. Just as was the case at lower orders, the large-scale

equation for the entropy perturbation is closed at third order.

On large scales, the evolution of the curvature perturbation at third order is given by

expanding (34) and using (C33)-(C35), leading to

ζ(3)′ δσ=0
≈ 2H

σ̄′2

[
δV (3) +

4

σ̄′2
δV (1)δV (2) +

4

σ̄′4
(
δV (1)

)3
]

=
2H

σ̄′2

[
−σ̄′θ̄′δs(3) − V̄,σ

2σ̄′
(
δsδs(2)

)′
+
(
V̄;ss + 4θ̄′2

)
δsδs(2) +

θ̄′

6σ̄′
δsδs′2

+

(
11

6

θ̄′V̄,σ
σ̄′2
− 1

2σ̄′
V̄;sσ

)
δs2δs′ +

(
1

6
V̄;sss − 2

θ̄′V̄;ss

σ̄′
− 4

θ̄′3

σ̄′

)
δs3

]
.

(67)

It is the third-order counterpart of equations (55) and (56) and shows how the adia-

batic/curvature perturbations are sourced by entropic perturbations. As is apparent from

the first line, once the potential V becomes irrelevant, ζ is conserved on large scales. This

is for instance the case in the approach to the bounce in ekpyrotic models.

IV. EKPYROTIC EXAMPLES

A. The non-minimally coupled ekpyrotic model

The evolution equations derived in the previous section (III) can be applied to any in-

flationary or ekpyrotic model described by two scalar fields with a non-trivial field space

metric and a potential. In this paper we are chiefly interested in the “non-minimal entropic

mechanism”, which is a mechanism for generating ekpyrotic density perturbations. It was

first proposed by Qiu, Gao and Saridakis [19] as well as by Li [20], and further developed

and generalised in [18, 21]. The model contains two scalar fields: φ is assumed to have an

ordinary kinetic term and a steep negative potential – thus φ drives the ekpyrotic contracting

phase. A second scalar, χ, is non-minimally coupled to φ such that in the ekpyrotic back-

ground it obtains nearly scale-invariant perturbations. Compared to the standard entropic

mechanism, the model has the advantage that it does not require an unstable potential to

generate nearly scale-invariant perturbations. In fact, in this model the potential need not

depend on the second scalar χ at all during the ekpyrotic phase. The entropic mechanism

consists of a two-stage process: first nearly scale-invariant, Gaussian entropy perturbations
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are produced during the ekpyrotic phase, which are then converted into curvature pertur-

bations in the subsequent kinetic phase by a bending in the field space trajectory. We will

assume that the conversion process also occurs during the contracting phase of the universe.

To complete the model, one may then consider both a prescription for initial conditions

[42–45] and a non-singular bounce into the current expanding phase of the universe - see for

instance [10, 11, 13, 14] for a discussion of non-singular bounces and [46, 47] for the proof that

the perturbations generated during the contracting phase pass through such non-singular

bounces unharmed.

As just described, we will consider the case where the second scalar field χ is coupled to

the first scalar φ by a function Ω(φ)2, i.e. the field space metric and its inverse are given by

GIJ =

1 0

0 Ω(φ)2

 , and GIJ =

1 0

0 Ω(φ)−2

 . (68)

In a FLRW universe, the background equations of motion derived from the action (1) are

then

φ̄′′ + 3Hφ̄′ + V̄,φ − ΩΩ,φχ̄
′2 = 0, (69)

χ̄′′ +
(
3H + 2Ω−1Ω,φφ̄

′) χ̄′ + Ω−2V̄,χ = 0, (70)

H2 =
1

6

(
φ̄′2 + Ω2χ̄′2 + 2V̄

)
. (71)

In the next subsection, in order to obtain the non-Gaussianity parameters we solve for

the entropy and curvature perturbations, first analytically during the ekpyrotic phase, and

then numerically for the conversion phase. Simplifications brought about by our choice of

field space metric GIJ are detailed in appendix D.

B. The ekpyrotic phase

During the ekpyrotic phase, the potential is a function of φ alone, V = V (φ), and hence

V,χ = 0. From the background equation of motion for χ (70) it is immediately clear that

χ′ = 0 is a solution. The remaining background equations (69, 71) then reduce to those

for a single scalar in an ekpyrotic potential, V (φ) = −V0e
−
√

2εφ, and they admit the scaling

solution [48]

a ∝ (−t)1/ε, φ =

√
2

ε
ln

[
−
(

V0ε
2

(ε− 3)

) 1
2

t

]
, (72)
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where t is negative and runs from large negative towards small negative values. The fast-roll

parameter ε ≡ φ̄′2/(2H2) is directly related to the equation of state w = 2ε/3− 1 and for a

successful ekpyrotic phase where the universe becomes flat and anisotropies are suppressed

we need ε > 3. It has been shown in [21] that for any ekpyrotic equation of state it is

possible to choose the potential and the kinetic coupling such that nearly scale-invariant

entropy perturbations are produced.

We will now turn our attention to the perturbations, first reviewing the results at linear

and second order. During the ekpyrotic phase, the curvature perturbations obtain a blue

spectrum [49] and moreover they are not amplified [50, 51], such that we do not need to

discuss them. More interesting are the entropic perturbations. In the constant χ background

the entropic direction in field space is precisely the χ direction.

The specification of comoving gauge, δσ(1) = δσ(2) = 0, translates directly to

δφ(1)|ekp = 0 (73)

at linear order from (36), and

δφ(2)|ekp =
1

2σ̄′
(
δsδs′ − Ω−1Ω,φφ̄

′δs2
)

= −1

2
Ω2φ̄′−1δχδχ′ (74)

at second order from (40). With the definitions of the entropy perturbation at linear and

quadratic order from equations (37) and (41),

δs|ekp = −Ω(φ)δχ, (75)

and

δs(2)|ekp = −Ω(φ)δχ(2), (76)

the evolution equations for the entropy perturbation simplify significantly: at linear order,

starting from (51) we obtain

δs′′ + 3Hδs′ +
[
Ω−1Ω,φV̄,φ − Ω−1Ω,φφφ̄

′2] δs ≈ 0, (77)

which rewritten in terms of δχ and making use of the background equation for φ (69) becomes

δχ′′ +
(
3H + 2Ω−1Ω,φφ̄

′) δχ′ ≈ 0. (78)
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It is immediately clear that δχ′ = 0 is a solution during the ekpyrotic phase2. This further

simplifies our definitions; the second order perturbation in the first scalar field (74) vanishes,

δφ(2)|ekp = 0. (79)

It is straightforward then to show that during the ekpyrotic phase, the equation of motion

for the entropy perturbation at second order, given by (53), takes the same form as the first

order one, namely

δs(2)′′ + 3Hδs(2)′ +
[
Ω−1Ω,φV̄,φ − Ω−1Ω,φφφ̄

′2] δs(2) ≈ 0. (80)

There arises no source term for the second-order entropy perturbation δs(2), and we have

the trivial solution

δs(2)|ekp = 0, (81)

generating no intrinsic non-Gaussianity for the entropy perturbations. By contrast, the

entropy perturbations develop significant local non-Gaussian corrections in the standard

entropic mechanism already during the ekpyrotic phase, due to the χ-dependence of the

potential [23, 38, 39, 52–55].

Having solved for the entropy perturbation, we can use equations (55) and (56) to ob-

tain the evolution equation for the curvature perturbation at linear and quadratic order,

respectively, as [18]

ζ(1)′|ekp ≈ 0, (82)

noting that θ̄′|ekp = 0, and

ζ(2)′|ekp ≈
HV̄,φ
σ̄′2

[
σ̄′−1δsδs′ + Ω−1Ω,φδs

2
]

= −HV̄,φ
φ̄′3

Ω2δχδχ′ = 0, (83)

where the last equality follows from (78). Thus, during the ekpyrotic phase, no second-order

curvature perturbation is generated, fNL integrated = 0 [18]. This becomes clear once one

realises that the linearised solution, given by δχ = constant, behaves analogously to the

background.

We can now apply our new results to extend this discussion to third order. During the

ekpyrotic phase and with the field space metric given in (68) the equation of motion (66) at

2 The solution at linear order is non-zero (δχ(1) = constant) due to the quantization and associated ampli-

fication of the perturbations.
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third order simplifies to

δs(3)′′ + 3Hδs(3)′ +
[
Ω−1Ω,φV̄,φ − Ω−1Ω,φφφ̄

′2] δs(3) ≈ 0 (84)

allowing the solution

δs(3)|ekp = −Ωδχ(3) = 0. (85)

Like at second order, no intrinsic non-Gaussianity for the entropy perturbations is generated

at third order for this class of models. Note that if we had not added the gauge-invariant term

1
6σ̄′2 δsδs

′2 to the definition of the third order entropy perturbation in (58), then δs(3) would

have been non-zero. This would not have changed any results for physically measurable

quantities, but it is clear that our present definition of the third order entropy perturbation

is preferable to the older definition of [23], both on physical and aesthetic grounds.

The curvature perturbation at third order can be calculated by noting that during the

ekpyrotic phase, V̄,χ = θ̄′ = 0, and hence

δV |ekp = V̄,φδφ+ V̄,φδφ
(2) +

1

2
V̄,φφδφ

2 + V̄,φδφ
(3) + V̄,φφδφδφ

(2) +
1

6
V̄,φφφδφ

3 +O(4), (86)

which simplifies to

δV |ekp
δσ=0
≈ V̄,φδφ

(3) +O(4), (87)

in comoving gauge. From equation (65), we have that during the ekpyrotic phase (in co-

moving gauge on large scales)

δσ(3)|ekp
δσ=0
≈ −δφ(3) = 0. (88)

Thus there is no source for the curvature perturbation during the ekpyrotic phase,

ζ(3)′ |ekp =
2H

σ̄′2
δV (3) δσ=0

≈ 2H

σ̄′2
V̄,φδφ

(3) = 0, (89)

and at third order also the comoving curvature perturbation remains zero during the ekpy-

rotic phase, i.e. we have gNL integrated = 0.

In summary, we find that the ekpyrotic phase produces no local non-Gaussianity at all –

at least up to third order in perturbation theory – both for the entropy and the curvature

fluctuations. As we will now see, the conversion process of entropy into curvature fluctuations

will change this result appreciably.
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C. The conversion phase

After the ekpyrotic phase has come to an end, during the subsequent kinetic phase the

conversion from entropy to curvature perturbations is achieved by a bending in the field

space trajectory. This bending occurs naturally in the heterotic M-theory embedding of the

ekpyrotic/cyclic model [48, 56–58], though other origins of such a bending may of course also

be envisaged. The bending of the scalar field space trajectory can be modelled by having

a repulsive potential (given a specific realisation of the cyclic model in heterotic M-theory,

this repulsive potential can in principle be calculated [58]). Here, in order to be general, we

consider four different representative forms for the repulsive potential, namely

V1,2 = v
[
x−2 + r x−6

]
, v

[
(sinhx)−2 + r (sinhx)−4], (90)

with r = 0, 1 and where the dependence of the potential on x = −φ
2

+
√

3χ
2

expresses the

fact that the repulsive potential forms an angle (here chosen to be π/6) with respect to the

background trajectory.

One of the important parameters is the duration of the conversion process. We measure it

by the number of e-folds N of the evolution of |aH| during conversion. That is, one e-fold of

conversion corresponds to a′(tconv-end) = e·a′(tconv-beg). In our numerical studies we determine

N by determining the number of e-folds during which 90 percent of the total bending takes

place, i.e. we require
∫ tconv-end
tconv-beg

θ̄′dt/
∫ tkin-end
tkin-beg

θ̄′dt = 0.9. Conversions lasting about one e-fold

correspond to what we call smooth conversions, while shorter conversions are sharper. We

find that the results depend very significantly on the smoothness of conversion.

As previously argued in [18], in the non-minimal entropic mechanism the local bispectrum

produced during the conversion process is small when the conversion is efficient (which

corresponds to the conversion being smooth [54]). However, it is rather non-trivial to obtain

such an efficient conversion process. This becomes clear when we analyse the equation of

motion for χ given in (70), where the potential is now the repulsive potential modelling the

conversion. Even small changes along the background trajectory (along σ ∼ φ) lead to an

enormous factor Ω−2 ∼ eφ multiplying the now non-zero χ-derivative of the potential. This

causes the background trajectory to be sharply deflected leading to an extremely inefficient

conversion. So whenever the scalar curvature, given by

R = −2
Ω,φφ

Ω
, (91)
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is significant, the conversion is highly inefficient. This has the consequence of leading to

a small amplitude for the curvature perturbations, and large non-Gaussianities in clear

contradiction with observations. What this means is that the field space metric, taken to

be Ω = e−bφ/2 during the ekpyrotic phase, has to become flatter again during the conversion

process. Thus, in the same way as the potential turns off after the end of the ekpyrotic

phase, the field space metric must progressively return to being trivial.

1. Linearly decaying field space curvature

Motivated by the previous discussion, we want to analyse cases where the field space

metric returns to being trivial during the conversion process, after the end of the ekpyrotic

phase. We will first concentrate on the case where the Ricci scalar of the field space decays

linearly with time. This can be modelled by a kinetic coupling function of the form

Ω = 1− b · I0(d · ecφ/2), (92)

where I0 is a modified Bessel function of the first kind. This has the nice property that

the scalar curvature (91) has a constant slope R′ and decays linearly, as seen in figure 1(c).

We have plotted Ω in figure 1(b) in the region of the conversion, and figure 1(a) shows the

bending of the trajectory for a typical smooth conversion lasting one e-fold.
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FIG. 1: The evolution of the fields, the field space metric (Ω = 1− b · I0(d · ecφ/2)) and the scalar

(Ricci) curvature during one e-fold of conversion (from t = −275 to t = −47), plotted for the

specified case r = 1, c = 1, b = d = 1
10 giving fNL = −1.3 and gNL = −544.

Fig. 2 shows plots of the local non-linearity parameters fNL (parameterising the local bis-

pectrum) and gNL (parameterising the local trispectrum) for different durations of conversion

and as a function of the slope R′. (The non-linearity parameters of the comoving curvature
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FIG. 2: Non-Gaussianity plotted against different slopes of the scalar curvature (R′) for different

durations of the conversion (N = 1/2, 2/3, 3/4, 1) for the repulsive potential V2 with r = 1. The slope

R′ is varied by choosing different values for d = 1/10, 1/20, 1/50. Note that the magnitudes of fNL

and gNL are significantly reduced for smoother conversion processes.
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FIG. 3: Non-Gaussianity plotted against different slopes of the scalar curvature (R′) for different

potentials (V1,2 with r = 0, 1) for a conversion duration of one e-fold. The two r = 0 lines happen to

be virtually coincident. Note that the values for fNL are clustered around zero, while the values for

gNL are always appreciably negative. This is a characteristic feature of current ekpyrotic models.

perturbation are defined in appendix A.) There are two obvious trends: the smoother, and

thus the longer and more efficient, the conversion process is, the smaller the non-Gaussianity.

And the closer the field space metric is to trivial, again the smaller in magnitude are the

non-linearity parameters fNL and gNL. Note that for smoother conversions, the dependence

on the slope R′ is much weaker, and hence, to some extent, the predictions converge for
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smooth conversions. Referring back to our previous discussion, it is easy to see by extrap-

olation that large and rapidly varying field space curvatures very quickly lead to values of

the non-Gaussianity parameters that are much larger than current observational bounds

allow for. On the other hand, for smooth conversions and small and slowly changing field

space curvatures the local bispectrum parameter fNL is of magnitude |fNL| . 5 while the

trispectrum parameter is always negative and of magnitude |gNL| ∼ O(102)−O(103). These

values are confirmed by an analysis of the effect of changing the functional form of the re-

pulsive potential (while specialising to smooth conversions lasting one e-fold), as shown in

Fig. 3. Note that the two potentials V1 and V2 with r = 0, colour-coded in blue and green,

respectively, give nearly identical predictions.

2. Asymptotically flat field space metric

In order to check the robustness of our results, we will now consider a different functional

form of the metric, namely we will consider the case where a trivial metric is approached

exponentially fast (in field space),

Ω = 1− bedφ/2, (93)

where b and d are parameters. We have plotted Ω in figure 4(b) in the region of the

conversion. The corresponding field space trajectory and curvature scalar are shown in

figures 4(a) and 4(c), respectively.
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FIG. 4: The evolution of the fields, the field space metric (Ω = 1−bedφ/2) and the scalar curvature

during one e-fold of conversion (from t = −304 to t = −46), plotted for the specified case r = 1,

b = d = 1
50 giving fNL = 1.0 and gNL = −235.

Once again, we can verify the importance of the efficiency of conversion – see Fig. 5. We
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have plotted the results as a function of b = d – for b 6= d we found similar results (though

typically slightly less variation in the non-linearity parameters). As the figure demonstrates,

an efficient/smooth conversion is crucial, in the sense that in this case the typical values

of the bispectrum are of O(1). Note that for less efficient conversions the spread in values

is much larger, and hence no generic predictions can be made. For the trispectrum, the

situation is analogous, with efficient conversions drastically reducing the range of possible

values of gNL.
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FIG. 5: Non-Gaussianity plotted against different field space metrics (Ω = 1− bedφ/2 with b = d)

for different durations of the conversion (N = 1/2, 2/3, 3/4, 1) for the potential V2 with r = 0. Note

that as in the case with a linearly decaying field space curvature, the magnitudes of fNL and gNL

are significantly reduced for smoother conversion processes.
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FIG. 6: Non-Gaussianity plotted against different field space metrics (Ω = 1− bedφ/2 with b = d)

for different potentials (V1,2 with r = 0, 1) for a conversion duration of one e-fold.
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We can also determine the effect of changing the functional form of the repulsive potential

in scalar field space. The results are shown in Fig. 6, where for all cases we have assumed one

e-fold of conversion. As can be seen from the figure, for such smooth conversions the expected

values for the bispectrum are in the range |fNL| . 5, while those for the trispectrum are

|gNL| ∼ O(102)−O(103) and negative in sign, exactly as for the case of a linearly changing

scalar field curvature.

D. Comparison to the minimally coupled entropic mechanism

It may be interesting to compare these results to those obtained via the older, minimally

coupled entropic mechanism [59–61]. In that case, the kinetic terms of the scalar fields are

canonical, but one assumes a potential that is unstable in the entropic direction. During

the ekpyrotic phase, the potential is usefully written as

Vmin. entropic mech., ek = −V0e
−
√

2εσ
[
1 + εs2 +

κ3

3!
ε3/2s3 +

κ4

4!
ε2s4 + . . .

]
, (94)

where κ3 and κ4 are important for the bispectrum and trispectrum, respectively. In these

models, and in contrast to the non-minimal entropic mechanism, a substantial part of the

total non-Gaussianity can already arise during the ekpyrotic phase. This can be seen by

solving the equation of motion (66) for the entropy perturbation during the ekpyrotic phase.

Expanding to leading order in 1/ε, for large ε, we have as the initial conditions for the start

of the conversion phase

δs = δsL +
κ3

√
ε

8
δs2

L + ε

(
κ4

60
+
κ2

3

80
− 19

60

)
δs3

L. (95)

Notice the different numerical factor in the term proportional to ε compared to [23] due to

the change in the definition of the third order entropy perturbation. As is clear from this

expression, there is typically already a significant non-Gaussian component to the entropy

perturbation prior to the phase of conversion. What is more, some of this conversion al-

ready occurs during the ekpyrotic phase, where the comoving curvature obeys the evolution

equation (where ζ = ζ(1) + ζ(2) + ζ(3))

ζ ′ =
2H

σ̄′2

[
− V̄,σ
σ̄′
δsδs′ + V̄;ssδs

2 +
1

3
V̄;sssδs

3

]
, (96)

Using (A6), this leads to

fNL integrated =
5

12

[δsL(tek-end)]2

|ζL(tconv-end)|2
, (97)
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FIG. 7: Non-Gaussianity plotted against different potentials (V1,2 with r = 0, 1) for a conversion

duration of one e-fold.

gNL integrated =
275

1296
κ3

√
ε

[δsL(tek-end)]3

|ζL(tconv-end)|3
. (98)

In order to calculate the contribution from the additional conversion process due to the

subsequent bending of the scalar field trajectory, we have solved and integrated the equations

of motion (66) and (67) numerically, using the expression (95) as the initial condition for

the entropy perturbation.

The minimal case was analysed in [23] in some detail. There it was shown that the range

of predicted values for the non-Gaussianity parameters narrows drastically as the conversion

process becomes smoother, just as we have found here. Specialising to conversions lasting

one e-fold, we have reproduced the results of [23]: Fig. 7 shows the expected values of fNL as

a function of κ3 and those of gNL as a function of κ4 (this time assuming κ3 = 0). As already

discussed in [62], one can obtain a bispectrum in agreement with observations by assuming

that the potential is (nearly) symmetric, which corresponds to |κ3| . 1. In this case, the

trispectrum remains negative and of O(103). Thus we see that if we restrict to symmetric

potentials, the minimally coupled entropic mechanism leads to similar predictions for the

non-Gaussianity parameters fNL and gNL as the non-minimally coupled model considered

in the present paper, though gNL is typically up to an order of magnitude larger in the

minimally coupled case due to the significant intrinsic contribution represented by the very

last (κ3,4-independent, but ε-dependent) term in (95).



30

V. DISCUSSION

In this paper, we have adopted the covariant formalism to derive exact evolution equations

for nonlinear perturbations, in a universe dominated by two scalar fields with a non-trivial

field space metric. We have then expanded the equations of motion for the entropy fluctu-

ation (66) and the comoving curvature perturbation (67) up to third order in perturbation

theory. These equations constitute our main technical result from which the non-linearity

parameters for the observed density perturbations can be deduced.

We applied the equations to ekpyrotic models in which the primordial curvature per-

turbations are generated via the non-minimal entropic mechanism. In these models, in a

two-stage process nearly scale-invariant entropy perturbations are generated first due to the

non-minimal kinetic coupling between two scalar fields. Subsequently, these perturbations

are converted into curvature perturbations by a bending in the field space trajectory. Solving

the equations of motion analytically during the ekpyrotic phase we find vanishing bi- and

trispectra for the entropy perturbations. However, this property is significantly modified

during the conversion process to curvature perturbations.

Indeed, what we find is that the efficiency of the conversion process is crucial: ineffi-

cient conversions would lead to curvature perturbations with a small amplitude and very

large and wildly varying non-Gaussianities. On the other hand, for efficient conversions the

results converge and lead to the following predictions (which we compare to the current

observational bounds [3]):

Non-minimal entropic mechanism Observational bounds

|f local
NL | . 5 f local

NL = 0.8± 5.0 (1σ) (99)

glocal
NL ∼ O(−102) or O(−103) glocal

NL = ( 9.0± 7.7)× 104 (1σ) (100)

αs ∼ O(−10−3) αs = 0.003± 0.007 (1σ) (101)

Here, for completeness, we have added the prediction for the running of the spectral index

αs ≡ dns
d ln k

that is expected in these models [63]. Note the highly interesting prediction that

all three observables ought to actually be observable in the near future. Also, an important

feature is that fNL may be small, but gNL is typically not simultaneously close to zero as

well, and in fact there is a clear correlation between all observables, as both the running

and gNL are expected to be negative and significant. As in all currently known ekpyrotic
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models, one would not expect to see any primordial gravitational waves. Thus the present

model has the potential to be refuted or supported by observations with significant levels of

confidence.

As a final comment, let us return to the issue of the efficiency of conversion and model

building. As we saw, the kinetic coupling between the two scalar fields has to return to

trivial after the ekpyrotic phase, in much the same way as the potential has to turn off.

One may wonder whether such a feature could arise in a plausible manner from the point of

view of fundamental physics. A more complete answer to this question will of course have

to await further developments in fundamental physics, and especially in quantum gravity,

but we would like to exhibit one example where such a feature is indeed seen. This comes

from considering supergravity coupled to scalar fields with higher-derivative kinetic terms

[64, 65]. In this class of models, the higher-derivative terms add corrections to both the

ordinary kinetic terms and the potential of the theory, even when the higher-derivative terms

are not significant dynamically. More precisely, in these theories the bossing contribution is

of the form

(∂A)2(∂A?)2 − 2 eK/3FF ? ∂A · ∂A? + e2K/3(FF ?)2, (102)

where A is a complex scalar field (or may be thought of as two real scalars, just as in the

theories considered here), while F is a complex auxiliary field and K is the Käher potential,

which is just a function of A and A?. The value of the auxiliary field depends on the

superpotential – crucially, F is small when the superpotential is small. Now keeping in mind

that the expression above is a correction term to the usual kinetic terms, we see that when

the superpotential becomes unimportant, then the potential in the theory turns off but so

does the correction to the kinetic term FF ? ∂A ·∂A?. This is exactly what would be required

for the conversion process in the class of models we have analysed in the present work. It

would certainly be interesting to see whether a more complete embedding in supergravity

can be realised. This is a topic we will leave for future work.
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Appendix A: Local non-linearity parameters

The observable that is relevant for comparison with observations is the comoving curva-

ture perturbation, ζ = ζ(1) + ζ(2) + ζ(3) + · · · . Linear (Gaussian) perturbations are related

to observations of the power spectrum, P (k1), defined by the 2-point correlation function,

〈ζk1ζk2〉 = (2π)3δ3 (k1 + k2)P (k1). (A1)

Similarly, quadratic and cubic corrections to these perturbations are related to observations

of the 3- and 4-point functions, respectively. For an exactly Gaussian probability distribution

all information is contained in the 2-point correlation function. In particular this implies

that for odd n, all n-point functions are zero, while for even n the n-point functions can

be written as products of 2-point functions. The bispectrum, i.e. the 3-point correlation

function, is defined as

〈ζk1ζk2ζk3〉 = (2π)3δ3 (k1 + k2 + k3)B(k1, k2, k3). (A2)

The connected part of the 4-point function which is not already captured by the product of

two 2-point functions is given by the trispectrum,

〈ζk1ζk2ζk3ζk4〉 = (2π)3δ3 (k1 + k2 + k3 + k4)T (k1, k2, k3, k4). (A3)

The δ-functions result from momentum conservation, while B and T are shape functions for

a closed triangle and a quadrangle, respectively.

In momentum space, B is then parameterised by the shape function fNL, via

B =
6

5
fNL [P (k1)P (k2) + 2 permutations] . (A4)

T describes two different shape functions parameterised by τNL and gNL, see e.g. [66] for

additional details. These are defined by

T = τNL [P (k13)P (k3)P (k4) + 11 permutations]+
54

25
gNL [P (k2)P (k3)P (k4) + 3 permutations],

(A5)

where kij = ki + kj.

For the local types of non-Gaussianity that are relevant for the models we consider, the

parameters fNL and gNL can also be related to the (real space) expansion of the curvature

perturbation on uniform energy density surfaces in terms of its Gaussian component ζL, via

ζ = ζL +
3

5
fNLζ

2
L +

9

25
gNLζ

3
L, (A6)
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which is related to the Bardeen space-space metric perturbation ΦH = ΦL+fNLΦ2
L+gNLΦ3

L

[67] through ζL = 5
3
ΦL during the era of matter domination. For models in which the density

perturbations originate from the dynamics of a single field (as in our case, where the origin

of the perturbations is originally solely from the entropy field) τNL is directly related to the

square of fNL – explicitly we have

τNL =
36

25
f 2
NL. (A7)

In order to obtain the non-Gaussianity parameters we first have to solve the equation of

motion for δs up to third order in perturbation theory. This allows us to integrate the

equation of motion for ζ ′, also at the first three orders in perturbation theory. We then

obtain the local non-linearity parameters by evaluating

fNL =
5

3

∫ tconv-end
tekp-beg

ζ(2)′(∫ tconv-end
tekp-beg

ζ(1)′
)2 , (A8)

gNL =
25

9

∫ tconv-end
tekp-beg

ζ(3)′(∫ tconv-end
tekp-beg

ζ(1)′
)3 , (A9)

where the integrals are evaluated from the time tekp-beg that the ekpyrotic phase begins until

the conversion process has been completed at tconv-end and ζ has evolved to a constant value.

Appendix B: A new definition of the entropy perturbation δs(3)

I this section of the appendix we show how we are led to defining δs(3) as given in equation

(58). Expanding the equation of motion for sa (28) to third order without the extra term,
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i.e. with δs(3)|old = δs(3) − 1
6σ̄′2 δsδs

′2, we obtain

0 ≈ δs(3)|′′old + 3Hδs(3)|′old +
(
V̄;ss + 3θ̄′2 + σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)
δs(3)|old + 2

θ̄′

σ̄′
δs′δs(2)′

+

(
2

σ̄′
θ̄′′ +

2

σ̄′2
V̄,σθ̄

′ − 3

σ̄′
Hθ̄′

)(
δsδs(2)

)′
+

(
V̄;sss −

10

σ̄′
V̄;ssθ̄

′ − 18

σ̄′
θ̄′3 + ēIs ē

J
s ē

K
σ ē

L
σ

(
−2σ̄′θ̄′R̄IKJL + σ̄′2ēNs DN R̄IKJL

))
δsδs(2)

+
V̄,σ
σ̄′3

δs′3 +
1

σ̄′2

[
V̄;σσ +

3V̄ 2
,σ

σ̄′2
+

3

σ̄′
HV̄,σ − 2V̄;ss − 6θ̄′2 − ēIs ēJs ēKσ ēLσ R̄IKJL

]
δsδs′2

+

[
− 10

σ̄′2
θ̄′θ̄′′ − 3

2σ̄′
V̄;ssσ −

5

σ̄′3
V̄;ssV̄,σ −

7

σ̄′3
V̄,σθ̄

′2 − 3

σ̄′2
HV̄;ss +

14

σ̄′2
Hθ̄′2

− 2
V̄,σ
σ̄′
ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL −

σ̄′

2
ēIs ē

J
s ē

K
σ ē

L
σ ē

M
σ DM R̄IKJL

]
δs2δs′

+

[
1

6
V̄;ssss −

7

3σ̄′
V̄;sssθ̄

′ +
2

σ̄′2
V̄ 2

;ss +
21

σ̄′2
V̄;ssθ̄

′2 +
27

σ̄′2
θ̄′4 +

σ̄′2

3

(
ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)2

+
1

3
ēIs ē

J
s ē

K
σ ē

L
σ

(
R̄IKJL

(
3V̄;ss + 7θ̄′2

)
− 2σ̄′θ̄′ēNs DN R̄IKJL

+ σ̄′2ēNs ē
Q
s

(
1

2
DQDN R̄IKJL − R̄IKJP R̄

P
NLQ + R̄IKJLR̄

P
NPQ

))]
δs3,

(B1)

where we have used Vi ≈ 0 and V
(3)
i ≈ 0 on large scales. This equation reduces to the one

derived in [23] for a trivial field space metric. During the non-minimally coupled ekpyrotic

phase the equation of motion for δs(3) simplifies to

δs(3)|′′old + 3Hδs(3)|′old +
[
Ω−1Ω,φV̄,φ − Ω−1Ω,φφφ̄

′2] δs(3)|old

+ φ̄′2
[

2

3
Ω−3Ω2

,φΩ,φφ +
2

3
Ω−2Ω2

,φφ +
1

3
Ω−2Ω,φΩ,φφφ −

1

3φ̄′2
Ω−2Ω,φΩ,φφV̄,φ

]
δs3 ≈ 0,

(B2)

where we used δs(2) = 0 as well as δs′ = −σ̄′Ω−1Ω,φδs. However, the third order entropy

perturbation, given by

δs(3)|old,ekp = −Ωδχ(3) − 1

6
Ω−2Ω2

,φδs
3, (B3)

contains a δs3-term acting as a source in the equation of motion, while δχ(3) = 0 trivially

solves the equation of motion (B2). It is certainly more natural to define the entropic

perturbation in such a way that during the non-minimal ekpyrotic phase the solution is

given by δs(3) = δχ(3) = 0. This motivates us to add a gauge-invariant term to the definition

of δs(3) that reduces to +1
6
Ω−2Ω2

,φδs
3 during the ekpyrotic phase. The choice is not unique
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however, and the terms that can be added are

T = Aδs′3 +Bδsδs′2 + Cδs2δs′ +Dδs3, (B4)

where we leave A,B,C,D arbitrary for now. During the ekpyrotic phase, δs′ = −σ̄′Ω−1Ω,φδs,

and hence we need

T =
1

6
Ω−2Ω2

,φδs
3 =

[
−Aσ̄′3Ω−3Ω3

,φ +Bσ̄′2Ω−2Ω2
,φ − Cσ̄′Ω−1Ω,φ +D

]
δs3. (B5)

It is immediately clear that we can set A = 0. The derivative of the term T added to the

definition of δs(3) has to be subtracted off δs
(3)
i , giving the following contribution to the

entropic equation of motion at third order:

−
[
T ′′ + 3HT ′ +

(
V̄;ss + 3θ̄′2 + σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)
T
]

= δs3

[
−D′′ + 2

[
D + C ′ −B

(
V̄;ss + 3θ̄′2 + σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)]
(
V̄;ss + 3θ̄′2 + σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)
− 3HD′ + C

[
σ̄′V̄;ssσ − 6Hθ̄′2 − 4

θ̄′2

σ̄′
V̄,σ + 8θ̄′θ̄′′

− 2σ̄′
(
3Hσ̄′ + V̄,σ

)
ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL + σ̄′3ēIs ē

J
s ē

K
σ ē

L
σ ē

M
σ DM R̄IKJL

] ]
+ δs2δs′

[
− 6D′ − C ′′ + 3H ′C + 3HC ′ + (6C + 4B′ − 12HB)

(
V̄;ss + 3θ̄′2 + σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)
+ 2B

[
σ̄′V̄;ssσ − 6Hθ̄′2 − 4

θ̄′2

σ̄′
V̄,σ + 8θ̄′θ̄′′

− 2σ̄′
(
3Hσ̄′ + V̄,σ

)
ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL + σ̄′3ēIs ē

J
s ē

K
σ ē

L
σ ē

M
σ DM R̄IKJL

] ]
+ δsδs′2 [−6D − 4C ′ + 3H (4C − 6HB)−B′′ + 6H ′B + 9HB′

+ 6B
(
V̄;ss + 3θ̄′2 + σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJL

)]
+ δs′3 [−2C − 2B′ + 12HB] .

(B6)

In order to satisfy equation (B5) during the ekpyrotic phase C would have to contain one

Christoffel symbol, and D the product of two Γ̄’s. As can be seen from the previous equation,

this is problematic as the terms that would be added to the equation of motion are not

covariant. Take the simple example of C ∼ Γ̄: there are no terms in the equation of motion

that can be combined with the new term ∼ Γ̄δs′3 to make it covariant. Similarly for D 6= 0.

We are forced to choose B = 1
6σ̄′2 with C = D = 0.
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Appendix C: Useful formulae

Metric: On large scales where spatial gradients can be neglected, the metric can be

written as

ds2 = − (1 + 2A) dt2 + a(t)2 (1− 2ψ) δijdx
idxi, (C1)

where A = A(1) + A(2) + A(3), and ψ = ψ(1) + ψ(2) + ψ(3) up to third order.

Thus, the 00-component of the inverse metric is given by

g00 = −1 + 2A(1) + 2A(2) − 4
(
A(1)

)2
+ 2A(3) − 8A(1)A(2) + 8

(
A(1)

)3
= −u0u0, (C2)

from which we can deduce

u0 = 1− A(1) − A(2) +
3

2

(
A(1)

)2 − A(3) + 3A(1)A(2) − 5

2

(
A(1)

)3
. (C3)

Moreover, for simplicity we choose ua such that ui = 0, and on large scales we can show

that ui ≈ 0.

Scalar field perturbations: Rewriting the perturbation in the scalar fields in terms of

adiabatic and entropic fields we have

δφJ = ēJσδσ + ēJs δs, (C4)

δφJ
′
= ēJσδσ

′ + ēJs δs
′ + θ̄′

(
ēJs δσ − ēJσδs

)
− σ̄′Γ̄JLK ēLσ

(
ēKσ δσ + ēKs δs

)
, (C5)

at linear order and

δφ(2)J = ēJσ

[
δσ(2) − 1

2σ̄′
δsδs′

]
+ ēJs

[
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

)]
− 1

2
Γ̄JLK

(
ēLσδσ + ēLs δs

) (
ēKσ δσ + ēKs δs

)
,

(C6)

δφ(2)J ′
= ēJσ

[
δσ(2) − 1

2σ̄′
δsδs′

]′
+ ēJs

[
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

)]′
+ θ̄′

[
ēJs

(
δσ(2) − 1

2σ̄′
δsδs′

)
− ēJσ

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))]
− σ̄′Γ̄JMN ē

M
σ

[
ēNσ

(
δσ(2) − 1

2σ̄′
δsδs′

)
+ ēNs

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))]
− Γ̄JLK

(
ēLσδσ + ēLs δs

) [
ēKσ
(
δσ′ − θ̄′δs

)
+ ēKs

(
δs′ + θ̄′δσ

)]
+ σ̄′ēMσ

(
ēLσδσ + ēLs δs

) (
ēKσ δσ + ēKs δs

) [
−1

2
∂M Γ̄JLK + Γ̄JLN Γ̄NMK

]
(C7)
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at second order. The perturbation in the scalar field at third order in comoving gauge is

given by3

δφ(3)J ≈ ēJs

[
δs(3) − 1

6σ̄′2
δsδs′2

]
− ēJσ

[
1

2σ̄′

(
δsδs(2)′ + δs′δs(2)

)
+

θ̄′

6σ̄′2
δs2δs′

]
− Γ̄JKLē

L
s δs

[
ēKs δs

(2) − ēKσ
1

2σ̄′
δsδs′

]
− 1

6
ēKs ē

L
s ē

I
s

[
∂I Γ̄

J
KL − 2Γ̄JIP Γ̄PKL

]
δs3.

(C8)

Field space metric: Explicitely, we have (using equations (C4) and (C6))

δGIJ = ḠIJ,K

(
ēKσ δσ + ēKs δs

)
(C9)

at linear order, and

δG
(2)
IJ = ḠIJ,K

[
ēKσ

(
δσ(2) − 1

2σ̄′
δsδs′

)
+ ēKs

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))
− 1

2
Γ̄KMN

(
ēMσ δσ + ēMs δs

) (
ēNσ δσ + ēNs δs

)]
+

1

2
ḠIJ,KL

(
ēKσ δσ + ēKs δs

) (
ēLσδσ + ēLs δs

)
(C10)

at second order.

Riemann tensor: The Riemann tensor with all indices downstairs is given by

R̄IKJL = ḠIM R̄
M
KJL = ḠIM

(
∂J Γ̄MLK − ∂LΓ̄MJK + Γ̄MJP Γ̄PLK − Γ̄MLP Γ̄PJK

)
=

1

2

(
ḠJK,IL − ḠKL,IJ − ḠIJ,KL + ḠIL,KJ

)
+ Γ̄ PILΓ̄PJK − Γ̄ PIJ Γ̄PLK ,

(C11)

where the Christoffel symbol with all indices downstairs is defined as

Γ̄IJK ≡ ḠIP Γ̄PJK =
1

2

(
ḠIJ,K + ḠIK,J − ḠJK,I

)
. (C12)

Vielbeine: Expanding the σ-vielbein, eJσ ≡
φ̇J

σ̇
, up to second order, we obtain at linear

order

δeJσ = σ̄′−1
(
δs′ + θ̄′δσ

)
ēJs − Γ̄JKLē

L
σ

(
ēKσ δσ + ēKs δs

)
, (C13)

and with field space index lowered

δeσI = σ̄′−1
(
δs′ + θ̄′δσ

)
ēsI + Γ̄LKI ē

L
σ

(
ēKσ δσ + ēKs δs

)
. (C14)

3 This includes the term T = 1
6σ̄′2 δsδs

′2 from the new defintion of δs(3).
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At second order we have

δe(2)J
σ = − 1

2σ̄′2
ēJσ
(
δs′ + θ̄′δσ

)2
+

1

σ̄′
ēJs

[
− σ̄′−1

(
δσ′ − θ̄′δs

) (
δs′ + θ̄′δσ

)
+

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))′
+ θ̄′

(
δσ(2) − 1

2σ̄′
δsδs′

)]
+

1

2
ēJσ ē

M
s ē

N
s ē

K
σ ē

L
σ R̄MKNLδs

2 − Γ̄JKL

[
ēLσ

[
ēKσ

(
δσ(2) − 1

2σ̄′
δsδs′

)
+ ēKs

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))]
+

1

σ̄′
ēLs
(
ēKσ δσ + ēKs δs

) (
δs′ + θ̄′δσ

)]
+ ēMσ

(
ēKσ δσ + ēKs δs

) (
ēLσδσ + ēLs δs

) [
−1

2
∂M Γ̄JKL + Γ̄JLN Γ̄NMK

]
,

(C15)

and

δe
(2)
σI = − 1

2σ̄′2
ēσI
(
δs′ + θ̄′δσ

)2
+

1

σ̄′
ēsI

[
− σ̄′−1

(
δσ′ − θ̄′δs

) (
δs′ + θ̄′δσ

)
+

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))′
+ θ̄′

(
δσ(2) − 1

2σ̄′
δsδs′

)]
+

1

2
ēσI ē

M
s ē

N
s ē

K
σ ē

L
σ R̄MKNLδs

2 + Γ̄LKI

[
ēLσ

[
ēKσ

(
δσ(2) − 1

2σ̄′
δsδs′

)
+ ēKs

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))]
+

1

σ̄′
ēLs
(
ēKσ δσ + ēKs δs

) (
δs′ + θ̄′δσ

)]
+ ēMσ

(
ēKσ δσ + ēKs δs

) (
ēLσδσ + ēLs δs

) [1

2

(
ḠIP,M − ḠIM,P

)
Γ̄PKL

− Γ̄PIKΓ̄PML +
1

4

(
ḠKL,IM − ḠIK,LM − ḠIL,KM + 2ḠIM,KL

)]
,

(C16)

In order to obtain the s-vielbeine we note that

eJs = δJIe
I
s =

(
ēJσ ēσI + ēJs ēsI

)
eIs. (C17)

Expanding and rearranging the definitions

GIJe
I
σe
J
σ = GIJe

I
se
J
s ≡ 1 and GIJe

I
σe
J
s ≡ 0 (C18)

up to second order, we obtain

δeJs =
(
ēJσ ēσI + ēJs ēsI

)
δeIs = −σ̄′−1

(
δs′ + θ̄′δσ

)
ēJσ − Γ̄JKLē

L
s

(
ēKσ δσ + ēKs δs

)
(C19)

at linear order. Lowering the field space index gives

δesI = −σ̄′−1
(
δs′ + θ̄′δσ

)
ēσI + Γ̄LKI ē

L
s

(
ēKσ δσ + ēKs δs

)
. (C20)
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At second order we have

δe(2)J
s =

(
ēJσ ēσI + ēJs ēsI

)
δe(2)I
s

= − 1

2σ̄′2
ēJs
(
δs′ + θ̄′δσ

)2 − 1

σ̄′
ēJσ

[
− σ̄′−1

(
δσ′ − θ̄′δs

) (
δs′ + θ̄′δσ

)
+

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))′
+ θ̄′

(
δσ(2) − 1

2σ̄′
δsδs′

)]
+ ēMs ē

K
σ

(
1

2
ēJs ē

N
s ē

L
σδσ

2 + ēJσ ē
N
σ ē

L
s δσδs

)
R̄MKNL − Γ̄JKLē

L
s

[
ēKσ

(
δσ(2) − 1

2σ̄′
δsδs′

)
+ ēKs

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))]
+ σ̄′−1Γ̄JKL

(
ēLσδσ + ēLs δs

)
ēKσ
(
δs′ + θ̄′δσ

)
+ ēMs

(
ēKσ δσ + ēKs δs

) (
ēLσδσ + ēLs δs

) [
−1

2
∂M Γ̄JKL + Γ̄JLN Γ̄NMK

]
.

(C21)

Lowering the field space index gives

δe
(2)
sI = − 1

2σ̄′2
ēsI
(
δs′ + θ̄′δσ

)2 − 1

σ̄′
ēσI

[
− σ̄′−1

(
δσ′ − θ̄′δs

) (
δs′ + θ̄′δσ

)
+

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))′
+ θ̄′

(
δσ(2) − 1

2σ̄′
δsδs′

)]
+ ēMs ē

K
σ

(
1

2
ēsI ē

N
s ē

L
σδσ

2 + ēσI ē
N
σ ē

L
s δσδs

)
R̄MKNL + Γ̄LIK ē

L
s

[
ēKσ

(
δσ(2) − 1

2σ̄′
δsδs′

)
+ ēKs

(
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

))]
− σ̄′−1Γ̄LIK

(
ēKσ δσ + ēKs δs

)
ēLσ
(
δs′ + θ̄′δσ

)
+ ēMs

(
ēKσ δσ + ēKs δs

) (
ēLσδσ + ēLs δs

) [1

2

(
ḠIP,M − ḠIM,P

)
Γ̄PKL

− Γ̄PIKΓ̄PML +
1

4

(
ḠKL,IM − ḠIK,LM − ḠIL,KM + 2ḠIM,KL

)]
.

(C22)

Lie derivative expansions: Expanding the Lie derivative up to second order, we have

for the fields

φ̇I = u0∂0φ
I = φ̄I

′
+ δφI

′ − φ̄I′A(1) + δφ(2)I′ − δφI′A(1) − φ̄I′A(2) +
3

2
φ̄I

′
A(1)2. (C23)
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Similarly, expanding σ̇2:

σ̇2 ≡ GIJ φ̇
I φ̇J = σ̄′2 + 2σ̄′

(
δσ′ − θ̄′δs− σ̄′A(1)

)
+ σ̄′2

(
4A(1)2 − 2A(2)

)
− 4σ̄′A(1)

(
δσ′ − θ̄′δs

)
+
(
δσ′ − θ̄′δs

)2
+
(
δs′ + θ̄′δσ

)2

+ 2σ̄′
[
δσ(2) − 1

2σ̄′
δsδs′

]′
− 2σ̄′θ̄′

[
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

)]
− σ̄′2ēIs ēJs ēKσ ēLσ R̄IKJLδs

2

δσ=0
≈ σ̄′2 + 2σ̄′θ̄′δs+ 2σ̄′θ̄′δs(2) − V̄;ssδs

2 +
V̄,σ
σ̄′
δsδs′,

(C24)

where the last expression is valid on large scales and in comoving gauge and where we have

used the expressions for A(1) and A(2) given in (C31) and (C32), respectively.

We can then compute the perturbation expansion in σ̇ = σ̇(0) + δσ̇(1) + δσ̇(2) + . . . :

σ̇(0) =

√
(σ̇2)(0) =

√
ḠIJ φ̄I

′φ̄J ′ ≡ σ̄′ (C25)

at zeroth order,

δσ̇(1) =
δ(σ̇2)

(1)

2σ̇(0)
= δσ′ − θ̄′δs− σ̄′A(1) δσ=0

≈ θ̄′δs (C26)

at linear order, and

δσ̇(2) =
δ(σ̇2)

(2) −
(
δσ̇(1)

)2

2σ̇(0)

=

[
δσ(2) − 1

2σ̄′
δsδs′

]′
− θ̄′

[
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

)]
+

1

2
σ̄′−1

(
δs′ + θ̄′δσ

)2

−
(
δσ′ − θ̄′δs

)
A(1) − σ̄′A(2) +

3

2
σ̄′A(1)2 − 1

2
σ̄′2ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJLδs

2

δσ=0
≈ θ̄′δs(2) +

V̄,σ
2σ̄′2

δsδs′ − 1

2σ̄′
(
V̄;ss + θ̄′2

)
δs2

(C27)

at quadratic order.

Metric perturbations A(1) and A(2): To determine A(1) and A(2) we make use of the

fact that on large scales the comoving energy density perturbation is zero, δε ≈ 0. Moreover,

in comoving gauge, it simplifies to δρ:

δε ≡ δρ− ρ̄′

σ̄′
δσ

δσ=0
= δρ ≈ 0 (C28)

at first order, and

δε(2) ≡ δρ(2) − ρ̄′

σ̄′
δσ(2) − δσ

σ̄′

[
δε′ +

1

2

(
ρ̄′

σ̄′

)′
δσ +

ρ̄′

σ̄′
θ̄′δs

]
δσ=0
= δρ(2) ≈ 0 (C29)

at second order.
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The comoving energy density is given by (13), and can be expanded up to second order:

ρ =
1

2
GIJ φ̇

I φ̇J +
1

2
GIJg

ij∇iφ
I∇jφ

J + V ≈ 1

2
σ̇2 + V

∴ ρ̄ ≈ 1

2
σ̄′2 + V̄

∴ δρ ≈ − 2σ̄′θ̄′δs− σ̄′2A(1)

∴ δρ(2) ≈ − 2σ̄′θ̄′δs(2) − σ̄′2A(2) − V̄,σ
σ̄′
δsδs′ +

(
V̄;ss + 2θ̄′2

)
δs2 + 2σ̄′A(1)

(
θ̄′δs+ σ̄′A(1)

)
,

(C30)

where we have neglected spatial gradients.

At linear order, we thus have

A(1) ≈ −2
θ̄′

σ̄′
δs, (C31)

and at second order

A(2) ≈− 2
θ̄′

σ̄′
δs(2) +

1

σ̄′2
(
V̄;ss + 2θ̄′2

)
δs2 − V̄,σ

σ̄′3
δsδs′ + 2A(1)

(
θ̄′

σ̄′
δs+ A(1)

)
≈− 2

θ̄′

σ̄′
δs(2) +

1

σ̄′2
(
V̄;ss + 6θ̄′2

)
δs2 − V̄,σ

σ̄′3
δsδs′.

(C32)

Perturbations of other important quantities:

δV (1) = V̄,σδσ − σ̄′θ̄′δs
δσ=0
≈ −σ̄′θ̄′δs (C33)

δV (2) = V̄,σ

[
δσ(2) − 1

2σ̄′
δsδs′

]
− σ̄′θ̄′

[
δs(2) +

δσ

σ̄′

(
δs′ +

θ̄′

2
δσ

)]
+

1

2
V̄;σσδσ

2 + V̄;sσδσδs+
1

2
V̄;ssδs

2

δσ=0
≈ −σ̄′θ̄′δs(2) − V̄,σ

2σ̄′
δsδs′ +

1

2
V̄;ssδs

2

(C34)

δV (3) δσ=0
≈ −σ̄′θ̄′

[
δs(3) − 1

6σ̄′2
δsδs′2

]
− V̄,σ

[
1

2σ̄′
(
δsδs(2)

)′
+

θ̄′

6σ̄′2
δs2δs′

]
+

1

6
V̄;sssδs

3 + V̄;ssδsδs
(2) − 1

2σ̄′
V̄;sσδs

2δs′
(C35)

δV;ss = V̄;sssδs− 2
V̄;sσ

σ̄′
δs′, (C36)
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with V̄;sss = ēIs ē
J
s ē

K
s V̄;IJK .

δV (2)
;ss ≈ V̄;sssδs

(2) +
1

2
V̄;ssssδs

2 − 5

2σ̄′
V̄;ssσδsδs

′ +
V̄;σσ − V̄;ss

σ̄′2
δs′2 − 2

σ̄′
V̄;sσ

(
δs(2)′ +

θ̄′

2σ̄′
δsδs′

)
− 2V̄,σ

σ̄′
ēIs ē

J
s ē

K
σ ē

L
σ R̄IKJLδsδs

′,

(C37)

with V̄;ssss = ēIs ē
J
s ē

K
s ē

L
s V̄;IJKL.

δθ̇ ≈ − V̄;ss

σ̄′
δs+

V̄,σ
σ̄′2

δs′ − θ̄′2

σ̄′
δs. (C38)

δθ̇(2) ≈ V̄,σ
σ̄′2

δs(2)′ − 1

σ̄′
(
V̄;ss + θ̄′2

)
δs(2) − θ̄′

2σ̄′2
δs′2 +

1

2σ̄′2

(
4
θ̄′V̄,σ
σ̄′
− 3θ̄′′ + 9Hθ̄′

)
δsδs′

+
1

2σ̄′2
(
−σ̄′V̄;sss + 3V̄;ssθ̄

′ + θ̄′3
)
δs2.

(C39)

δ
[
σ̇2eIse

J
s e

K
σ e

L
σRIKJL

]
≈ ēIs ē

J
s ē

K
σ ē

L
σ

[
2σ̄′θ̄′R̄IKJL + σ̄′2ēNs DN R̄IKJL

]
δs (C40)

δ
[
σ̇2eIse

J
s e

K
σ e

L
σRIKJL

](2) ≈ ēIs ē
J
s ē

K
σ ē

L
σ

[
R̄IKJL

(
2σ̄′θ̄′δs(2) +

V̄,σ
σ̄′
δsδs′ − V̄;ssδs

2

)
+DN R̄IKJL

(
σ̄′2ēNs δs

(2) − σ̄′

2
ēNσ δsδs

′ + 2σ̄′θ̄′ēNs δs
2

)
+ σ̄′2ēNs ē

Q
s

(
1

2
DQDN R̄IKJL − R̄IKJP R̄

P
NLQ + R̄IKJLR̄

P
NPQ

)
δs2

]
(C41)

Useful derivatives:

θ̄′′ = −V̄;sσ + 3Hθ̄′ + 2
θ̄′V̄,σ
σ̄′

(C42)

V̄ ′,σ = σ̄′
(
V̄;σσ − θ̄′2

)
(C43)

V̄ ′;ss = σ̄′V̄;ssσ − 2θ̄′V̄;sσ (C44)

ēJ
′

s = −θ̄′ēJσ − Γ̄JKLσ̄
′ēKs ē

L
σ (C45)[

ēIs ē
J
s ē

K
σ ē

L
σ R̄IKJL

]′
= ēIs ē

J
s ē

K
σ ē

L
σ σ̄
′ēMσ DM R̄IKJL (C46)

Appendix D: Simplifications for our specific model

In our specific model, the metric and its inverse are given by

GIJ =

1 0

0 Ω(φ)2

 , and GIJ =

1 0

0 Ω(φ)−2

 . (D1)
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The non-trivial connections derived from this metric are then

Γ̄φχχ =− ΩΩ,φ (D2)

and

Γ̄χφχ =+Ω−1Ω,φ, (D3)

while the only non-trivial component (up to those related by symmetry) of the Riemann

tensor is

R̄φχφχ = −ΩΩ,φφ. (D4)

The covariant derivatives of the Riemann tensor in our model are

DχR̄φχφχ = 0, (D5)

DφR̄φχφχ = Ω,φΩ,φφ − ΩΩ,φφφ, (D6)

DφDφR̄φχφχ = −ΩΩ,φφφφ + 2Ω,φΩ,φφφ + Ω2
,φφ − 2Ω−1Ω2

,φΩ,φφ, (D7)

DχDχR̄φχφχ = −Ω2Ω,φΩ,φφφ + ΩΩ2
,φΩ,φφ, (D8)

DφDχR̄φχφχ = DχDφR̄φχφχ = 0. (D9)

We can define the zweibeine, via eIσ ≡
φ̇J

σ̇
, such that

ēφσ =
φ̄′

σ̄′
, ēχσ =

χ̄′

σ̄′
, (D10)

ēφs = −Ω
χ̄′

σ̄′
, ēχs = Ω−1 φ̄

′

σ̄′
, (D11)

ēσφ =
φ̄′

σ̄′
, ēσχ = Ω2 χ̄

′

σ̄′
, (D12)

ēsφ = −Ω
χ̄′

σ̄′
, ēsχ = Ω

φ̄′

σ̄′
. (D13)

Note that within this setup we must take ēφσ = −1 during the ekpyrotic phase; this is because

σ is defined to increase along the background trajectory [22] and thus σ̄′ = −φ̄′ is the velocity

of the background trajectory in the constant χ backgrounds that we are interested in.

Simplifications during the ekpyrotic phase:

δs|ekp = −Ωδχ (D14)

δs′|ekp = −φ̄′Ω,φδχ = −σ̄′Ω−1Ω,φδs ∵ δχ′|ekp = 0 (D15)
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δs(2)|ekp = 0 (D16)

V̄,σ|ekp = −V̄,φ (D17)

V̄,s|ekp = θ̄′ = 0 (D18)

V̄;σσ|ekp = V̄,φφ (D19)

V̄;sσ|ekp = 0 (D20)

V̄;ss|ekp = Ω−1Ω,φV̄,φ (D21)

V̄;ssσ|ekp =
(
−Ω−1Ω,φφ + Ω−2Ω2

,φ

)
V̄,φ − Ω−1Ω,φV̄,φφ (D22)

V̄;sss|ekp = 0 (D23)

V̄;ssss|ekp = −3Ω−3Ω3
,φV̄,φ + 3Ω−2Ω2

,φV̄,φφ + Ω−2Ω,φΩ,φφV̄,φ (D24)

DχR̄χφχφ|ekp = 0 (D25)

DφR̄χφχφ|ekp = Ω,φΩ,φφ − ΩΩ,φφφ (D26)

DχDχR̄χφχφ|ekp = ΩΩ,φ (Ω,φΩ,φφ − ΩΩ,φφφ) (D27)

A(1)|ekp = A(2)|ekp = 0, (D28)

δσ̇2|ekp = δ
(
σ̇2
)(2) |ekp = 0, (D29)

Θ̄ = 3H, δΘ|ekp = δΘ(2)|ekp = 0, (D30)

δV;ss|ekp = δV (2)
;ss |ekp = 0, (D31)

δθ̇|ekp = δθ̇(2)|ekp = 0, (D32)

δ
[
σ̇2eIse

J
s e

K
σ e

L
σRIKJL

]
|ekp = δ

[
σ̇2eIse

J
s e

K
σ e

L
σRIKJL

](2) |ekp = 0, (D33)

δs
(2)
i |ekp = ∂iδs

(2)|ekp = 0, (D34)

δs
(3)
i |ekp = ˙δsi

(3)|ekp = δ̈si
(3)|ekp = 0. (D35)

δeφσ|ekp = δeσφ|ekp = 0, (D36)

δeχσ|ekp = δeσχ|ekp = 0, (D37)
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δeφs |ekp = δesφ|ekp = 0, (D38)

δeχs |ekp = δesχ|ekp = 0, (D39)

δeφ(2)
σ |ekp = δe

(2)
σφ |ekp = 0, (D40)

δeχ(2)
σ |ekp =

θ̄′

2σ̄′
Ω−2Ω,φδs

2, δe (2)
σχ |ekp =

θ̄′

2σ̄′
Ω,φδs

2, (D41)

δeφ(2)
s |ekp = δe

(2)
sφ |ekp = − θ̄′

2σ̄′
Ω−1Ω,φδs

2, (D42)

δeχ(2)
s |ekp = δe (2)

sχ |ekp = 0. (D43)

δGIJ |ekp = 0, (D44)

δG
(2)
IJ |ekp = 0. (D45)
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