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Multiple forces have propelled English into the position of the largest and most widely used language for international communication in the world today. Whereas such a position was merely a theoretical possibility in the 1950s (Crystal, 2012), English is now undeniably essential to international, worldwide communication: it has become "the first world language in human history" (Gnutzmann, 2000, p. 357). The explanation for this dominance is twofold: while its origins lie in the expansion of the British empire, which established English as an official language in many parts of the world, even after colonialized countries gained independence, socio-cultural developments have maintained and developed the dominant position of English (see e.g. Crystal, 2012; Gnutzmann, 2000). Nowadays, this dominance transcends the boundaries of the countries in which English is used as an official language (see Kachru's (1992) 'inner', 'outer’ and 'expanding’ circles), and also includes countries in which English holds no official status, but where it is used for international communication (see e.g. Seidlhofer, 2004).

The European context is illustrative of the dominance of English as an international language (see the Eurobarometer 386 of June 2012, the source for the numbers and percentages in this paragraph). English is the most widely spoken foreign language in the 19 EU member states in which it is not an official language (i.e. excluding the UK and Ireland). Thirty-eight percent of all EU citizens claim to speak English well enough to be able to have a conversation in English - and given the way in which this question was formulated, we may safely assume that the percentage of EU citizens having basic knowledge of English is much higher. In comparison, only $12 \%$ of the EU citizens state that they speak French, the next language in this list, well enough to have a conversation. Sixty-seven percent of the EU citizens placed English among the two languages other than their mother tongue that they deemed most useful for their personal development.

Given these numbers of non-native speakers of English and their attitudes towards the usefulness of English, it is likely that English will keep its position as the global lingua franca (see e.g. Crystal, 2012; De Swaan 2001). De Swaan (2001; see also Calvet, 1999) compares today's global linguistic system to a solar system, with English at its center. According to De Swaan (2001), English holds this place due to its high ' $q$-value', which is a measure of a language's 'prevalence' (i.e. the total number of speakers of the language) and its 'centrality' (i.e. the number of speakers of the given language who also know other languages, thereby allowing for indirect communication with groups of people). De Swaan (2001) proposes that the individual language user who wants to communicate, directly or indirectly, with the largest number of speakers will invest in acquiring the language with the largest q-value: English. Moreover, with each new user of English as an additional language, both its prevalence and its centrality rise, hence augmenting its $q$-value.

Historically, other languages have had great international status, but these languages were never as omnipresent as English is today. For instance, Latin was used by the clergy in the catholic church and French was used by members of the elite as the language of international diplomacy (Gnutzmann, 2000). In contrast, not only has English spread geographically to be used on a global scale, its use also disseminated into many different layers of society and into many different speech situations ranging "from extremely basic and rudimentary communication exchanges to very elaborate linguistic forms of expression" (Gnutzmann, 2000, p. 357): tourists interact with local market vendors in English when they are on holiday, international students use English to talk to each other in dorms and at parties, academics present their research in English at international conferences, politicians discuss global issues in English and businessmen negotiate contracts in English. Furthermore, the same speakers may come to use English in different speech situations: a businessman who is in a negotiation today may be a tourist tomorrow.

In short, English has reached an "unprecedented globality [and] it is encountered and used in more places than any other language, even if there are no native speakers present" (Haberland, 2001, p. 939). As a consequence, many non-native (L2) speakers use English in a large variety of situations. The question then arises how L2 users of English cope with this variety of speech situations in which they come to use their L2. In this thesis I investigate non-natives' linguistic behavior in different speech situations. The main question that I address is: how does situational context affect lingua franca communication among nonnative speakers of English?

## Lingua franca and its speakers

When speakers who do not share a native language want to communicate with each other, they may use a vehicular language that they both understand. Such a language is often referred to as 'lingua franca', by analogy to the trade or contact language that was developed in the Mediterranean in the Middle Ages, and which was based on Italian vocabulary and syntax, but with major contributions from other languages, such as Arabic and Turkish (see e.g. Haberland, 2011). Nowadays, a lingua franca is usually defined as "[a] language that is used as a medium of communication between people or groups of people each speaking a different native language" (Gnutzmann, 2000, p. 356). Following this definition any (natural) language can be used as a lingua franca.

According to Haberland (2011), the original lingua franca had no native (L1) speakers. The situation is different for English, which does have native speakers ${ }^{1}$. Nevertheless, communication in English most often does not include any native speakers of

[^0]English at all. Instead, English is most often used for communication between non-natives only. Almost 25 years ago, Beneke (1991, cited by Gnutzmann, 2000; Haberland, 2011; Seidlhofer, 2004) estimated that $80 \%$ of all verbal interactions in English involve only nonnative speakers. This percentage seems likely to have risen since (see e.g. De Swaan, 2011).

The English that is used in situations involving only non-native speakers may be referred to as "ELF [English as a lingua franca] in its purest form" (Seidlhofer, 2004, p. 211). This thesis studies such pure ELF communication. Since I focus on dyadic communication between two non-native speakers of English, I use Firth's (1996) narrow definition of ELF as "a 'contact language' between persons who share neither a common native tongue nor a common (national) culture, and for whom English is the chosen foreign language of communication" (p. 240; italics in original).

## Non-native speakers: L2 users and L2 learners

Following Firth's (1996) definition, ELF is a foreign contact language. This implies that the focus is on non-native speakers of English whose primary objective is to make contact in English, not to develop their language skills, for example. This realization influences whether non-native speakers are seen as L2 learners or as L2 users (see e.g. Cook, 2002).

Research from a Second Language Acquisition (SLA) perspective investigates nonnative speakers' linguistic development over time, or their capabilities at a certain moment in time or at a certain proficiency level. From a traditional SLA point of view, an L2 learner's ultimate goal is to become proficient in a 'target language' (see e.g. Selinker, 1972) as measured by the attainment of some (native-speaker) norm in the target language. Selinker (1972) notes, however, that most second language learners "will not 'succeed'" (p. 213, italics in original) in attaining native speaker competence in the target language. He introduces the term 'interlanguage' to describe a "separate linguistic system based on the
observable output which results from a learner's attempted production of a [target language] norm" (p. 214). Interlanguage is thus implicitly defined by its deviance from native speakers' linguistic output. According to Seidlhofer (2004), "virtually all SLA research operates with a native-speaker model and tends to construct nonnative speakers as defective communicators" (p. 213).

In sharp contrast to the traditional SLA point of view, the ELF paradigm takes a radically different position towards L2 speakers of English: "they are not [...] 'failed native speakers' [but] highly skilled communicators who make use of their multilingual resources [...] and who are found to prioritize successful communication over narrow notions of 'correctness'" (Jenkins et al., 2011, p. 284). This view disqualifies the use of the term 'L2 learner', since speakers of ELF are considered to perform adequately, and without being concerned with some future (native) competence in English. Rather, scholars in the ELF paradigm consider ELF speakers 'L2 users'. Since the core focus of the ELF paradigm is to study ELF in its own right, instead of comparing it with native benchmarks (see e.g. Jenkins et al., 2011; Seidlhofer, 2004), it is possible to consider L2 users of English to be just as competent in ELF as native speakers of English.

In fact, L2 users of English may have developed parts of their 'communicative competence' (Canale \& Swain, 1980, p. 6) more strongly compared to L1 users of English. Canale and Swain (1980) divide 'communicative competence' into 'grammatical competence', i.e. knowledge of the rules of grammar, and 'sociolinguistic competence', i.e. knowledge of the rules of language use. In lingua franca communication, 'intercultural competence' may also play a role (for an overview of different approaches to this concept, see Spencer-Oatey, 2010). Whereas native English ELF speakers' grammatical and sociolinguistic competences typically are fully developed, they may have a less well developed intercultural competence. In contrast, L2 users of English generally have less
developed grammatical competence, and possibly also less developed sociolinguistic competence in their second language, but they may compensate for this by a well developed intercultural competence.

In consequence, native speakers of English may have a false sense of superiority in lingua franca communication due to their 'native speakerism' (Gnutzmann, 2000, p. 358). Native speakers of English may not be fully aware of the amount of cooperation that is required in lingua franca communication. Cooperation is very basic in communication (see Grice's, 1975, 'Cooperative Principle') and may be rather effortless in L1-L1 communication, due to a relatively large common ground. Since native speakers of English can rely on their native language during ELF communication, they may falsely assume such common ground and only adapt their language to non-native interlocutors to a limited degree, or if they are aware of potential problematic language use, such as idiomatic expressions, they may lack the skills to adapt their language to non-native interlocutors (see e.g. LouhialaSalminen \& Kankaanranta, 2012; Sweeney \& Hua, 2010). As a consequence, native speakers of English are not necessarily the most successful speakers of ELF.

Some scholars have claimed that non-native users of English are particularly successful in ELF because they are well aware of their own and their interlocutors' nonnativeness (see e.g. Mauranen, 2006). As a consequence, they are prepared for the possibility of miscommunication and cooperate in such a way that actual miscommunication, i.e. where the intended meaning does not come across, is rare (Mauranen, 2006; Björkman, 2011, 2014). ELF scholars tend to highlight this kind of findings in order to emphasize the communicative competence of non-native speakers of English (see also Jenkins et al., 2011; Seidlhofer, 2004): while non-native users of English sometimes rely on language that may be ungrammatical from a normative, native speaker point of view, they tend to be successful communicators.

Based on non-native speakers' successfulness, some ELF scholars go as far as to say that the term 'non-native speaker' is offensive towards individual speakers of L2 English, since it opposes non-natives to natives, with the latter being norm-defining, and the former failing to comply to the norms (see e.g. Jenkins, 2000). For instance, Jenkins (2000) proposes to use the terms 'monolingual English speakers', 'bilingual English speakers' and 'nonbilingual English speakers'. Jenkins' notion of 'bilingual English speaker' covers native speakers of English who speak another language fluently, and speakers with a different mother tongue who speak English fluently. In contrast, the 'non-bilingual English speaker' speaks at least two languages (possibly fluently), but not fluent English. The distinction thus hinges mainly on the notion of fluency, which is both difficult to grasp and inherently carries a value judgment towards speakers in the non-bilingual group who are said not to be fluent in English. In my opinion, these terms complicate the matter drastically, creating artificial groupings. Moreover, inevitably, all terminology is more positive towards one group of speakers than to some other group of speakers in a way similar to the terms native and nonnative speaker.

Therefore, although I agree that ELF speakers show great creativity and a remarkable capacity to communicate successfully, I will use terms such as 'non-native speaker' and 'L2 user' interchangeably to refer to those speakers who have not acquired English as their mother tongue but as an additional language. To me, neither of these terms holds a value judgment, nor do they imply that non-native speakers are less capable than native speakers of English in international communication. My perspective on the L2 users of English under study in this thesis largely coincides with that taken by ELF scholars: I investigate their language behavior in its own right, without labeling deviations from native norms as failed attempts at complying with these norms. Wherever I compare non-native with native
language use, this is purely for the sake of providing a clear frame of reference for my findings.

The opposition between native and non-native speakers may also reflect the individual L2 speakers' perceptions of their own situation. I believe that when scholars merely highlight instances of successful communication in the linguistic output of ELF speakers, they leave important characteristics of non-nativeness overlooked. L2 users' awareness of their own non-nativeness not only comes with a strong ability to cope with potential misunderstandings, it also leads to feelings of insecurity. Jenks (2013), for instance, shows that ELF speakers themselves are well aware of their non-nativeness in identity construction and may even use and emphasize their identities as learners of English during ELF communication. Moreover, Swan (2012) points out that individual speakers of ELF may very well appreciate getting feedback when they speak English and would be surprised if they were told they do not make mistakes, even though they manage to communicate their intended meaning in real-life situations. Pavlenko's (2003) journal paper title "I never knew I was a bilingual" is also illustrative in this respect, just as my own finding that speakers are less self-confident in their L2 than in their L1 (see Kouwenhoven \& Van Mulken, 2012).

## Register variation: the influence of situational context on language

Some studies suggest that L2 self-confidence is closely related to L2 users' abilities to adapt their language to the speech situation, or their lack thereof. Tange and Lauring (2009), for example, found that employees in a multilingual company withdraw from informal communication in English by fear of revealing linguistic weaknesses during non-essential small talk. Two negative consequences arose from this situation. First, the communication in the organization became more formalized, leaving less room for socialization, hence harming the coherence and integration within the organization. Secondly, groups of speakers clustered around a shared mother tongue to communicate informally, which disallowed speakers of
other L1s access to vital information that was not provided through formal channels in English (see also Bourdieu, 1991).

While Tange and Lauring (2009) found that speakers who have difficulties with informal speech may be left out, the formal work environment may also require linguistic adaptation to the professional context. For instance, Louhiala-Salminen and Kankaanranta (2012) state that without knowledge of the "professional vocabulary and genre-specific practices everyday work could not be done" (p. 266). In short, the ability to adapt language to the speech situation is valuable to L2 users of English

Although situational variation is important for non-native speakers, research that focuses on the influence of the speech situation on L2 language is scarce. The studies that do exist usually focus on one particular marker of formality and on the comparison of native and non-native speech. For instance, Adamson and Regan (1991) compared the production of the affix -ing as informal -in' or as formal -ing by native and non-native speakers of English. Dewaele (2002) compared how native and non-native speakers of French use formal vous and informal $t u$. This thesis takes a different approach and studies situational variation in ELF speech from a register point of view.

Previous studies on L1 situational variation sometime use the closely related terms of 'genre' and 'register' to describe similar phenomena and sometimes even use them interchangeably (Lee, 2001; see also Biber \& Conrad, 2009). Lee (2001) called the discussion about what exactly differentiates between the notions of 'genre' and 'register' a "well-known quagmire" (p. 41).

First and foremost, it is important to note that 'genre' and 'register' show large overlap: both Lee (2001) and Biber and Conrad (2009) indicate that the two notions reflect different perspectives towards largely the same objects of study. For instance, Lee (2001)
"contend[s] that it is useful to see the two terms genre and register as really two different angles or points of view, with register being used when we are talking about lexico-grammatical and discoursal-semantic patterns associated with situations (i.e., linguistic patterns), and genre being used when we are talking about memberships of culturally-recognizable categories." (p. 46; emphasis in the original)

Genre analysis, then, is mainly concerned with the conventionalized (structural) organization of texts, or speech events, within given cultures. In contrast, register analysis focuses on the way language is used under the influence of the situational context. This distinction shows remarkable similarities to the study of L2 English from either an SLA perspective, in which speakers' acquisition of certain linguistic norms is studied, or an ELF perspective, in which the functionality of the language used in a particular communicative setting is studied.

Consequently, since I largely adopt an ELF point of view towards L2 speakers, focusing on language use rather than on conventions, the term that fits best is 'register variation'. In my conceptualization of register, I follow Biber and Conrad's (2009) approach, which is characterized by the idea
"that linguistic features are always functional when considered from a register perspective. That is, linguistic features tend to occur in a register because they are particularly well suited to the purposes and situational context of the register." (p. 6; emphasis in the original)

From this point of view, a register (or situational variety) is characterized by the use of linguistic features that may occur in any other register, but that are particularly salient in the target register (Biber \& Conrad, 2009).

According to Biber and colleagues (Biber, 1988; Biber \& Conrad, 2009), the situational context of a register can be defined based on a framework that consists of
language-external characteristics of the speech situation: the participants and the relationship between them, the channel, the production circumstances, the setting, the communicative purpose, and the topic (see also Steen, 2011, for a similar framework). Language users take these language-external characteristics into account and adapt their language accordingly.

In order to explain how this adaptation works, Steen (2011) takes a cognitivepsychological perspective to situational variation. He proposes that speakers rely on knowledge schemata that they have about speech situations in order to determine their (linguistic) behavior. The notion of 'schema' was first coined by Bartlett (1932) and according to Eysenck, Ellis, Hunt and Johnson-Laird (1991; see also Best \& Williams, 2001, p. 208; Carroll, 2008, p. 176),
"[s]chemata consist of structured groups of concepts which constitute the generic knowledge about events, scenarios, actions, or objects that has been acquired from past experience" (p. 316)

In other words, in each situation language users have ideas about how communication should be initiated and developed, and how information should be processed. Speakers use both long term knowledge schemata that have been acquired through past experiences or explicit training, and short term schemata that are created and reshaped within one specific, ongoing speech event (see e.g. Steen, 2011).

Both long and short term cognitive schemata may play a role in register variation in ELF communication. According to Mauranen (2011, p. 162; see also Gnutzmann, 2000), "users of ELF typically find themselves in situations where discourse norms are not clear or given [such that] terms of appropriate interaction must be negotiated by participants". In other words, the speakers of different linguistic backgrounds may rely on different long term schemata that have (mostly) been developed in their L1. Consequently, a common ground for

ELF communication needs to be negotiated: following Steen's (2011) terminology, short term schemata may need to be developed and these short term schemata may be particularly important in ELF compared to L1-L1 communication.

Studies in the field of cross-cultural pragmatics investigate the "differences in expectations based on cultural schemata" (Yule, 1996, p. 87) and have highlighted the importance of schemata in the realization of specific speech acts in a number of languages within the long-standing tradition of Blum-Kulka, House and Kasper (1989; see e.g. BlumKulka \& House, 1989, on requests; Chen, 2010, on compliments; and Suszczyńska, 1999, on apologies). There has also been some attention for L2 users' realization of specific speech acts, in a research domain called interlanguage pragmatics (Yule, 1996), for example in work by Hendriks (2010) on e-mail requests in Dutch L2 English and by Le Pair (1996) on Spanish L1 and Dutch L2 Spanish requesting behavior.

Research in cross-cultural pragmatics is often based on data collected through a variant of the Discourse Completion Task (Blum-Kulka et al., 1989). There may, however, be a discrepancy between these data and language use in real life speech situations. In contrast, the register perspective taken by Biber and colleagues (Biber, 1988; Biber, Conrad \& Reppen, 1998) is based on corpora that contain language produced in real-life situations. Within this tradition, register variation has been investigated with mother tongue speakers of multiple languages (see e.g. Biber, 1995, for analyses of English, Somali, Tuvaluan and Korean; Biber, Davies, Jones \& Tracy-Ventura, 2006, for Spanish). However, to our knowledge, no studies exist that build on their findings to investigate register variation in non-native speech.

I will use corpus data in order to investigate register variation by non-native speakers of English. This approach will on the one hand extend register variation research towards communication in English as a lingua franca, and on the other hand complement
interlanguage pragmatics research by using a different methodology and a different type of data. In order to make generalizable claims about non-native register variation, a reasonably large collection of non-native speech is needed.

## Non-native corpus data

Studies within both the ELF and the SLA paradigms have made use of (large) corpora of speech. ELF corpora and SLA learner corpora have in common that they focus on non-native language data (Mauranen, 2011). Moreover, just as Swan (2012) claims that ELF and the study of English from an SLA point of view "are on opposite sides of the same coin" (p. 388), Mauranen (2011) acknowledges the possibilities for "fruitful cross-fertilization between the two kinds of corpora" (p. 165). Nevertheless, there are also important differences between ELF corpora and learner corpora, which can ultimately be traced back to the question whether the L2 speakers are considered to be language learners, to whom the language in the corpus is a target language and thus the object of study, or language users, to whom the language in the corpus is a tool that they use for real-life communication (Mauranen, 2011).

Examples of large ELF corpora are the Vienna-Oxford International Corpus of English (VOICE; Seidlhofer, 2010), the Corpus of English as a Lingua Franca in Academic Settings (ELFA; Mauranen, Hynninen \& Ranta, 2010) and the Asian Corpus of English (ACE; Kirkpatrick, 2010), which is currently under development. The most important characteristic of ELF corpora is that they contain naturally occurring speech "that would have [been produced] anyway, whether or not a researcher was around to record it" (Cameron, 2001, p. 20; cited by Breiteneder, Pitzl, Majewski \& Klimpfinger, 2006, p. 164). These data allow scholars to study language as it is actually used to serve real-life purposes. Moreover, they allow ELF scholars to maximally avoid what Labov (1972) called the 'Observer's
paradox', which states that researchers would ideally observe people's behavior when they are not being observed.

A second important feature of ELF corpora is the large number of speakers and language backgrounds that are included. For instance, ELFA involves 650 speakers with 51 different L1s and VOICE even holds 1250 different speakers with 50 different L1s. Both corpora include relatively small amounts of speech produced by native speakers of English; the vast majority of speakers use English as an additional language. A third characteristic of ELF corpora is the diversity of the speech situations that have been recorded. VOICE distinguishes ten different speech event types, including interviews, conversations and meetings. ELFA is more specific of academic settings, but includes both monologic settings such as lectures and presentations, and dialogic/polylogic settings such as seminars and conference discussions. ${ }^{2}$

Examples of large SLA learner corpora are the International Corpus of Learner English (ICLE; Granger, Dagneaux, Meunier \& Paquot, 2009), which contains written argumentative essays, and the Louvain International Database of Spoken English Interlanguage (LINDSEI; Gilquin, De Cock \& Granger, 2010). Learner corpora are different from ELF corpora in several respects. In general, learner corpora are much more controlled than ELF corpora. Granger (2002) states that "[a] random collection of heterogeneous learner data does not qualify as a learner corpus" and that " $[t]$ he usefulness of a learner corpus is directly proportional to the care that has been exerted in controlling and encoding the variables" (p. 9). Consequently, "learner data is [...] rarely fully natural" (Granger, 2002, p. 8): data usually result from a task which imposes certain restrictions on the learners, such

[^1]as the topic or a time limit. Moreover, the specific social context that is defined by the classroom is not necessarily representative of other communicative settings (Mauranen, 2011). What is more, learners share their L1 in the majority of language classrooms, which is fundamentally different from the large diversity in ELF speakers' linguistic backgrounds (Mauranen, 2011).

Ellis' (1994) distinction between different data types in SLA (see Figure 1.1) helps to visualize the differences between ELF and learner corpora. He distinguishes between different types of 'language use' data: natural data and elicited data. Natural data comes from communication that speakers engage in when they are not being studied (Ellis, 1994; see also Labov, 1972). Ellis (1994; following Corder, 1981) subdivides elicited data into data resulting from 'clinical elicitation's, for which speakers are induced to produce language of any sort (e.g. in role plays or oral interviews), and data resulting from 'experimental elicitation', for which speakers are induced to produce language that relates to specific features that researchers are interested in (e.g. through completion tasks or imitation tasks).

While Ellis' (1994) approach seems rather categorical (see the boxes in Figure 1.1), I believe that there is a continuum ranging from purely natural data on one end, to experimentally elicited data on the other end, with clinical elicitation in an intermediate position. I visualized this continuum by adding an arrow to Ellis' original distinction (see Figure 1.1). The continuum is defined by the level of control exerted by the researcher over the speech situation (see Ellis, 1994; Wagner, Trouvain \& Zimmerer, 2015). ELF corpora approximate the natural, low control extreme of this continuum. Depending on the research questions that SLA scholars want to answer, learner corpora may hold highly controlled,

[^2]experimentally elicited data or elicited data that takes some intermediate position on the continuum.


Figure 1.1
Language use data types used in Second Language Acquisition research, adapted from Ellis (1994).
Such a less categorical interpretation of the distinctions made by Ellis (1994) opens up the possibility for the compilation of corpora holding natural speech that is produced in somewhat more controlled environments. For instance, Torreira and colleagues have compiled corpora of conversational L1 French (Torreira, Adda-Decker \& Ernestus, 2010) and L1 Spanish (Torreira \& Ernestus, 2010) produced in triadic interactions between friends, one of whom was a confederate of the researchers. Strictly speaking, the data in these two corpora are elicited, not natural, since it would not have occurred anyway, but was initiated by the researchers. However, through the clever use of confederate speakers, the researchers could record rather natural speech, while exerting some control over the speech situation.

Comparable corpora do not exist for non-native speech. This is a shame, because there would be a lot to gain from natural speech data produced in somewhat controlled environments. For example, the study of non-native register variation would benefit from speech data from the same non-native speakers in different speech situations. While some ELF corpora include the same speakers in different speech situations, this is not systematic.

Existing SLA corpora may hold speech by the same language learners in different situations, but these cannot be considered natural, given the language classroom setting in which they have been elicited, and where the focus was on language acquisition.

In short, a sufficiently large corpus that takes an intermediate position between the naturalness of ELF corpora and the control over the speech situation of SLA corpora, and that includes speech from the same non-native speakers in different speech situations would be a major contribution to the study of non-native register variation. A big advantage of such a corpus is that it allows for quantitative, within-speaker comparisons of the speech in the different situational contexts. As a consequence, generalizable conclusions can be drawn based on a relatively small sample of speakers.

## Methodological considerations: qualitative vs. quantitative approaches

Research within the ELF paradigm is generally qualitative of nature, but there has been a shift from features based to process based investigations (see e.g. Jenkins et al., 2011). In a first overview article of ELF research, Seidlhofer (2004) calls for descriptive work in the domain of ELF in order to come to a "gradually accumulating body of work [that] will lead to a better understanding of the nature of ELF" (p.215). One aim of this descriptive work would be to come to "comprehensive and reliable descriptions of salient features of ELF" (Seidlhofer, 2004, p. 215), which could be used to codify ELF. Seven years later, however, in a second ELF overview paper, Jenkins et al. (2011) "call into question the viability of attempting a description of ELF [...], at least according to the traditional sense of 'language description"" (p. 295), since rather than by its regularities, ELF is best characterized by its variability, and by the online choices ELF speakers make to communicate their message, the authors argue.

The domain of phonology exemplifies the shift from features based to processes based investigations (Jenkins et al., 2011). It was one of the first linguistic levels to have received descriptive attention in ELF research, with Jenkins' (2000) 'Lingua Franca Core’ (LFC) as the most extensive example. The LFC describes which phonological features are and which are not essential for intelligible ELF speech. Later studies into ELF phonology focused more on ELF speakers' accommodation towards their interlocutors (Jenkins et al., 2011). In fact, accommodation and the co-construction of meaning have become keywords in most studies of ELF at all linguistic levels. For instance, studies into ELF pragmatics usually adopt a Conversation Analysis type of approach in order to describe how speakers adapt their speech to, and in cooperation with, their interlocutors and how they negotiate meaning to avoid miscommunication (see e.g. Seidlhofer, 2009; Mauranen, 2006; Björkman, 2011, 2014).

The consequence of the focus on co-construction and negotiation is that most ELF studies do not go beyond rather local descriptions of communicative processes. This is in line with Seidlhofer, Breiteneder and Pitzl's (2006) suggestion that


#### Abstract

"it is advisable to be tentative and circumspect and to proceed by way of clearly situated qualitative studies with a strong ethnographic element. As more qualitative, hypothesis-forming findings begin to emerge, it will become possible to introduce more controlled, quantitative procedures" (p. 21).


While qualitative, descriptive studies of ELF have proven to be of great value since they have allowed for the large variation that exists in ELF to surface and be analyzed, it is difficult to generalize the results from these studies to other speech situations and to other speakers. Therefore, almost ten years after the call to be tentative and rely heavily on ethnographic methodology made by Seidlhofer and colleagues (2006), the time has now come to also start introducing quantitative analyses of controlled ELF data.

In this thesis, I do exactly that. I study rather natural ELF speech data from slightly controlled speech situations, in order to be able to carry out quantitative, comparative analyses of ELF speech and to produce generalizable findings. The studies in this thesis try to answer the following research question: do changes in the situational context lead to register variation in Spanish L2 users' English, and if so, how is this register variation reflected on different linguistic levels?

## Data, points of view and methodology in this thesis

The studies in the following chapters are all based on the Nijmegen Corpus of Spanish English (NCSE) that I compiled as part of the PhD-project that resulted in this thesis. The NCSE consists of spontaneous speech between Spanish and Dutch L2 users of English. Spanish and Dutch were chosen mainly because the phonotactics of Spanish, a Romance language, and Dutch, a Germanic language, lead to typical difficulties of a different kind for Spanish and Dutch L2 speakers of English (see Coe, 2001, for Spanish; Tops, Dekeyser, Devriendt \& Geukens, 2001, for Dutch). Furthermore, while Dutch speakers from the Netherlands generally have some knowledge of French and German, most do not know Spanish. Spanish speakers usually do not speak Dutch. As a consequence, the probability that the speakers in the NCSE could rely on knowledge of their interlocutor's language is low.

Importantly, all Spanish speakers have been recorded in both an informal, peer to peer conversation and a formal interview. The Dutch speakers were two confederates who spoke with each Spanish speaker in either the informal or the formal setting. The NCSE allows for generalizable claims to be made, at least about L2 users of English who share a common western European culture, based on quantitative comparisons of the same L2 speakers of English in two different speech situations. Since the speech in the NCSE was recorded during spontaneous sessions, but in a controlled environment with confederate speakers, the NCSE can be said to hold an intermediate position between learner corpora and ELF corpora. More
specifically, with regard to Ellis' (1994) distinction, the NCSE can be placed between clinically elicited and natural data, and may be referred to as 'drafted natural data'.

The positioning of the NCSE is illustrative of my approach towards the study of lingua franca English. On the one hand, I adopt the most central point of view of scholars in the ELF paradigm: I consider the speakers in the NCSE to be language users, not language learners. As a consequence, I will study the language that was produced by the speakers in the NCSE in its own right, instead of evaluating it against native English norms. On the other hand, I will not adopt the qualitative, descriptive methodologies that are generally used in ELF studies. While "contextual factors have moved towards centre stage" (Jenkins et al., 2011, p. 296) of ELF research, to our knowledge no quantitative analyses exist that study the influence of the situational context on L2 users' English from a register perspective. I will complement the existing qualitative ELF studies by taking a quantitative, comparative approach. Moreover, in addition to analyzing data from the NCSE, I will carry out experimental studies, with materials from the corpus.

I will study how the situational context affects non-native communication in English on three linguistic levels. First, in Chapter 2, I will give a detailed description of the compilation and the contents of the NCSE. Then, I will establish whether the NCSE holds speech that is characteristic of two different registers. Previous studies have shown that laughter (see e.g. Garcia, 2013; Glenn, 2010), overlapping speech (see e.g. Tannen, 2005) and the use of L1 words in L2 (Dewaele, 2001) are markers of informality. Moreover, Biber and colleagues (e.g. Biber, 1988; Biber et al., 1998; Biber et al., 2006) have consistently shown that an important dimension of register variation is the degree to which language is involved (i.e. affective, interactive) or informational (i.e. focused on information exchange). In Chapter 2, I will analyze the speech in the NCSE on all these variables, in order to answer the following research question: do Spanish L2 users of English show register variation?

Secondly, if the language in the informal and the formal speech situations recorded in the NCSE indeed represents two distinct registers, it is possible to study the influence of the situational context on non-natives' communication strategy use. Communication strategies can be defined as all attempts to prevent or overcome linguistic difficulties (see e.g. Dörnyei \& Scott, 1997; Björkman, 2014). They are used, for example, when a lexical item is (temporary) unavailable to the speaker, who may then use related words or a description of the target word. The use of communication strategies shows speakers' wish to maintain the flow of communication (e.g. Grice's, 1975, Cooperative Principle). Moreover, it reflects speakers' ways of managing the discourse.

Both natives and non-natives may use communication strategies, but they are particularly useful for non-native speakers. As a consequence, the investigation of communication strategies has been initiated from a Second Language Acquisition perspective. Studies in the field of SLA have shown rather consistently that speakers tend to opt for different communication strategies depending on the task that is at hand (see e.g. Poulisse, 1993; Poulisse \& Schils, 1989). Since a task defines a particular situational context, these results suggest that, from a register variation point of view, particular communication strategies may better serve the purposes of communication in a given situation than other strategies. However, a comparative study of communication strategy use in different speech situations does not exist, to our knowledge. Chapter 3 presents such a study: I will investigate register variation at the discourse management level, in order to answer the following question: is communication strategy use by Spanish L2 speakers of English influenced by the situational context?

Thirdly, when speakers switch from an informal to a formal register, their pronunciation is a likely linguistic candidate to reflect this switch. In casual speech, native speakers of many languages utter reduced word tokens that deviate from their citation forms,
with fewer segments or even syllables (see e.g. Ernestus \& Warner, 2011; Johnson, 2004). Speech reduction by natives has been shown to be more common and more drastic in informal than in formal speech (see e.g. Ernestus, Hanique \& Verboom, 2014; Warner \& Tucker, 2011). In contrast, not much is known about non-native speech reduction and how it is influenced by the situational context. Non-natives behaved like natives in two separate studies, one based on read speech (Baker et al., 2011) and one on casual speech (Schertz \& Ernestus, 2014). The combination of these two studies suggests that there is an effect of register on non-native speech reduction, but a within speaker analysis of non-native speech from different situational contexts will provide more insight in non-native situational variation in speech reductions.

In Chapter 4, I will study speech reduction in formal and informal Spanish English. Moreover, I will explicitly compare reduction in Spanish L2 English speech with American English speech. The objective of this comparison is not to determine how well non-native speakers are able to produce forms that are similar to native speech. Rather, the comparison will shed light on differences that may exist between native and non-native English and how these differences may have an impact on comprehension by both native and non-native listeners.

The phenomenon I will focus on in Chapter 4 is word-final /t/-reduction, specifically in can't. Spanish speakers of English are known to have difficulties producing consonant clusters (Coe, 2001), while /t/ has been shown to be frequently absent from can't in American L1 speech (see e.g. Labov, 1972; Pitt, 2009; Sumner \& Samuel, 2005). Consequently, although the reasons for speech reduction may be different, the result may be similar: when the word-final consonant cluster in can't is simplified, the resulting word token may be similar to can. This, in turn, may lead to ambiguity about whether a positive or a negative statement is produced. In Chapter 4, I will try to answer the following research questions:
first, is /t/ absent from can't more often in informal than in formal Spanish English speech and more often from Spanish than from American English speech; and, secondly, what are the consequences of the absence of /t/ for the comprehension of American and Spanish English can't?

In Chapter 5, I will briefly summarize my findings, and combine them in order to answer the overall research question: how does situational context affect lingua franca communication among non-native speakers of English? I will reflect on the implications of my findings and on avenues of research that this thesis opens up.
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#### Abstract

English serves as a lingua franca in situations with varying degrees of formality. How formality affects non-native speech has rarely been studied. We investigated register variation by Spanish users of English by comparing formal and informal speech from the Nijmegen Corpus of Spanish English that we created. This corpus comprises speech from thirty-four Spanish speakers of English in interaction with Dutch confederates in two speech situations. Formality affected the amount of laughter and overlapping speech and the number of Spanish words. Moreover, formal speech had a more informational character than informal speech. We discuss how our findings relate to register variation in Spanish.


## Introduction

English is the most widely used means of communication during international encounters (e.g. De Swaan, 2001). The study of English as a lingua franca (ELF), which focuses on the use of English by speakers who do not share a language background, has gained momentum in recent years (e.g. House, 2013; Mauranen, 2003; Mauranen, Hynninen \& Ranta, 2010; Seidlhofer, 2001, 2010) and acknowledges the wide variety of speech situations in which ELF is used. For example, English can be the means of communication in very formal settings, such as business negotiations or academic lectures. In these speech situations, the focus is on the exchange of information and the language will have an informational character (e.g. Biber, Conrad \& Reppen, 1998). In addition, ELF is used in informal settings, such as get-togethers of international exchange students. In these settings, the focus is on involved, interactive language (e.g. Biber et al., 1998). Importantly, Firth (2009, p. 164) notes that in the international business encounters he studied, a pattern of "small talk" preceding "work talk" is observable, suggesting that non-native (L2) speakers may engage in both an informal, involved and a formal, informational speech situation within one single encounter.

This raises the question whether non-native users of English adapt their language to the formality of the speech situation, in particular when they only communicate with other non-native users of English and no native speakers are present who could set a certain norm. We contribute to answering this question by investigating whether Spanish speakers of English, who are involved in an ELF communicative setting with Dutch speakers of English, show register variation. In order to answer this question, we have developed a new corpus of non-native speech, which will also be presented in this chapter.

Ample investigations of native (L1) speakers have shed light on the variability of language use according to the speech situation. We know from these studies that L1 speakers
adapt their language use to the situational context by varying word choice, pronunciation and syntactic structures, for example (e.g. Biber, 1988; Biber \& Conrad, 2009; Ernestus, Hanique \& Verboom, 2015; Lee, 2001; Van Herk, 2012). This adaptation to the speech situation has been studied in different languages. For instance, as described by Biber and colleagues (Biber, 1988; Biber et al., 1998; Biber, Davies, Jones \& Tracy-Ventura, 2006), native speakers of both English and Spanish use first and second person pronouns, causative subordination and present tense verbs more often in spontaneous conversations than in formal interviews and written language. Informational discourse, including academic writing and to a lesser extent formal interviews, is characterized by a high word type/word token ratio, longer words, more (premodifying) attributive adjectives and more nouns (Biber, 1988; Biber et al., 1998, 2006).

Analyses of register variation by speakers of an L2 are very few, but difficulties with situational variation may be expected. Thompson and Brown (2012) put forward that register variation may be acquired late, only after more basic language skills, such as grammar and oral expression. Moreover, even if L2 users do have the knowledge about variation, they can still encounter difficulties remembering and applying all characteristics of a given register simultaneously (Dewaele \& Wourm, 2002). For example, when focusing on producing grammatically correct language, an L2 speaker may loose track of the appropriate pronunciation forms given the speech situation. These difficulties may be due to the gap between the acquisition of linguistic forms and their socially appropriate use. Kecskes and Papp (2000) state that children simultaneously acquire knowledge about linguistic forms and their socially appropriate use in their L1, integrating the two types of information. In contrast, those who learn their L2 in a classroom often acquire L2 concepts with little to no information about situational context (Dewaele \& Wourm, 2002; Romero-Trillo, 2002). As a consequence, L2 learners cannot fully develop their sociolinguistic competence (Dewaele \&

Wourm, 2002; Romero-Trillo, 2002; Geeslin \& Long, 2014), and they may have difficulties adapting to the speech situation.

Previous work has investigated how L2 speakers adapt their pronunciation to the situational context. These studies have shown that the influence of speech style on pronunciation is not always similar for natives and non-natives. Thompson and Brown (2012), for example, studied one very advanced Spanish speaker of English and expected a more standard pronunciation when the amount of monitoring of speech increased (following Labov, 1966). They found the exact opposite: the percentage of correct articulations of the vowel /I/ deteriorated as the formality of the speech situation increased. Furthermore, Adamson and Regan (1991) compared the production of the affix -ing as [Iy] (the prestige variant in English) or [In] (the non-prestige variant) by non-native (Vietnamese and Cambodian) and native speakers of English in both monitored and unmonitored speech. The proportion of [In] was higher in unmonitored speech for male and female native speakers, and for non-native female speakers. The opposite was true for non-native male speakers, who showed a higher proportion of [In] in monitored speech. Adamson and Regan (1991) suggest that these male non-native speakers try to accommodate to a general male native English norm rather than to a situation-specific native English norm, which leads to the overuse of the casual [In] in situations where the more formal [IY] is more common.

Phonology is only one aspect of language. Other linguistic variables have received less scholarly attention when it comes to L2 variation, but some studies do exist. For instance, Geeslin and Gudmestad (2008) investigated the use of indicative or subjunctive mood and of copulas in written and spoken Spanish both by native and non-native speakers. They compared written contextualized tasks (WCT; tasks that provide a context after which participants indicate their preference for some linguistic structure over another) with sociolinguistic interviews. Results showed that both native and non-native speakers of

Spanish preferred the subjunctive mood over the indicative mood and estar over ser (both translated as 'to be' in English) more often in the WCT than in the interview. The researchers also found differences between the native and non-native speakers, but only for mood choice: non-natives used fewer subjunctives than natives. Dewaele (2002) studied L2 learners' use of personal pronouns in French and found that non-native speakers of French use both informal tu and formal vous but in ways that diverge from the native speaker norm. Just like the pronunciation patterns found by Thompson and Brown (2012) and Adamson and Regan (1991), the studies by Geeslin and Gudmestad (2008) and Dewaele (2002) reveal the presence of non-native sociolinguistic competence, as reflected by the existence of systematic variation, but also differences between native and non-native variation. The consequences of this kind of deviation from the norm may be severe: it could lead to unfavorable impressions in interlocutors (Geeslin \& Long, 2014).

The present study extends the research on non-native register variation by investigating other, less studied, variables in two situations in which English is used by nonnative speakers as lingua franca. First, we will investigate laughter, which previous studies have shown to be an indicator of the formality of the situation in native speech (e.g. Garcia, 2013; Glenn, 2010). We expect fewer occurrences of laughter in formal than in informal speech. Secondly, we will study the amount of overlapping speech, which is a measure of the high-involvement, interactive style of conversation (e.g. Tannen, 2005). We expect overlapping speech to be more frequent in an informal than in a formal speech situation. Thirdly, we will analyze the number of L1 words that speakers use in their L2 English. Dewaele (2001) found that, in third language (L3) production, more L1 was used in informal than in formal speech. Following this finding, we expect more L1 words to be used in an informal than in a formal L2 English speech situation.

Then, we will test a set of eighteen linguistic features taken from the informational versus involved dimension ${ }^{1}$ identified by Biber and colleagues (Biber, 1988; Biber et al., 1998). This dimension is a scale, or continuum, on which texts can be classified based on the co-occurrence of linguistic features that share particular functions, ranging from highly informational to highly involved language, rather than a tool to indicate absolute differences between registers (Biber \& Conrad, 2009). Based on previous research on L1 English and L1 Spanish (Biber, 1988; Biber et al., 2006) we generally expect features that are characteristic of involved, interactive discourse (such as first person pronouns, second person pronouns and present tense verbs) to be used more often in informal than in formal speech. Features that are associated with informational language (such as nouns, long words and a high word type/word token ratio) are expected to be used less often in informal than in formal speech.

The formal and informal speech on which we base all our analyses is spontaneous speech, rather than (classroom) elicited speech. For this, we developed the Nijmegen Corpus of Spanish English (NCSE) $)^{2}$. The NCSE contains conversational speech of thirty-four Spanish speakers of English in both a formal and an informal speech situation, in interaction with instructed Dutch confederates. We opted for Spanish and Dutch speakers of English, because Spanish belongs to a different language family than both English and Dutch. As a consequence, the issues that native speakers of Dutch and Spanish have with English in

[^3]domains such as phonology and syntax are very different (see Tops, Dekeyser, Devriendt \& Geukens, 2001, for Dutch; Coe, 2001, for Spanish). Moreover, Spanish is not as well known in the Netherlands as French, for example. Therefore, it is less likely that Spanish and Dutch interlocutors can rely on knowledge of the other's L1.

Finally, L1 speakers of Dutch and Spanish share Western European cultural norms, and therefore are culturally determined to adapt their (language) behavior to the situational context in a similar way. To illustrate, the Official State Gazette of the Spanish government (Boletín Oficial del Estado, $\mathrm{N}^{0} 178$, July 2011) explicitly states that students between the ages of 6 and 12 should learn to distinguish between and to be able to produce language of different degrees of formality. Moreover, Batchelor and San José (2010) dedicate the first chapter of their reference grammar of Spanish to register variation and how register variation affects Spanish grammar. As a consequence, we may safely assume that if the Spanish speakers in the NCSE have difficulties adapting their register in English, these are linguistic rather than cultural difficulties.

The NCSE can be positioned between learner corpora and ELF corpora, which both contain non-native (speech) data. Mauranen (2011) states that the main distinction between the two can be summarized by the question whether, for the speakers in the corpus, English is the object of study or a means of communication (for detailed discussions of the differences and similarities between the two types of corpora see Mauranen, 2011, and Granger, 2002, 2009). ELF corpora contain naturally occurring language, authentic talk, produced in real-life situations by non-native users of English. Speakers in ELF corpora, who do not share their linguistic backgrounds, use the English they master to achieve real-life goals. The NCSE shares this with ELF corpora: it includes users of L2 English whose objective was to communicate with each other, not to produce perfect English. In contrast, learner corpora comprise language from learners, who usually share their language background, and who try
to acquire a certain set of (idealized, native) norms. Learner corpora are compiled following explicit design criteria and for a specific purpose, such as the study of the acquisition or the teachability of a certain linguistic feature. The NCSE was also compiled based on explicit design criteria for the purpose of collecting both formal and informal speech from the same Spanish speakers of English. However, most importantly, we tried to obtain natural language for the NCSE. We therefore tried to achieve the right balance between authenticity of the speech and ecological validity on the one hand and control over the recording quality and the degree of formality of the two speech situations on the other.

## The Nijmegen Corpus of Spanish English

## Interlocutors

As mentioned above, our study focuses on non-native speakers in situations where English is used as a lingua franca. For this, we included L2 speakers of English with two different L1s: native speakers of Dutch and of Spanish.

Two confederates, a 23 year old male and a 24 year old female, both undergraduate students and native speakers of Dutch, were recruited at the Radboud University. Both were selected based on their open style of communication and ability to put their interlocutors at ease. Moreover, they had ample experience with role playing in an improvisational theater group. The selection procedure of the confederates involved a short conversation in English with the first author (henceforth HK), who checked whether the candidates were proficient, but not native-like in English, in order to enhance the ecological validity of the corpus: in real-life, L2 speakers who engage in communication in English are not necessarily nearnative speakers. Furthermore, the Dutch speakers of English would not be too intimidating to the Spanish speakers of English. After the recordings of the NCSE, an experienced teacher of Cambridge ESOL/IELTS exam courses assessed the confederates' English proficiency levels
at the B2/C1 level of the Common European Framework for Languages (CEFR; Council of Europe, 2001). He did so by listening to two randomly selected excerpts of the confederates' speech. Neither of the confederates spoke Spanish. Both received payment for the two weeks of recordings.

Thirty-four Spanish university students took part in the recordings. Their ages ranged from 19 to 25 years ( $M=21.44$ years, $S D=1.48$ years). Seventeen speakers were male, seventeen were female. Most participants were near the end of their studies while two were in their first year. The majority were students of engineering, whereas five participants studied other degree subjects (law; arts; visual communications; advertising and public relations; English studies).

All Spanish participants replied to a call in which we asked volunteers to participate in a research project. This call was in Spanish, as were all other communications with the Spanish participants prior to their arrivals at the recording sessions. The call did not mention that the recordings would be in English. We proceeded in this way in order to avoid selfselection by participants based on their interest and/or proficiency in English.

The evaluator who assessed the Dutch confederates' English proficiency levels, also did so for the Spanish speakers in the NCSE: two speakers were classified at the A1 level, ten at the A2 level, nineteen at the B1 level, and three at the B2 level. An overview of the CEFR proficiency levels of the Spanish speakers in the NCSE can be found in Appendix 2.1.

## Recording setup

The NCSE was recorded by HK in the laboratory of the Grupo de Tecnología del Habla at the Escuela Técnica Superior de Ingenieros de Telecomunicación of the Universidad Politécnica de Madrid. All recordings were made in a sound-attenuated room which had an approximate size of $2.80 \times 3.20 \times 3.30 \mathrm{~m}$ (see Figure 2.1 for an overview of the setup of the
recording booth during the informal setting). A large window, which overlooked the laboratory, was covered with cardboard so that HK's presence behind it would not influence the conversations. Against the wall with the window, a table was placed with on top of it several pieces of unused equipment (e.g. a PC monitor, a microphone with some cables, a camera tripod) and some cardboard boxes. Another long table was placed perpendicular to the first table and also carried some unused equipment and boxes. The interlocutors sat at this long table. The Spanish speakers were always seated at the head of the table, with the Dutch confederate sitting to their right. The walls were hung with some pictures of public figures and a map of Madrid. These could be used as conversation topics and made the room more pleasant to be in. For this reason there also was a coat rack on which the speakers could leave their coats and bags.

For the audio recordings, both speakers wore Samson QV head-mounted microphones. They were recorded in separate audio channels on an Edirol R-09 solid-state stereo recorder. The distance between the left corners of the speakers' lips and the microphones was about 3 cm . Speech signals were amplified with a stereo microphone preamplifier.


Figure 2.1
Setup of the recording booth in the informal setting.
The video recordings were made by means of a Sony HDR-SR7E Handycam in HD quality (AVC HD format at 9 Mbps ). During the informal part of the recordings, the camera was placed on top of a box and some cables, between the unused equipment, and with an unplugged adapter cable hanging down. The recording light of the camera was switched off. This approach effectively leaves participants unaware of the fact that they are videotaped (Torreira, Adda-Decker \& Ernestus, 2010). The position of the camera was chosen so that it captured a frontal view of the Spanish participant and a side view of the Dutch confederate. For the formal part of the experiment, the camera was put on a tripod on the long table, aimed directly at the Spanish participant.

## Recording procedure: informal conversation

All participants engaged in the informal part of the recordings before the formal part. As such, there was a transition from a kind of small talk in the beginning to formal
communication in the end. This coincides with Firth's description of the natural development of interaction during ELF business encounters (2009).

Following Torreira et al. (2010), we tried to make the Spanish participants think that the confederate in the informal part of the recording was just another regular participant. By doing so, we created a speech situation in which the Spanish participant and the Dutch confederate were peers. Approximately ten minutes before the Spanish participant was expected to arrive, the Dutch confederate of the corresponding sex (henceforth Confederate 1) also went to the meeting point and waited for HK, as did the Spanish participant. At the agreed time, HK went out to meet the Spanish participant and Confederate 1. HK introduced himself to both and introduced them to each other. HK then asked them to wait outside while he made some final preparations. Confederate 1 was instructed to use this time to start up a conversation in order to try and break the ice.

HK started the audio and video recordings before returning to get the interlocutors. When entering the recording booth, Confederate 1 always took the same seat, leaving the chair at the head of the table for the Spanish participant. Both interlocutors were asked to put on their microphones and then HK told them that he would leave to get the task they were going to perform, and that it would be good for the project if, in the mean time, they got to know each other. HK did not explicitly mention the recordings, so that the Spanish participant would remain in doubt about whether they would start immediately or only after the speakers had received their task.

For this initial part of the informal conversation, Confederate 1 had been instructed to discretely let the Spanish participant speak most of the time. Moreover, in order to diminish the Spanish participants' potential reluctance about speaking English, Confederate 1 was instructed to make the Spanish participants feel at ease and compliment them on their English if they expressed doubts about their proficiencies.

Most conversations started with the interlocutors continuing to introduce themselves: they spoke about their education and daily lives. Quite quickly the conversations turned to other topics, such as the city of Madrid, football, travel and the crisis in Spain. This first part lasted about 25 to 30 minutes. When the conversation seemed to come to an end, HK returned to the recording room with a name guessing game. The interlocutors were instructed to, alternately, pick a card which had a name of a public figure (from music, cinema, politics, sports, etc.) on it. They were to describe this public figure to their interlocutor, who had to guess the name on the card. For this part, Confederate 1 was instructed to, whenever possible, keep the conversation going about the name on the card or a related topic. This second part of the informal recordings lasted 15 to 20 minutes. Then, HK re-entered the recording room and invited the Spanish participant and Confederate 1 to take a short break outside the recording booth.

## Recording procedure: formal interview

During the break, both the Spanish participant and Confederate 1 received written instructions, in English, about the second part of the recordings. These explained that a formal interview would be recorded as part of a graduation project for a journalism master's degree about the crisis situation in Spain and Europe. In the project's end product the interviewees' opinions would be mirrored with those of politicians and other influential people. The written instructions were aimed at putting the Spanish participants in a more formal mindset.

Once HK had changed the camera setup, placing the camera on a tripod on the table pointing it directly at the Spanish speaker, he introduced the confederate of the opposite sex (henceforth Confederate 2) to both the Spanish participant and Confederate 1. HK said that Confederate 2 was his colleague who would conduct the interviews. Confederate 2 then took the Spanish participant back into the recording booth and they both put on their microphones.

HK insisted that, during the interview, the Spanish participants could freely develop their opinions and that long answers were appreciated. HK then left the recording booth.

At the beginning of the interviews, the Spanish participants formally introduced themselves, explaining their backgrounds, providing information about their families and degree programmes. In the rest of the interview, most or all of the following topics were covered, but not in a fixed order: Spanish unemployment rates, government cuts on education, European pressure on Spain to cut costs, extra taxes for health care for the rich, King Juan Carlos of Spain, police attacks during student protests. As a closing act to the interview, which by that time had reached a high level of formality through the abstract nature of the topics discussed, the interviewees were asked about their expectations for their own personal life in the near and more distant future within the socioeconomic situation that they just sketched. The interview was closed after approximately 25 minutes.

The formal character of the interview was made clear in several ways. First, the camera was overtly present. Secondly, the interview was conducted by a person previously unknown to the Spanish participant. Thirdly, Confederate 2 was of the opposite sex to that of the Spanish participant. Fourthly, Confederate 2 used formal language so as to also elicit formal speech from the Spanish participant. This implied, for example, speaking clearly and not too fast, avoiding hesitations and laughter and paying attention to word choice. In addition, Confederate 2 used plural pronouns (for example we would like to know... rather than I would like to know...) in order to emphasize the idea that more people were going to watch the materials. Lastly, Confederate 2 and the Spanish participant wore formal clothing items, like a jacket, that we had asked them to bring to the recordings.

Overall, our manipulation of formality between the two parts of the recordings involved four of Biber's (1988; his terminology in italics) eight main components of the speech situation. First, an audience was added to the communicative roles of participants, by
insisting on the fact that people other than HK and Confederate 2 would be watching the materials. Secondly, the relation among participants was altered: the casual peer to peer conversation in the informal recording was changed into an interview in which Confederate 2 had the lead. Thirdly, the setting was changed by adding a superordinate activity type: in contrast to the informal conversation, which was not linked to any other speech event, the formal interview was presented as part of a bigger entity, namely a graduation project. Lastly, the topic was free in the informal conversations but restricted and limited to serious issues in the formal interview.

## Speaker background information and informed consent

After the interview, each Spanish participant filled in a questionnaire to provide background information like age, language knowledge and education. Moreover, the questionnaire comprised evaluative items for the two parts of the recordings (e.g. about the smoothness of the communication) and for both confederates (e.g. about the interlocutor's likability and English proficiency). Participants responded to these evaluative items on seven point Likert scales.

Once the Spanish participants had completed the questionnaires, HK provided details about the objectives of the recordings. He also made clear that the camera had been rolling during both parts of the recordings and that both confederates had been instructed beforehand. When the Spanish participants indicated their understanding of the procedure, they were asked whether they had any objections against this procedure and/or the use of the materials recorded. At this point, they were free to withdraw their personal recorded material, but none did so. All participants signed consent forms stating that the recorded materials could be used for academic purposes. They received financial rewards for their participation.

## Orthographic transcription

The corpus was orthographically transcribed in PRAAT (Boersma \& Weenink, 2012). A transcription manual was developed specifically for the NCSE, based on previous work by MacWhinney (2000) and Torreira et al. (2010). The speech of every recording was transcribed in a PRAAT TextGrid file with three tiers: one for the Spanish speaker, one for the Dutch speaker and one for background information, for example to indicate background noise or to denote moments when HK gave instructions (see Figure 2.2 for an example).


Figure 2.2
Screenshot of a transcription in PRAAT.
The speech was segmented into chunks with a mean length of approximately two seconds, containing on average 4.2 words. Because the chunks are that short, the orthographic transcription is well aligned with the speech signal, which facilitates finding a lexical item in this acoustic signal. Moreover, the short chunks of orthographically
transcribed speech, in combination with a good pronunciation dictionary and phone models, can be used to automatically generate phonetic transcriptions.

The transcriptions were made in standard American English spelling. Contractions, such as don't, were written in full (do not). Some particular speech tokens could not be transcribed in standard American English, for example Spanish or Dutch words or truncated words. These words were annotated with special symbols, an overview of which can be found in Table 2.1. Frequently recurring noises, such as breaths and laughter, were transcribed between square brackets, for example [breath] and [laughter]. If words were uttered during laughter, the start and the end of the laughter were indicated, as in [start laughter] ok it is easy [end laughter] (for two examples of what these transcriptions look like, see Appendix 2.2).

Table 2.1
Transcription symbols used in the NCSE.

| Event type | Symbol | Example |
| :--- | :--- | :--- |
| Spanish words | $*$ | ${ }^{\text {si }}$ |
| Dutch words | $* *$ | $* * \mathrm{ja}$ |
| Other language | $* * *$ | $* * *$ Deutschland |
| Pronunciation error | $\wedge$ | ${ }^{*}$ Barsil (for Brazil) |
| Words for sounds | $\#$ | \#tu \#tu \#tu |
| Spanish word made English | $* \wedge$ | $* \wedge$ aficionate |
| Truncated words | $\backslash-$ | if you go out eh aboul-eh of the s $\backslash$ the school |
| Unintelligible speech | xxx | and it is xxx you eh |

## Corpus contents: lab speech or authentic talk?

Table 2.2 gives an overview of the duration of the recorded speech and the total number of words in the NCSE. It shows that the Spanish participants talked more than the Dutch confederates. Moreover, it reveals that the NCSE contains about two times more informal than formal speech.

We have checked the Spanish speakers' perception of the naturalness of the speech in the recordings, which we define here as a measure of how authentic or natural the speakers
believed the talk to be, despite the laboratory setting. Our notion naturalness incorporates smoothness, spontaneousness and pleasantness of the communication, among others, measured by five items in our questionnaires ('The conversation/interview went well', 'The conversation/interview went smoothly', 'The conversation/interview was spontaneous', 'The conversation/interview was easy', 'The conversation/interview was pleasant'; these are translations of the Spanish items). The internal consistency of these five items was excellent for the informal $(\alpha=.92)$ and good for the formal $(\alpha=.83)$ setting. We therefore averaged over these five variables to create a single variable expressing naturalness.

## Table 2.2

Contents of the NCSE: duration of speech, and numbers of word types and word tokens. The type and token counts do not include truncated words.

| Total duration of speech | 38 h 29 min |
| :--- | :--- |
| Duration of speech in informal setting | 25 h 13 min |
| Dutch confederates | 10 h 8 min |
| Spanish participants | 15 h 5 min |
|  |  |
| Duration of speech in formal setting | 13 h 16 min |
| Dutch confederates | 3 h 39 min |
| Spanish participants | 9 h 37 min |
|  |  |
| Total number of word tokens (Spanish speakers only) | 229,415 |
| Total number of word types (Spanish speakers only) | 6,411 |

Importantly, the talk in both the informal and the formal speech situation was reported to be natural, as shown by the mean evaluations, which were on the higher side of the seven point Likert scale $\left(M_{\text {formal }}=5.31, S D=1.13 ; M_{\text {informal }}=6.19, S D=1.09\right)$. A paired t-test showed that participants' evaluations of the naturalness were significantly higher for the informal than for the formal speech situation $(t(33)=4.84, p<.001)$. This is as expected, given the differences between the speech situations. Overall, participants' evaluations of the naturalness, combined with the fact that the we adapted the methodology of Torreira et al. (2010), which has proven to be effective in obtaining casual speech, strengthen our belief that the speech in the NCSE can be qualified as natural.

## Participants' perception of formality

We then verified whether the speakers in the NCSE were aware of the change in formality, as this was a prerequisite for all subsequent analyses. In the evaluative questionnaires, participants rated the statements 'The conversation/interview was formal'. A paired t-test showed that there was a significant effect of our formality manipulation $(t(33)=-5.03$, $p<.001$ ): the formal interviews were rated significantly more formal $(M=5.47, S D=1.42)$ than the informal conversations ( $M=3.62, S D=1.89$ ). Our manipulation has thus succeeded, which makes the NCSE a suitable collection of data to investigate whether Spanish speakers of English show register variation.

## Register variation in the Nijmegen Corpus of Spanish English

## Dependent variables and statistical analyses

In order to investigate register variation, we studied several aspects of the Spanish English speech. We compared the informal and formal parts of the NCSE on three properties of the language that previous research has put forward as indicators of speech style. We carried out these comparisons by means of linear mixed effect models with speaker as a random factor and formality as the main fixed predictor. We also checked whether the effect of formality varied per speaker (i.e. whether the random slope for formality by speaker was significant). Since we analyzed three dependent variables, we applied a Bonferroni correction and set our $\alpha$-level at . 017 .

In some models, we added other control variables, which we will indicate below. Proficiency level was a control variable that we intended to include in all our models, but we could not do so. The proficiency data available are the CEFR scores of the speakers in the NCSE. These scores are categories, rather than values on a continuous scale, and the speakers
are divided very unequally over the proficiency scores observed (see Appendix 2.1), which prevented us from including proficiency in our models.

First, we looked at the amount of laughter. We analyzed a relative measure for laughter expressing the mean number of laughs per 100 seconds $(\mathrm{La} / 100 \mathrm{~s})$.

Secondly, we analyzed the amount of overlapping speech produced by each Spanish speaker. We only considered instances where the Spanish speaker interrupted the Dutch confederate, not the other way around. We calculated the amount of overlap by adding up the durations of the stretches of speech produced by the Spanish speaker while the Dutch confederate was still speaking. In this analysis, we controlled for the total duration of the speech produced within one recording by the Spanish speaker, since we expected that the more speech he or she produced, the greater the amount of overlap would be. Because this total duration of speech was significantly higher in the informal conversations $(M=1604.20 \mathrm{~s}, S D=334.70 \mathrm{~s})$ than in the formal interviews $(M=1019.49 \mathrm{~s}, S D=207.24 \mathrm{~s})$, we orthogonalized total duration and formality: not the raw total duration was included as a co-variate in the analysis, but the residuals of a linear regression model that predicted total duration as a function of formality.

Thirdly, we analyzed the total number of Spanish words in each recording. Since these numbers were not normally distributed, we reduced the skewness in the data by taking the $\log$ of the number of Spanish words, which was then included as the dependent variable. In this analysis, we controlled for the total number of words in each recording, since we expected more Spanish words if the total number of words was higher. Given that there were significantly more words in the informal $(M=4069.62, S D=1098.58)$ than in the formal ( $M=2677.59, S D=866.09$ ) recordings, we orthogonalized the variables formality and total number of words: instead of including the raw number of total words in the analysis, we
included the residuals of a linear regression model that predicted the total number of words as a function of formality.

Next, we examined all linguistic features that Biber and colleagues (Biber, 1988; Biber et al., 1998) identified on the involved versus informational dimension and that we were able to test on the basis of the NCSE (i.e that did not require information about punctuation or contracted forms, for example). These eighteen features are listed in Table 2.3.

## Table 2.3

The eighteen linguistic features from Biber and colleagues' (Biber, 1988; Biber et al., 1998) involved versus informational dimension that were included in the present study.

Features characteristic of involved language

Second person pronouns
'Be' as main verb
The pronoun 'it'
Possibility modals
Emphatics / Amplifiers
Verbs in the present tense
Causative subordination

Private verbs
Demonstrative pronouns
First person pronouns
Indefinite pronouns
Wh-clauses
Wh-questions

Features characteristic of informational language
Attributive adjectives
Nouns
Prepositional phrases
Long words
High word type/word token ratio
We investigated whether, as predicted, the formal interviews contained more nouns, prepositional phrases and attributive adjectives than the informal conversations and whether the words were longer and the word type/word token ratio was higher in the formal interviews than in the informal conversations. These features all indicate "a high informational focus and a careful integration of information in a text" (Biber, 1988, p. 104).

We examined whether the informal conversations showed higher frequencies of the thirteen involved features listed in Table 2.3 than the formal interviews. We will now shortly explain why, according to Biber (1988), these features are characteristic of involved language, printing his terminology in italics. The pronoun 'it', indefinite pronouns (e.g.
anybody, everyone, somebody) and demonstrative pronouns (e.g. that, these, this) substitute fuller noun phrases, hence marking a "reduced surface form" (Biber, 1988, p. 106). The main verb 'be' is characteristic of fragmented speech with predicative adjectives (e.g. the dog is small), as opposed to attributive adjectives (e.g. the small dog), which keep the information within a noun phrase. In a similar way possibility modals (can, could, may, might) "mark a reduced surface form, a generalized or uncertain presentation of information, and a generally fragmented production of text" (Biber, 1988, p. 106). Two features highlight interactive language: second person pronouns refer directly to the addressee, whereas wh-questions are primarily used when there is a specific addressee to answer them. The expression of opinions, attitudes, thoughts and emotions is also characteristic of involved language. Several features fulfill this function: wh-clauses, first person pronouns, private verbs (e.g. think, believe) and causative subordination (because). Present tense verbs refer to the immediate context of communication, hence reflecting interactiveness, and together with private verbs they generally mark a verbal style as opposed to a style determined by nouns. Lastly, emphatics (e.g. a lot, really), just as amplifiers (e.g. very, absolutely), are characteristic of increased feeling or involvement with the topic.

Whereas Biber (1988) presents emphatics and amplifiers as separate features, we believe that the Spanish users of English in the NCSE do not make the same distinction, but instead consider words such as really and very to have the same meaning or at least the same function. This idea is supported by an inspection of the emphatics and amplifiers produced by these speakers. Of all emphatics and amplifiers, very (amplifier) and really (emphatic) are most frequent and, importantly, the contexts in which they were used were very similar. We therefore grouped emphatics and amplifiers together in our analyses.

In his Appendix II, Biber (1988) provides detailed explanations on how he transformed the linguistic features into rules which allowed for computer automated searches.

We used these same rules to count the occurrences of the eighteen linguistic features in the NCSE.

Because of the difference in total number of words between the formal and informal recordings, we analyzed standardized variables (the occurrence per 10,000 words), except for word length, for which we calculated the average word length in number of characters for each recording, and word type/word token ratio, which was calculated as the percentage of unique word types of the total number of word tokens in each recording. Since not all variables were normally distributed, we tested them with Wilcoxon signed-rank tests, which will be reported below. If a variable was normally distributed, we also produced a linear mixed effects model, which in each case yielded comparable results. Again, we applied Bonferroni correction for multiple tests: only those differences with a $p<0.0025$ were considered to be significant.

## Laughter

We observed a fixed effect of formality on the amount of laughter $(\beta=5.00, t(66)=11.41$, $p<.001)$ : there was more laughter in the informal recordings $(M=6.37 \mathrm{La} / 100$ s, $S D=3.26 \mathrm{La} / 100 \mathrm{~s})$ than in the formal recordings $(M=1.37 \mathrm{La} / 100 \mathrm{~s}, S D=1.30 \mathrm{La} / 100 \mathrm{~s})$. The final LMER-model including a random slope for formality by speaker was better than a model without this random slope $\left(\chi^{2}=37.35, p<0.001\right)$. This reveals that the size of the effect of formality on the amount of laughter varies per speaker. The standard deviation of $2.38 \mathrm{La} / 100 \mathrm{~s}$ for the random slope of formality by speaker reflects the variation in the size of the effect of formality for individual speakers.

## Overlapping speech

As expected, we found that when the total duration of speech in a recording increased, so did the amount of overlapping speech $(\beta=0.06, t(65)=5.70, p<.001)$. More importantly, our
model shows that formality had an effect on the amount of overlapping speech $(\beta=131.79$, $t(65)=14.63, p<.001)$ : there was more overlapping speech in the informal recordings $(M=166.32 \mathrm{~s}, S D=70.62 \mathrm{~s})$ than in the formal recordings $(M=34.53 \mathrm{~s}, S D=20.20 \mathrm{~s})$. The final LMER-model includes a random slope for formality by speaker, because it proved to be better than a model without this random slope $\left(\chi^{2}=49.93, p<0.001\right)$. This shows that speakers differ in the size of the effect of formality on the amount overlapping speech. The standard deviation of 50.83 s for the random slope of formality by speaker reflects the variation in the size of the effect of formality for individual speakers.

## Spanish words

In line with Dewaele's (2001) results, we found an effect of formality on the number of Spanish words $(\beta=1.05, t(65)=6.41, p<.001)$. This number was higher in the informal $(M=62.35, S D=185.96)$ than in the formal speech situation $(M=18.88, S D=55.60)$.

The effect of the total number of words was also significant $(\beta=-0.00044$, $t(65)=-2.51, p=.014)$. Interestingly, and contrary to our expectations, a higher number of total words correlated with a lower number of Spanish words. An explanation may be found in the likely correlation between the total number of words and speakers' fluencies. Since all informal and all formal recordings are approximately equally long, a lower total number of words may indicate a somewhat lower fluency in English, which may lead a Spanish speaker of English to using more Spanish words. We found support for this hypothesis through an additional analysis in which we included the number of words produced per minute, not the actual number of words produced, as a proxy of fluency: we assumed that a fluent speaker produces more words per time unit than a non-fluent speaker. We produced a linear mixed effects model predicting the number of words produced per minute as a function of the log of the number of Spanish words as a fixed factor and speaker as a random factor. The fixed effect was found to be significant $(\beta=-3.57, t(66)=-2.94, p<.01)$. The negative $\beta$-value
indicates that when the number of Spanish words increases, the number of words produced per minute decreases. So if a speaker produces more Spanish words, he or she produces fewer words per minute, which may reflect a somewhat lower fluency. Additional support for this explanation is provided by the Spearman's correlation coefficient between proficiency, as reflected by the speakers' CEFR scores, and the number of Spanish words ( $r_{s}=-.57$, $p<0.001$ ).

## Involved versus informational language characteristics

The results of the analyses of the features taken from Biber and colleagues (Biber, 1988; Biber et al., 1998) involved versus informational dimension can be found in Table 2.4. Seven of the eighteen variables differed significantly between the formal and informal speech situation in the direction we hypothesized. Four of these are informational features: as was expected, more nouns, prepositional phrases and attributive adjectives were used in the formal than in the informal speech situation and words were longer in the formal than in the informal situation. Next, as was predicted, three involved features were used more often in the informal than in the formal speech situation: second person pronouns, the pronoun 'it' and forms of 'be' as main verb.

In contrast, four of the eighteen features showed significant differences in the direction opposite to what we expected. These were all involved features that were used more often in the formal than in the informal speech situation: causative subordination, possibility modals, private verbs and verbs in the present tense. We will discuss these four features, among others, in the next section.

Table 2.4
Results of the analyses of the eighteen features taken from the involved versus informational dimension identified by Biber and colleagues (Biber, 1988; Biber et al., 1998). Mean number of occurrences per 10,000 words for both speech situations (average word length in characters, word type/word token ratio in percentages) and effect sizes of the Wilcoxon signed-rank tests.

| Feature | Occurrence per 10,000 words (except when indicated otherwise) |  |  |
| :---: | :---: | :---: | :---: |
|  | $M_{\text {formal }}$ | $M_{\text {informal }}$ | Effect size (r) |
| Significant differences, expected direction ( $\mathrm{p}<0.001$ ) |  |  |  |
| Nouns | 1170.30 | 935.08 | . 62 |
| Prepositional phrases | 793.06 | 629.74 | . 62 |
| Attributive adjectives | 187.15 | 149.34 | . 48 |
| Word-length | 3.26 characters | 3.17 characters | . 41 |
| Second person pronouns | 123.82 | 169.02 | -. 41 |
| Pronoun 'it' | 160.51 | 213.22 | -. 45 |
| 'Be' as main verb | 152.99 | 240.31 | -. 58 |
| Significant differences, unexpected direction ( $\mathrm{p}<0.001$ ) |  |  |  |
| Causative subordination | 85.67 | 46.22 | . 54 |
| Possibility modals | 59.79 | 41.53 | . 51 |
| Private verbs | 154.25 | 101.13 | . 57 |
| Present tense verbs | 565.36 | 434.49 | . 61 |
| Non-significant differences |  |  |  |
| Wh-questions | 4.35 | 8.20 | - |
| Wh-clauses | 10.86 | 13.08 | - |
| First person pronouns | 382.90 | 413.97 | - |
| Indefinite pronouns | 40.01 | 32.97 | - |
| Demonstrative pronouns | 32.72 | 31.01 | - |
| Emphatics / Amplifiers | 169.32 | 152.58 | - |
| Word type/word token ratio | 15.30 \% | 15.55 \% | - |

## Discussion: register variation

The results above show that the Spanish speakers in the NCSE adapt their language to the speech situation. Note that for our research purposes it is more important that we found differences between the formal and informal speech situations in the NCSE than whether these differences are in the direction that we expected, mostly based on previous research with natives. The differences found show that non-natives make a distinction between formal and informal speech, whether they do so in the same way as natives is a secondary question.

We will now discuss and interpret our findings.

Laughter (Garcia, 2013; Glenn, 2010) and overlapping speech (Tannen, 2005) were both expected to occur more frequently in the informal than in the formal speech situation, and both showed such an effect, reflecting a more affective and interactive nature of the speech during the informal, peer to peer conversations. Furthermore, in line with Dewaele (2001), the number of Spanish (L1) words was higher in the informal than in the formal speech situation. This suggests that speakers' ideas about whether inserting L1 words in L2 speech is acceptable or not differ for formal and informal speech situations.

Register variation by the Spanish speakers in the NCSE is also reflected by the results of our analyses of the linguistic features taken from the involved versus informational dimension identified by Biber and colleagues (Biber, 1988; Biber et al., 1998). Interestingly, especially the features that are characteristic of informational discourse present a clear picture. Four of the five informational features we tested differed significantly in the expected direction: the Spanish speakers used more nouns, more prepositional phrases and more attributive adjectives in the formal interviews and the words were longer on average. By doing so, the speakers enhanced the informational density of their language.

We found one informational feature, the word type/word token ratio, to be equal in the formal and informal speech situations, while a higher word type/word token ratio was expected in the formal interviews. Possibly, non-native speakers are hindered by their limited lexicons when trying to carefully select words that carry the intended meanings very specifically. As a consequence, they may not express nuances, but re-use the same general lexical items again and again, which leads to a low word type/word token ratio.

The analyses of the thirteen features linked to involved language show a somewhat more diffuse picture. In general, we expected these features to occur more often in the informal than in the formal speech situation. Three features met this expectation: the pronoun 'it', second person pronouns and 'be' as a main verb. Each reflects a characteristic of involved
language: 'it' marks a reduced surface form by substituting fuller noun-phrases, second person pronouns allow for directly addressing the interlocutor to enhance interactiveness and 'be' as a main verb is mainly used in constructions with a predicative adjective, leading to a more fragmented way of information presentation.

Not all involved features showed a formality effect, possibly because of the positioning of the informal conversations and the formal interviews in the NCSE on the involved-informational scale: the formal interviews are more towards the informational end than the informal, peer to peer conversations, but not at the extreme end of the scale, since they still represent a spontaneous, face-to-face speech situation. Therefore, they also still show some involved characteristics. The six involved features that show no significant effect of formality are wh-questions, wh-clauses, first person pronouns, indefinite pronouns, demonstrative pronouns and emphatics/amplifiers.

Contrary to our expectations based on Biber's (1988) analysis of English, four of the thirteen features linked to involved communication were used more often in the formal speech situation: private verbs, possibility modals, present tense verbs and causative subordination. We will now discuss these linguistic features in detail.

First, for private verbs and possibility modals the unexpected result may have its origin in a transfer of Spanish encoding of register variation. To recall, in English, the function of private verbs is to express opinions, attitudes, thoughts and emotions and the function of possibility modals is to express some degree of uncertainty (Biber, 1988). In Spanish, the linguistic features that fulfill the same functions tend to co-occur in texts that are representative of a second dimension that Biber et al. (2006, p. 17) call "spoken 'irrealis' discourse". These features include conditional tense and subjunctive mood. The text genre that has the highest score on this "spoken 'irrealis' discourse" dimension is that of political interviews, but also other spoken genres, including other types of political discourse and
formal meetings, show high scores. The Spanish speakers in the NCSE possibly have attempted to produce language that they considered appropriate for a formal, politically oriented interview in which presenting opinions and some degree of uncertainty about propositions is expected. Since they could not use subjunctive mood nor conditional verb forms in English, for example, they had to rely on linguistic features that fulfill the same functions in English, such as private verbs and possibility modals. Thus, the Spanish speakers in the NCSE may have relied on their knowledge about Spanish formal discourse and used linguistic features to which Biber (1988) ascribes an involved function in English, but a particular irrealis function in Spanish (Biber et al., 2006). To the Spanish speakers, the functions that are fulfilled by these involved linguistic features in English are characteristic of political discourse, which makes these features appropriate during the formal interviews in the NCSE.

Secondly, our finding that causative subordination is more frequent in the formal speech situation is not surprising: in this situation the speakers more often formulated complex ideas and complex argumentation. Westin (2002) argued that causative subordination is more frequent if the key objectives of a text are argumentation, explanation and opinion defending, as is the case in the newspaper editorials she studied. This function of causative subordination is also acknowledged by Biber (1988). We therefore assume that the Spanish speakers in the NCSE rely on causative subordination to achieve the particular communicative goals of expressing complex arguments or defending views during the formal interviews.

Thirdly, according to Biber (1988), present tense verbs refer to the immediate context of communication and are therefore expected to be used more in involved than in informational speech situations. However, if the topics are all current affairs, as is the case in the formal speech situation in our study, present tense verbs are indispensable. This may
explain the more frequent use of present tense verbs in the formal speech situation and, again, illustrates the Spanish speakers' way of appropriately adapting their speech to the situational context.

## General discussion

In the present study, we investigated whether Spanish speakers of English show register variation in speech situations in which English is used as a lingua franca. In order to answer this question, we compiled the Nijmegen Corpus of Spanish English (NCSE), in which we manipulated the formality of the speech situation. Thirty-four Spanish speakers of English engaged in both an informal, peer to peer conversation and a formal interview with Dutch speakers of English. The Spanish speakers perceived the communication as natural in both the informal and the formal speech situations, despite the laboratory setting. Moreover, the speakers' perception of the formality of the two speech situations showed that our manipulation was successful. Consequently, the NCSE is a rich collection of formal and informal speech produced by the same Spanish users of English. The recordings are of laboratory quality and augmented by orthographic transcriptions and video recordings. These contents allow for within-speaker studies of the effect of formality of the speech situation on many (linguistic) variables and from various theoretical approaches.

Based on the NCSE, we carried out several analyses that revealed that Spanish users of English show register variation on a number of language characteristics. They laugh more, produce more overlapping speech and use more Spanish words in an informal than in a formal speech situation. Moreover, the language that they produce during an informal conversation is more interactive/involved than the language they produce during a formal interview, which is more adapted for a dense presentation of information while preserving some interactive/involved characteristics. The presence of involved linguistic features during
the formal interviews can be ascribed to the fact that these are also face-to-face speech situations.

Our findings complement previous work on the effect of formality on non-native language, which had focused mostly on phonology (e.g. Adamson \& Regan, 1991; Thompson \& Brown, 2012), by investigating variation on other linguistic levels. Moreover, given the proficiency levels of the speakers in the present study (mostly B1, with a maximum of B2, see Appendix 2.1), we conclude that even L2 users of English who have not (yet) reached a high proficiency level show register variation. These findings partially go against previous work on L2 register variation (Dewaele \& Wourm, 2002; Geeslin \& Long, 2014; RomeroTrillo, 2002; Thompson \& Brown, 2012) that states that L2 sociolinguistic competence comes with higher proficiencies. Our results suggest that even at early stages of L2 acquisition some kind of sociolinguistic competence is already present.

This could have its origin in speakers' reliance on L1 sociopragmatic knowledge. Since all speakers in the NCSE have a fully developed L1 (Spanish) language system, they will also have highly developed sociolinguistic competence in their L1. Importantly, Spanish and English native speakers signal the register of their speech in similar ways: in both languages, the most important dimension of register variation opposes involved to informational language (Biber, 1988; Biber et al., 2006). Moreover, the languages are similar in the linguistic features that are representative of this dimension. Consequently, Spanish speakers can rely on their intuitions based on Spanish in order to produce an appropriate speech style in English, at least when it comes to the involved-informational dimension.

It would be valuable to expand our work on register variation to ELF speakers with other mother tongues. L2 users of English with different L1s may rely on different formality conventions that exist in their L1s and apply these to their English. This may be particularly true for ELF interactions in which L1 speakers are engaged with very different
cultural/linguistic backgrounds, for example speakers with a Western European L1 and speakers with an Asian L1. In these cases, besides linguistic difficulties, additional problems may arise due to cultural aspects of register variation.

Furthermore, an interesting avenue for future research would be to investigate the effect of L2 register choices on interlocutors. For instance, we have seen that the language behavior of the Spanish speakers in the NCSE generally followed predictions based on native speakers of English, but we also found that they relied more than expected on private verbs and possibility modals during the formal interviews. In Spanish, the particular functions that are fulfilled by these features are associated with formal (political) interviews, but when Spanish speakers overuse them in English formal speech, interlocutors may perceive a high level of insecurity, which could have repercussions for the image of the Spanish speakers as well (Geeslin \& Long, 2014).

We conclude from the present study that Spanish users of English show register variation when they speak English. They laugh more and produce more overlapping speech and Spanish words in informal than in formal speech. Moreover the language in the formal interviews in the NCSE is more suitable for dense information presentation than the language in the informal, peer to peer conversations. In these latter, in contrast, the language was more focused on interactiveness than in the formal interviews. So, not only did the speakers in the Nijmegen Corpus of Spanish English perceive a difference in formality between the two recordings they participated in, but this difference was also reflected by their language behavior.

## Appendix 2.1

Individual Spanish speakers' proficiency levels

| Male speakers | CEFR proficiency level | Female speakers | CEFR proficiency level |
| :--- | :--- | :--- | :--- |
| M1 | B1- | F1 | A2 |
| M2 | B1 | F2 | B1 |
| M3 | B1 | F3 | B1 |
| M4 | B1 | F4 | A2 |
| M5 | B1 | F5 | A2+ |
| M6 | A2 | F6 | B1+ |
| M7 | A2 | F7 | A2+ |
| M8 | B1 | F8 | B1+ |
| M9 | A2 | F9 | B1 |
| M10 | A2 | F10 | B1+ |
| M11 | A2 | F11 | B1- |
| M12 | B1 | F13 | B2- |
| M13 | A2 | F14 | B2- |
| M14 | B1+ | F15 | B1 |
| M15 | B1+ | F16 | A1 |
| M16 | A1 | F17 | B1- |
| M17 | B2 | B1 |  |

Number of Spanish speakers by proficiency level

| CEFR proficiency level | Number of speakers |
| :--- | :--- |
| A1 | 2 |
| A2 | 8 |
| A2+ | 2 |
| B1- | 3 |
| B1 | 11 |
| B1+ | 5 |
| B2- | 2 |
| B2 | 1 |

## Appendix 2.2

Excerpts of formal and informal speech produced by a female Spanish speaker (SP_F2) in interaction with female Confederate 1 (Conf1; informal conversation) and male Confederate 2 (Conf2; formal interview)


"These things that you use to communicate with other people"

Communication strategy use by Spanish speakers of English in formal and informal speech

This chapter is based on:

Kouwenhoven, H., Ernestus, M. \& Van Mulken, M. (submitted). "These things that you use to communicate with other people". Communication strategy use by Spanish speakers of English in formal and informal speech.

## Abstract

Non-native (L2) speakers often use communication strategies (CSs) to prevent or overcome linguistic or communicative difficulties. This within speaker study compares Spanish L2 English speakers' CS use in an informal, peer to peer conversation and a formal interview. The 15 hours of informal and 9.5 hours of formal speech from the Nijmegen Corpus of Spanish English were coded for 19 different CSs. First, we found that speakers prefer selfreliant CSs, which allow them to continue communication without their interlocutor's help. Secondly, of the self-reliant CSs, relatively more informative strategies (e.g. reformulation) are used more often in formal speech, whereas relatively less informative strategies (e.g. code-switches) are used more in informal speech. Lastly, some speakers were more affected by a change in formality than others. We propose that general principles of communication, notably the protection of positive face and the least effort and cooperative principles, lie behind speakers' strategy selection.

## Introduction

When speakers (temporarily) cannot find a word, or when they anticipate that their interlocutor(s) may not know a word, they can use strategies to keep communication flowing. The speaker who pronounced the title of this article, for example, was a Spanish future telecommunications engineer who could not come up with the word antennas in English, and instead uttered "these things that you use to communicate with other people". Native (L1) speakers may show such strategic linguistic behavior, but communication strategies (CSs) can be particularly valuable tools for non-native (L2) interlocutors. The main objective of this chapter is to compare CS use by Spanish L2 speakers of English in a formal and an informal speech situation in order to find out whether the situational context has an influence on L2 speakers' CS use.

CSs can be defined as "every potentially intentional attempt to cope with any language-related problem of which the speaker is aware during the course of communication" (Dörnyei \& Scott, 1997, p. 179). Different approaches towards the study of CSs are conceivable based on this definition. Within the Second Language Acquisition (SLA) paradigm, scholars have taken a speaker-oriented approach focusing on problems caused by (temporary) gaps in speakers' linguistic knowledge (see e.g. Dörnyei \& Scott, 1997, for an overview of SLA studies of CSs) in order to ultimately help L2 learners develop their 'strategic competence’ (Canale \& Swain, 1980; see also Nakatani, 2005, for a discussion of several definitions). The examples below illustrate how speakers may use CSs to talk about a corkscrew without actually using the word 'corkscrew' by describing it, as in (1), or by using words with approximately the same meaning, as in (2).
(1) I need that curly thing you open wine bottles with.
(2) I need a bottle opener.

More recently, scholars within the English as a lingua franca (ELF) paradigm have focused on CSs as instruments to prevent (potential) communication problems (see Björkman, 2014, for an insightful discussion of the differences between the SLA and ELF approaches to CSs; Mauranen, 2006). The ELF approach is interaction oriented, based on Conversation Analysis methodology (see e.g. Björkman, 2014). For instance, a speaker may anticipate that the other(s) might not know the word 'corkscrew', so instead of using 'corkscrew' may use the CSs from examples 1 and 2 to pre-empt potential difficulties.

Both the SLA and the ELF paradigms have contributed considerably to the study of CSs, but also have their drawbacks. SLA scholars were the first to acknowledge the importance of CSs, notably for L2 speakers. For the speakers in SLA studies and for the SLA scholars who study them, the objective is language acquisition, which is why data are usually collected in classroom settings, or similar learning contexts. Such settings impose a particular social environment with very specific social roles, social relations and communicative purposes (Mauranen, 2011). As a consequence, findings might not be generalizable to reallife speech situations. Within the ELF paradigm, CS use has been investigated in such reallife speech situations. The ELF scholars' qualitative approach provides in-depth insights into the interactional moves interlocutors make when preventing or resolving miscommunication and how they use CSs (see e.g. Björkman, 2011, 2014; Mauranen, 2006). However, the descriptive Conversation Analysis methodology is unsuitable for quantitative, comparative analyses of CS use.

Such a comparative approach would be a valuable addition to CS research, since many people use English as a lingua franca in speech situations that range from very basic and casual to very formal and high stakes interactions. Moreover, SLA studies have consistently shown that the task that speakers perform influences CS use (see e.g. Poulisse, 1993; Poulisse \& Schils, 1989). The notions of task and situational context are closely
related: "task-induced variation [...] is best considered as a blanket term to cover the variability evident when learners perform different tasks, and is ultimately traceable to [...] the linguistic, situational, or psycholinguistic context" (Ellis, 1994, p 135, italics ours). In this sense, task-induced variation is comparable to register variation, which is induced by changes in the situational context, including communicative purpose (Biber \& Conrad, 2009). Given the relatedness between task and situational variation, we believe that differences in CS use should also emerge in comparisons of speech from different situational contexts.

To our knowledge, no comparative studies have been carried out to investigate the influence of the situational context on speakers' CS use; this influence is only suggested based on the task effects found in SLA studies. This chapter presents a comparative study in which we contrast informal, peer to peer conversations with formal interviews. Our study will complement work on CS use from the SLA paradigm, since it will reveal whether the task effects that were found reflect L2 users' language behavior in situations that are not aimed at language acquisition, and work from the ELF paradigm, since it will provide quantitative, comparative results to this field of research which is dominated by qualitative methodology. Björkman (2011), for instance, did not statistically compare the lectures and student groupwork sessions in her study. However, she suggests in her discussion that the situational context may have been a factor that can explain the differences she found between the two speech situations.

The data for this study come from the Nijmegen Corpus of Spanish English (NCSE), which contains recordings of two speech situations, involving 34 naïve Spanish speakers and two Dutch confederate speakers of English (see Chapter 2, for a detailed description of the corpus collection procedure and for a discussion of the naturalness of the data). The NCSE takes an intermediate position between ELF corpora (see e.g. Mauranen, Hynninen \& Ranta, 2010; Seidlhofer, 2010) and SLA corpora (see e.g. Granger, Dagneaux, Meunier \& Paquot,
2009), since the speakers were no L2 learners but used their L2 for actual communicative purposes, as in ELF corpora, but some control was exerted over the speech situations, as in SLA corpora. Consequently, the NCSE has its own, unique methodological advantages. Importantly for this study, all Spanish speakers were recorded in both an informal and a formal speech situation, allowing for within speaker comparisons of their CS use.

We will investigate the Spanish speakers' CSs use in order to answer three main research questions: 1) which strategies are used most often, 2) do speakers use certain CSs more often in a formal speech situation and other strategies in an informal speech situation, and 3 ) is there variability in the effect of formality on individual speakers' CS use?

We take a speaker oriented approach that is comparable to the SLA perspective. However, we will also include strategies that the Spanish interlocutors may use in their role as listeners, for instance when they do not understand their interlocutor. Speakers have a wide range of CSs at their disposal and SLA researchers have proposed various taxonomies to group related strategies together (see e.g. Dörnyei \& Scott, 1997, for an overview). Poulisse (1993) points out that the SLA taxonomies often lack support from a theory of language use. We therefore propose our own taxonomy that is based on such theories.

We make a first major division of CSs based on Brown and Levinson's (1987) politeness theory and a second major division based on an adaptation of Poulisse's (1993) explanation of CS use within Levelt's (1989) model of speech production and her incorporation of two general principles of communication: the least effort principle and the cooperative principle (for definitions of all CSs included in our study and examples taken from the NCSE, see Appendix 3.1).

Positive face reflects a speaker's desire to be seen as competent and to be appreciated by others (Brown \& Levinson, 1987). We propose that CSs can be more or less threatening to
a speaker's positive face and hypothesize that L2 speakers tend to use CSs that protect their positive face rather than CSs that are face threatening.

Our first major division distinguishes three groups of CSs (see Table 3.1). First, selfreliant strategies (e.g. circumlocutions, code-switches and approximations) allow a speaker to maintain the flow of communication and are therefore beneficial to the speaker's positive face. Secondly, when a speaker uses one of the interdependent strategies, this is face threatening, since it reveals that the speaker (temporarily) fails to perform as a competent language user and requires assistance. Thirdly, uncertainty strategies threaten the speaker's positive face even more severely, since the speaker not only sends a message of (temporary) incapacity to produce or perceive language, but in addition shows no intention of coming to a solution for the communication problem. Speakers either abandon the production of the message altogether or merely verbally reveal having linguistic difficulties.

Table 3.1
Division of communication strategies into three categories, ranging from face saving to face threatening (Brown \& Levinson, 1987): self-reliant, interdependent and uncertainty strategies.

| Face saving | $\leftarrow \rightarrow$ | Face threatening |
| :--- | :---: | ---: |
| Self-reliant strategies | Interdependent strategies | Uncertainty strategies |
| Code-switching | Direct appeal for help | Message abandonment |
| Repetition for emphasis purposes | Indirect appeal for help | Indicating linguistic difficulty |
| Fillers | Comprehension check | Expressing non-understanding |
| All-purpose words | Request for repetition | Signaling overall insecurity |
| Approximation | Request for clarification |  |
| Foreignizing | Request for confirmation |  |
| Reformulation |  |  |
| Exemplification |  |  |
| Circumlocution |  |  |

Our second major division categorizes strategies on a continuum that assumes the influence of the situational context. The suitability of a strategy in a given situational context is governed by two general principles of communication: the least effort principle and the cooperative principle (Poulisse, 1993). Poulisse (1993) states that these two principles are in conflict: the former is most beneficial to the speaker, since it "dictates that the speaker should use the [CS] which requires the least processing effort" (p. 184), whereas the latter is most
beneficial to the interlocutor, because it "requires [from the speaker] to make sure that his [CS] is comprehensible to the interlocutor(s)" (p. 184; see also Horn, 2005, for a comparable approach in the field of pragmatics). Consequently, there is a trade-off between respecting the least effort principle and the cooperative principle: CSs can be placed on a continuum from relatively effortless and uncooperative strategies to cognitively relatively demanding and cooperative strategies.

Poulisse (1993; see also Poulisse \& Schils, 1989) found that non-natives used lengthy and informative strategies in tasks where the full extent of their messages had to be understood, hence moving towards the cooperative end of the continuum. When speakers could accept that not all details of their messages were understood, they opted for less effortful strategies, hence positioning themselves towards the least effort end of the continuum.

Poulisse (1993) focused on compensatory strategies (see also Færch \& Kasper, 1983), which roughly coincide with our self-reliant strategies, and which according to Björkman (2014) can be argued to be most important in ELF communication. Poulisse (1993) subdivides compensatory strategies based on the processing effort they require during speech production as modeled by Levelt (1989), and how cooperative they are (Grice's, 1975, cooperative principle). We take a comparable approach to place the self-reliant strategies along the continuum defined by the least effort and cooperative principles (see Table 3.2).

## Table 3.2

Positions of self-reliant strategies on a continuum from relatively effortless strategies (least effort principle) to relatively cognitively demanding strategies (cooperative principle).

| Least effort |  | $\leftarrow \rightarrow$ |  | Cooperative |
| :--- | :--- | :---: | ---: | ---: |
| Code-switching | All-purpose words | Approximations | Foreignizing | Reformulations |
| Repetition for |  |  |  | Exemplifications |
| emphasis purposes |  |  |  | Circumlocutions |

In Levelt's (1989) model of speech production, a first component (conceptualizer) produces a preverbal message, which holds information about the content and the form of the message to be produced. The next component (formulator) takes the preverbal message as input and handles the grammatical and phonological encoding to produce a phonetic plan. The third component (articulator) then takes the phonetic plan and produces the acoustic speech signal.

From a CS point of view, speakers may replace a single lexical item with another, leaving the preverbal message largely intact, which is cognitively relatively undemanding (Poulisse, 1993: substitution strategies). The inserted lexical item may be a code-switch (e.g. Spanish casa for 'house') or another L2 item (approximations: e.g. fruit for 'apple'; or allpurpose words: e.g. 'thing', 'stuff'). We propose that these CSs do not take the same position on the continuum from least effort to cooperative strategies. Since ELF interlocutors usually have no, or little, knowledge of the other speakers' L1s, code-switches may be less cooperative than all-purpose words, which in turn can be said to be less cooperative than approximations. We add to the least cognitively demanding strategies the use of filler words (e.g. like, I mean, you know) and repetition for emphasis purposes.

Speakers may also apply L2 morphological and/or phonological encoding procedures on L1 words (Poulisse, 1993: substitution plus strategies), which we refer to as foreignizing in our study (e.g. retrate for 'portrait', from Spanish retrato). Since L2 rules are applied to L1 words, foreignizing is relatively cognitively demanding. It may be beneficial to interlocutors, because the uttered lexical item better matches the L2 phonology and/or morphology and consequently might come closer to the target item, as does retrate.

When speakers make one or more changes in the preverbal message (e.g. when they describe a lexical item; Poulisse, 1993: reconceptualization strategies), this is most
cognitively demanding. Like Poulisse (1993), we place such strategies (circumlocutions, reformulations and exemplifications) at the cooperative end of the continuum.

We hypothesize that speakers can be placed more towards the cooperative end of the continuum in a formal speech situation in which information exchange is the primary purpose of communication. Consequently, we expect them to use more cognitively demanding CSs. In contrast, we expect speakers to use less cognitively demanding CSs in an informal speech situation, positioning themselves more to the least effort end of the continuum.

Our third research question revolves around individual differences in the effect of the situational context on speakers' CS use. The differences that Björkman (2011) found between lectures and group work sessions, and the task effects reported by Poulisse (1993) and Poulisse and Schils (1989), may also have been caused by speakers' personal preferences. We will investigate the same speakers in different speech situations and quantify the individual variation in the effect of the speech situation on CS use.

## Method

## Data: the Nijmegen Corpus of Spanish English

The NCSE holds recordings of one-on-one communication in English between 34 Spanish speakers ( 17 female, mean age $=21.44$ years) and a Dutch confederate in an informal, peer to peer conversation, and with another Dutch confederate in a formal interview. The Spanish speakers' proficiency levels ranged from A1 to B2 of the CEFR (Council of Europe, 2001), with 29 of the speakers in the narrow range from A2 to B1. The Spanish speakers rated the communication in both speech situations as natural, and the interviews as more formal than the peer to peer conversations. The formality difference was also reflected in their language (see Chapter 2 for details on the recording procedures and the linguistic differences between the two speech situations).

The orthographic transcriptions of the speech produced by the Spanish speakers are the basis for the present study. All 15 hours of informal and 9.5 hours of formal speech were divided into short stretches, usually confined by natural pauses, and orthographically transcribed. These short stretches will be referred to as utterances in the remainder of this chapter. The Spanish speakers produced 55,910 utterances in total, with a mean duration of 1.59 seconds, and containing 4.22 words on average.

## Coding

Dörnyei and Scott's (1997) review article includes a list of 33 CSs identified by previous SLA studies (p. 188-194), based on which we developed our coding scheme as follows.

Since we focused on verbal communication only, strategies such as 'mime' were left unstudied. Then, the CSs that require the speakers' retrospective comments for identification (e.g. 'message reduction', 'omission', 'replacement', 'use of similar sounding words' and 'feigning understanding') were left out, since we had no access to the speakers' comments. Moreover, retrospective comments have drawbacks: speakers may not remember the reasons for their particular linguistic behavior and, importantly, they may provide socially desirable comments, or comments that protect their self-images (Van de Haak, Schellens \& De Jong, 2003).

We also were reluctant to include 'over-explicitness' and 'mumbling'. Dörnyei and Scott (1997) define over-explicitness as using more words to achieve a certain goal than would be considered 'normal' in a native context. Since it is difficult to define what is normal in a given situation, and since we wanted to avoid evaluating the L2 speakers against native norms, over-explicitness was not taken into account. As for 'mumbling', the few occurrences of incomprehensible speech in the NCSE were not transcribed, which renders this strategy otiose.

Next, we merged closely related strategies together since distinguishing between them would either overcomplicate the analyses or be uninformative. 'Word-coinage', 'foreignizing' and 'literal translation' were combined into 'foreignizing', which entailed the direct application of L2 characteristics on L1 words. We clustered 'restructuring', 'selfrepair', 'self-rephrasing' and 'retrieval' into 'reformulation', which covers a speaker's search for an alternative that he or she considers satisfactory.

The selection and combination of strategies from Dörnyei and Scott (1997) led to a first coding scheme with 16 strategies. We then proceeded with an iterative-inductive process to fine-tune the coding scheme. Transcriptions of three informal and two formal recordings (4773 utterances) from the NCSE were coded by two separate coders, who discussed their results after each transcription. Overall, there was strong agreement, and in cases of disagreement, little discussion was necessary to come to a solution. Importantly, this procedure led to further fine-tuning of the definitions of each strategy, such that they were more consistently distinguishable from each other. Moreover, we defined three strategies that were not in Dörnyei and Scott's (1997) list, but that both coders considered relevant additions based on the data in the NCSE: 'repetition for emphasis purposes' (e.g. "the empire state building is high, high, high"; see also Björkman, 2011), 'exemplification' (e.g. "when you come to the next green, go or red, stop"; see also Nakatani, 2005) and 'signaling overall insecurity', which we defined as the indication of an overall concern about one's own capabilities in English (e.g. "my English is not so good"; as opposed to the strategy 'indicating linguistic difficulty', which is local and has to do with an immediate language problem; see also Van Mulken \& Hendriks, 2015).

The final coding scheme consisted of 19 CSs. Definitions and examples from the NCSE of all 19 strategies can be found in Appendix 3.1, which also reflects the division into self-reliant, interdependent and uncertainty CSs.

The first author coded the remaining recordings in the NCSE. For each of the 55,910 utterances in the NCSE, he indicated which CSs were present. Some of the strategies stretched over multiple utterances (especially circumlocution and reformulation). If this was the case, only the utterance in which a strategy was initiated was taken into account in the quantitative analyses, so that the occurrence of a certain strategy was not overestimated.

## Statistical analyses

We analyzed the impact of the formality of the speech situation on CS use by fitting logistic linear mixed effects models with the binomial link function, one for each individual strategy. The dependent variable in these models was the presence or absence of the strategy in an utterance. In our models we tested for fixed effects of formality, as our predictor of interest, and of gender and utterance length ${ }^{1}$ (i.e. the number of words in an utterance) as fixed control variables. We included speaker as random factor.

We investigated the effect of formality on each individual speaker, by testing for random slopes of formality by speaker. This random slope reflects the sensitivity of the individual speakers to the effect of formality. If the fixed effect of formality shows that, for the group of speakers as a whole, informal utterances are more probable to hold a certain

[^4]strategy than formal utterances, inspection of the random slopes for individual speakers may reveal that this effect is stronger for one speaker than for another. Moreover, when a fixed effect of formality is absent, there can still be individual variation: one speaker may be more likely to use a strategy in informal speech, whereas another speaker may be more likely to use the same strategy in a formal speech situation.

Inclusion of formality as both a fixed factor and a random slope also has a methodological advantage. Not including a random slope for formality may lead to type-1 errors, since we may falsely observe an effect of formality for the group of speakers as a whole, which in reality is caused by only a small number of speakers. To test the significance of the random slope for formality, we performed likelihood ratio tests comparing models with and without the random slope.

In the statistical models reported below, we only included fixed and random predictors and random slopes that were significant.

## Results

## Frequencies of use of communication strategies

The Spanish speakers used one or more CSs in $15.8 \%$ of all utterances $(8,853$ of 55,910$)$. There was large variation in the frequency of use of each strategy as shown in Figure 3.1. Ten CSs were used less than two times per recording, on average. These include all interdependent strategies, and three of the four uncertainty strategies.

Nine CSs were used more frequently than two times per recording on average. Eight of them were self-reliant strategies (for examples taken from the NCSE, see Appendix 3.1): reformulation, code-switching, foreignizing, approximation, circumlocution, all-purpose words, repetition for emphasis purposes, and the use of fillers. One uncertainty strategy, the
indication of an immediate linguistic difficulty, was also used more frequently than two times per recording on average.

Except for a new variable called 'overall CS use', which expressed the presence of any of the 19 strategies in a particular utterance, we only examined the impact of the situational context on the use of each of the nine most often frequently used CSs. This leads to a total of 10 separate variables for which we fitted linear mixed effects models. We set our $\alpha$-level at . 005 to correct for multiple comparisons.

Total strategy use


Figure 3.1
Frequencies of use in the Nijmegen Corpus of Spanish English of all 19 communication strategies in the coding scheme. The dotted line indicates an average use of a strategy of two times per recording.

## The influence of situational context on overall communication strategy use

We found no simple fixed effect of formality on overall CS use, but the random slope for formality by speaker was significant: half of the speakers used more strategies in formal speech and the other half used more strategies in informal speech. The size of the effect also varied considerably between individual speakers: some speakers were more affected by the change in formality than others.

Unsurprisingly, longer utterances were more likely to include a strategy. This effect was significant ( $p<.001$ ) in each of the models described in this section. Since utterance length was merely a control variable, it will not be discussed separately for the remaining models except when it showed an interaction with another predictor.

For overall CS use, we found an interaction between utterance length and formality: the effect of utterance length was larger in the informal than in the formal speech situation $(z(55,908)=3.46, p<.001)$, which reveals that a long utterance in informal speech is more likely to contain a CS than a long utterance in the formal speech situation.

## The influence of situational context on individual strategies

A summary of the significant results in the analyses of the nine most frequently used individual strategies can be found in Table 3.3.

Table 3.3
Results for the effect of formality on the use of the nine most frequent communication strategies; z -scores for the simple fixed effect of formality and $\chi^{2}$-values for the likelihood ratio tests to compare models with and without a random slope for formality by speaker (n.s. means 'not significant').

| Communication Strategy | $z$-value $(d f: 55906-55908)$ <br> of the fixed effect of <br> formality | $\chi^{2}(d f=2)$ for the random <br> slope of formality by <br> speaker |
| :--- | :--- | :--- |
| Fillers | $n . s$. | 27.83 |
| Reformulation | -5.39 | n.s. |
| Code-switching | 3.16 | 14.42 |
| Foreignizing | -3.79 | 14.69 |
| Repetition for emphasis purposes | 5.04 | 37.54 |
| Approximation | n.s. | 7.25 |
| Circumlocution | n.s. | $n . s$. |
| Indicating linguistic difficulty | n.s. | n.s. |
| All-purpose words | -4.60 | 17.18 |

Fillers

We found no simple fixed effect of formality on the use of filler words (e.g. like, I mean, you know), but the random slope for formality by speaker was significant: about half of the Spanish speakers in the NCSE used more fillers during the formal interview, whereas the others used more fillers in the informal conversation.

We also found an interaction effect of formality and utterance length on the use of fillers $(z(55,906)=6.72, p<.001)$ : longer utterances are more likely to contain one or more filler words in the informal than in the formal speech situation.

An interaction was also found between gender and utterance length: the effect of utterance length was smaller for male speakers than for female speakers $(z(55,906)=-3.06$, $p<.005$ ). When female speakers produced longer utterances, these were more likely to contain one or more filler words than when male speakers produced longer utterances.

## Reformulation

A fixed effect of formality showed that reformulation occurred more often in the formal speech situation, in $4.22 \%$ ( 869 of 20,572 ) of the utterances, against $3.10 \%(1,096$ of 35,338$)$ of the utterances in the informal speech situation.

## Code-switching

We found a fixed effect of formality on the number of code-switches, which were more frequent in the informal than in the formal speech situation. Of all informal utterances, $2.68 \%$ ( 947 of 35,338 ) contained at least one code switch, whereas this was the case for $1.73 \%$ ( 356 of 20,572 ) of the formal utterances. There was significant variability in the effect of formality for individual speakers, but all showed more code-switching in the informal speech situation, with the exception of three speakers who showed virtually no effect of formality.

## Foreignizing

Foreignized words were produced more frequently during the formal interview (in $1.87 \%$ of the utterances; 384 of 20,572 ) than during the informal conversation (in $1.29 \%$ of the utterances; 456 of 35,338 ). The size of the effect of formality differed significantly per speaker, but all speakers used more foreignizing in the formal than in the informal speech situation, except for one speaker who showed virtually no effect of formality, and one speaker who showed an effect in the opposite direction.

Foreignizing and code-switching are closely related in our taxonomy: code-switching is the relatively cognitively effortless insertion of an L1 lexical item, while foreignizing involves some cognitive effort by the speaker to make the lexical item more L2-like before it is uttered. We investigated how these two strategies interacted by fitting a linear mixed effects model that predicts the presence of foreignizing based on the fixed factors 'presence of code-switching' and formality. We found fixed effects of formality $(z(55,906)=-5.00$, $p<.001, \beta=-0.35$ ), confirming the influence of formality on the use of foreignizing, and of 'code-switch present' $(z(55,906)=3.61, p<.001, \beta=0.93)$, which shows that when an utterance contained a code-switch, it was also more likely to contain a foreignized word, if formal and informal speech are taken together.

However, most importantly, there was also a significant interaction between the factors code-switching and formality $(z(55,906)=-3.35, p<.005, \beta=-1.46)$. We took a closer look at this interaction with two separate linear mixed effects models: one for formal and one for informal speech. This revealed that when a code-switch was present in an utterance, the probability of a foreignized word also being present was only higher in the formal speech situation $(z(20570)=3.33, p<.005)$ but not in the informal speech situation $(z(20570)=-1.30, p>.01)$. In other words, while a code-switch seems to suffice in the speakers' eyes to prevent or overcome communication difficulties during the informal conversation, they might not consider it sufficient during the formal interview, in which speakers are more likely to also add foreignized words.

## Repetition for emphasis purposes

Adding emphasis by repeating a word occurred more often in informal speech, in 1.22\% (432 of 35,338 ) of the utterances, than in formal speech, in $0.46 \%$ ( 94 of 20,572) of the utterances. The speakers varied significantly in their sensitivity to formality, but all speakers showed a formality effect in the same direction, except for one speaker, who seemed to show a small effect in the opposite direction.

## Approximation

We found no fixed effect of formality on the use of approximations, but the random slope for formality by speaker was significant. All but seven speakers used more approximations in the formal speech situation. Three speakers showed virtually no effect of formality and four speakers showed relatively small effects in the opposite direction.

## All-purpose words

A fixed effect of formality on the use of all-purpose words was found: in the formal speech situation, $0.78 \%$ ( 161 of 20,572 ) of the utterances contained an all-purpose word, against
$0.29 \%(102$ of 35,338$)$ of the informal utterances. The random slope for formality by speaker was also significant: all speakers used more all-purpose words in the formal interview than in the informal conversation, except for one speaker who showed virtually no effect of formality.

## General discussion

This chapter reports on a comparative study of CS use by Spanish speakers of English in an informal, peer to peer conversation and a formal interview. It complements previous SLA work, since we investigated if classroom task effects on CS use are illustrative of the impact of situational context on CS use in settings that are not aimed at language acquisition. It complements ELF studies, since we took a quantitative, comparative rather than a qualitative approach.

The Spanish speakers of English used CSs in almost $16 \%$ of all utterances they produced, but some strategies were employed much more frequently than others. Inspection of the frequencies of use of the 19 strategies shows that the Spanish users of English in the Nijmegen Corpus of Spanish English rarely used interdependent and uncertainty CSs but preferred self-reliant CSs. We explain this finding by the Spanish speakers' concern with their positive face (Brown \& Levinson, 1987): as long as they are able to continue communication on their own, they may be viewed as competent language users, whereas asking for assistance, emphasizing one's own weakness or leaving a message unfinished, is harmful to the image of a competent speaker. In this light, it may seem surprising that the indication of linguistic difficulty, which was originally classified as an uncertainty strategy, was among the most frequently used strategies. A closer look at the data, however, revealed that indicating linguistic difficulty may be seen as a time-gaining strategy, instead of as an
uncertainty strategy (examples (3) and (4); see also Dörnyei \& Scott's, 1995, category of indirect strategies) and fulfill a function that is similar to that of filler words.
(3) I do not know in English how it is called [...] eh the exam you have to take before attending university
[indication of linguistic difficulty, followed by a circumlocution]
M15_I_118
(4) "just on the on the side [breath] I mean you can't go into the into the field like [...] you can sit on the I do not know how to say in the bench"

M4_I_243-246

The frequency counts answer our first research question, and support the first division in our taxonomy of CSs into self-reliant strategies on the one hand, and interdependent strategies and uncertainty strategies on the other hand. The frequencies of use provide no evidence for a distinction between the latter two. Nevertheless, our findings suggest that positive face plays a role in speakers' selection of CSs: self-reliant strategies can be used as instruments to protect the L2 speakers' positive face, whereas interdependent and uncertainty strategies may be threats to the positive face.

An alternative explanation is that CSs that do not allow speakers to effectively communicate their intended messages are generally largely absent from ELF interactions, since in real-life goal-oriented communication speakers simply cannot afford to abandon messages (see e.g. Björkman, 2014). However, while this may explain the frequent use of self-reliant strategies, and the relative absence of uncertainty strategies, it does not explain why speakers do not ask for help, since asking questions engages interlocutors in a process of co-construction of meaning, which can be very effective.

It might be the case that Spanish speakers prefer self-reliant strategies since the Dutch speakers in the NCSE were no native speakers of English either. Even though some of the Spanish speakers acknowledged that their Dutch interlocutor's proficiency level was higher than their own, they may have been reluctant to ask help from another non-native speaker of English, since they might not perceive them as being able to help them (quickly) overcome their linguistic difficulties.

In order to answer our second research question, we compared CS use in informal, peer to peer conversations with CS use in formal interviews. There was no difference in overall CS use between the two situations. However, we found an interaction between utterance length and formality. Since speakers tend to produce longer utterances in formal than in informal speech, the interaction shows that when long utterances do occur in informal speech, speakers are more likely to have linguistic difficulties, which they try to solve with a CS and which they possibly also mark with hesitation markers (e.g. eh) or with filler words, for which we also found an interaction between utterance length and formality.

Seven of the nine most frequent CSs revealed an effect of formality. Two cognitively relatively effortless strategies were used more often in the informal than in the formal speech situation: code-switches and repetition for emphasis purposes. When speakers use these strategies they position themselves towards the least effort end of the continuum, which may be detrimental to their interlocutor's understanding of the message: relatively effortless strategies are possibly not very effective to communicate the intended message. This is particularly true for code-switches in situations where interlocutors do not know the other speakers' L1(s), as is often the case in ELF communication. In informal speech situations the need to be exact and fully understood may be less stringent, for example when speakers are engaged in small talk, or it may be considered acceptable when the interlocutor needs to ask for clarification of a CS, given the more interactive nature of the communication.

Other strategies were used more often in formal than in informal speech. These include reformulations, foreignizing and the use of all purpose words. For approximations, we found no fixed effect of formality, but the individual speakers' slopes for formality suggest a trend towards a similar effect of formality: most speakers used more approximations in formal than in informal speech. All-purpose words and approximations are L2 alternatives for target lexical items, and therefore can both be considered more informative than code-switches, such that speakers who use them move away from the least effort end, towards the cooperative end of the continuum. This applies to an even larger extent to foreignizing and reformulation. Consequently, in line with Poulisse's (1993) results, we found that in formal speech situations, in which information exchange is more important, speakers use more informative CSs.

In conclusion, our findings strongly suggest that L2 speakers take into account the situational context and decide which CSs to use based on the least effort and cooperative principles (Poulisse, 1993). As expected, the speakers used relatively effortless strategies more frequently in informal than in formal speech, while the inverse was true for relatively effortful strategies. These findings support the second division in our taxonomy of strategies, which places strategies along a continuum which opposes the two principles, with cognitively relatively undemanding (least effort) strategies on one end, and strategies that are cognitively more demanding, but also more informative (cooperative), on the other end. Our results show that the task effects that have consistently been found within SLA studies (see e.g. Poulisse, 1993; Poulisse \& Schils, 1989) are in fact proxies for situational variation in settings other than the classroom.

To provide answers to our third research question, we investigated whether individual speakers differed in the extent to which their CS use was influenced by the formality of the situation. We found that the effect of formality varied significantly among individual
speakers for six of the seven strategies for which we found formality effects. The only strategy that showed no individual variation in the effect of formality was reformulation. Inversely, while there was no simple fixed effect of formality on the use of filler words and approximations for the group of speakers as a whole, the individual speakers' slopes did reveal variation among speakers in the effect of formality. The individual slopes for approximations revealed a rather consistent pattern showing that they were used more often during the formal interview by almost all speakers.

The speaker dependent slopes for fillers revealed a somewhat more diffuse picture: about half of the speakers used more fillers in informal speech, whereas the other half used more fillers in formal speech. This may be explained by a difference in the function that filler words may have for different speakers (see e.g. Aijmer, 2004; Götz, 2013; Hasselgren, 2002) or by speakers' individual speaking styles, which they possibly also show in their L1 (see e.g. Olynyk, d'Anglejan \& Sankoff, 1987). For instance, the functions of the filler word like are manifold (e.g. Tagliamonte, 2011) and subtle functional differences in the occurrences of like in our data are conceivable: for some speakers, like may have mainly served pure timegaining purposes, as in (5), whereas other speakers not only gained time and kept the communication channel open, but also enhanced the informal character of their speech, as in (6).
(5) "but then if you want to study everything related to I do not know how to say to like eh words like"

M4_I_502-505
(6) "so eh like there is always like half an hour that it the club is empty but then it hm gets like really full like really fast"

F10_I_148-150

Furthermore, there may be gender differences in the functions of fillers, as revealed by the interaction between gender and utterance length: long utterances produced by female speakers tend to have more filler words than utterance produced by male speakers. A future, qualitative analysis of the use of fillers in the NCSE, may unveil patterns in the use of fillers that our quantitative approach did not uncover.

Future research may also focus on the non-verbal aspects of CSs. Gullberg (1998) claims that gestural CSs are usually combined with verbal CSs as a way to enhance communicative effectiveness, but that gestures may also be used as stand-alone CSs. If speakers are driven by the need to communicate their intended message, they may gesture more in formal speech than in informal speech, since gestures can provide their interlocutor with additional information. Yet, speakers may gesture less, if they consider such behavior to be inappropriate in a formal compared to an informal speech situation. Analyses of nonverbal CSs may be carried out based on the data in the NCSE, which includes video recordings of all speech situations.

Future studies may also investigate the effect of the speaker's language proficiency on CS use. Poulisse (1993) notes that proficiency effects are just as persistent as task effects, or even more so, and that low proficiency speakers use more strategies in general and more L1 based strategies than high proficiency speakers (but see Poulisse \& Schils, 1989, where task effects were found to be more dominant than proficiency effects). From an ELF perspective, Björkman (2011) claims that speakers with varying proficiency levels are capable of using CSs. In the present study we did not include proficiency, since the proficiency levels of the Spanish speakers in the NCSE are divided rather unequally over a limited number of CEFR proficiency scores (see Chapter 2). All speakers used CSs, but further investigations are necessary to grasp how proficiency influences CS use and whether there is an interaction between proficiency and situational variation.

In conclusion, our study suggests that general principles of communication govern ELF speakers' use of CSs in real-life speech situations. First, speakers prefer CSs that comply most with an image as a competent language user: they use self-reliant strategies more frequently than interdependent or uncertainty strategies. Secondly, the least effort and cooperative principles have an impact on which strategies speakers deem appropriate in a given situational context: they tend to prefer cooperative but cognitively more demanding CSs in formal speech situations, and less effortful, but possibly also less cooperative CSs in informal speech situations. Thirdly, we have shown that individual variation exists in the use of CSs. All in all, the Spanish speakers of English in the present study tried to prevent or overcome linguistic difficulties themselves, instead of asking help from their interlocutors, and they varied their CSs according to the situational context.

## Appendix 3.1

Definitions and examples taken from the NCSE of all 19 communication strategies in this study. The three communication strategies marked with * were induced from the NCSE during the development phase, the remaining 16 are based on Dörnyei and Scott (1997).

| Communication Strategy | Definition | Example |
| :--- | :--- | :--- |

## Self-reliant strategies

All-purpose words
Extending a general, "empty" it is also really difficult to to make new lexical item to contexts where companies in Spain [...] that could be a specific words are lacking good point if they if they helped eh to make faster the things to
(M14_F_123-126)

Approximation
Using a single alternative lexical
it was a a voice eh the voice eh the item, such as a superordinate or a voice for $\mathrm{a} \mathrm{b} \backslash$ - a band (F8_I_553-550) related term, which shares semantic features with the target word or structure

| Circumlocution | Illustrating or describing (using | so we were to a [...] a place like a shop |
| :---: | :---: | :---: |
|  | more than one word) the properties | when you go and you can use |
|  | of the target object or action | [breath] eh the computers and the |
|  |  | internet (F3_I_457-466) |
| Code-switching | Including L1 words in L2 speech; | it is a costumbre (F16_I_455) |
|  | either single words or whole |  |
|  | clauses |  |
| Exemplification* | Expressing an abstract message in | well if you jump [...] always there is a a |
|  | a concrete way with an example or | security man and it is "you eh come |
|  | an instance of the abstract message | here" and you have to pay more |
|  |  | (M9_I_356-361) |

Chapter 3

| Communication Strategy | Definition | Example |
| :---: | :---: | :---: |
| Fillers | Using gambits (actual words, not 'eh' or 'hm' etc.) to fill pauses / to stall / to gain time | I saw like a tv show (M3_I_135-136) |
| Foreignizing | Creating an L2 word from an L1 word by applying (supposed) L2 phonology/morphology to it | they have the hm absolute majory $\left(M 15 \_F \_452\right)$ |
| Reformulation | Repeating/rephrasing (parts of) the message until reaching a satisfactory result | ah Madonna yes he is very she is very strange (M7_I_986-988) |
| Repetition for emphasis purposes* | Repeating a lexical item in order to add emphasis / intensity <br> Interdependent strategies | no eh this university is close [...] but the others university it is far far far (F4_I_409) |
| Comprehension check | Asking questions to check that the interlocutor can follow you | is a a beer a little beer $\mathbf{o k}$ ? $\left(F 8 I_{-} I_{174}\right)$ |
| Direct appeal for help | Turning to the interlocutor for assistance by asking an explicit question concerning a gap in one's <br> L2 knowledge | tv series or how do you say eh <br> English? (M13_I_918-920) |
| Indirect appeal for help | Trying to elicit help from the interlocutor indirectly, for instance with a rising intonation | no because eh the the players hm players? (F16_I_301-302) |


| Communication Strategy | Definition | Example |
| :---: | :---: | :---: |
| Request for clarification | Requesting the interlocutor to explain an unclear / unfamiliar utterance | eh come up? I do not (M6_I_664) |
| Request for confirmation | Requesting confirmation that one heard or understood something correctly | I think that you are telling me if I would eh study the same? $\left(F 3 \_F \_664-666\right)$ |
| Request for repetition | Requesting repetition when not hearing or understanding something properly <br> Uncertainty strategies | eh sorry? (F1_F_232) |
| Expressing nonunderstanding | Expressing that one did not understand something properly | eh I do not understand you (M7_I_659) |
| Indicating linguistic | Using verbal marking phrases | there have been some I don't know |
|  | before or after a strategy to signal that the word or structure does not carry the intended meaning perfectly in the L2 code | how to say (M5_F_106-108) |
| Message abandonment | Abandoning an intended plan without having reached a satisfactory alternative | the new government hal- has done eh a lot of eh laws new laws in in different fields eh in they are [abandons message] well now the eh there is there is a few time ago (M2_F_216-229) |
| Signaling overall insecurity* | Apologizing (in general) for inadequate proficiency in English | I do not speak English for so many times so I am not (F7_I_521) |

## 4 <br> FourCuatro Vier

"I can't understand"
The production and comprehension of can and can't by native and non-native speakers of English

This chapter is based on:

Kouwenhoven, H., Ernestus, M. \& Van Mulken, M. (submitted). "I can't understand": the production and perception of can and can't by native and non-native speakers of English.


#### Abstract

The difference between an affirmative and a negative English statement sometimes seems to be realized by only one sound, as in I can/can't go. This chapter investigates /t/-reduction in American and Spanish English can't, both from a production and a comprehension point of view. Our corpus study shows that $/ \mathrm{t} /$ is frequently absent from can't, more often in Spanish English (40\%) than in American English (33\%), and more often in informal (47\%) than in formal (34\%) Spanish English. Phone durations in Spanish English reduced can't tokens (without /t/) are similar to those in can, whereas phone durations in American English reduced can't tokens are similar to those in unreduced can't tokens. A comprehension experiment with four listener groups (native English, Spanish, Dutch and Mandarin-Chinese) showed that all listeners had difficulties comprehending Spanish English reduced can't. American English reduced can't tokens were less ambiguous to native English and Dutch listeners, but not to Spanish and Mandarin-Chinese listeners. We argue that the durational cues in American English help, but those in Spanish English impede the perception of reduced can't. Together, the two parts form a first step towards understanding the production and comprehension of can't in natives' and non-natives' speech and ears.


## Introduction

In their book on forensic phonetics, Baldwin and French (1990) describe the case of a doctor of Greek origin who worked in an English speaking country and who had to appear in front of a disciplinary tribunal. The doctor, who spoke English with a strong Greek accent, was accused of acting irresponsibly. He had been recorded in his doctor's office when he handed a patient prescription drugs in tablet form while pronouncing the phrase "you can/can't inject those things". There was ambiguity about the final $/ t /^{1}$ in can't in the speech signal. The prosecution argued that the doctor had said can, thereby irresponsibly recommending his patient to grind up the tablets and inject them. The defense maintained that the doctor warned the patient against injecting the drugs by saying can't, hence acting responsibly. A trained phonetician performed phonetic analyses of multiple tokens of can't produced by the same doctor, which showed that he regularly elided the final /t/ in can't and that he used a front vowel in both can and can't. Only after more fine-grained spectral analyses of the vowel in several tokens of both can and can't, it was concluded that the doctor probably had said "can't", which freed him of the charges against him.

The Greek doctor's case shows that if can't is pronounced without $/ \mathrm{t} /$, it may sound very similar to can. To our knowledge, no studies have been carried out to investigate the difference between can and can't, or similar affirmative/negative minimal word pairs, in speech. This chapter aims at beginning to fill this gap and consists of two main parts. In the first part, we will present a corpus study to find out whether the Greek doctor is a rare example of a speaker who pronounces can't without $/ \mathrm{t} /$, or whether $/ \mathrm{t} /$ is more commonly absent from can't. We will focus on both native and non-native speakers of English. In the

[^5]second part of this chapter, we will investigate the comprehension of can and can't by both native and non-native listeners of English. The two parts combined will shed light on the pervasiveness of the potential ambiguity that may exist between affirmative and negative statements in both natives' and non-natives' speech and ears.

Reduction in speech, such as the absence of $/ t /$, is very common. For instance, Johnson (2004) analyzed part of the Buckeye Speech Corpus (Pitt et al., 2007), which contains conversational American English speech, and found that over 20\% of the words lacked at least one segment. Johnson investigated words of different lengths, ranging from one to eleven phones in their citation forms. He found that $22 \%$ percent of all tokens of content words that have four phones in their citation forms, such as can't, lacked at least one segment. Furthermore, reductions in these words usually involved plosives or resonants, rather than vowels.

Johnson's (2004) study was based on informal, conversational speech, which is particularly likely to contain reduced word tokens: although previous studies on the influence of the situational context on reductions in speech are scarce, they suggest that reductions are more frequent in informal contexts than in formal contexts. For instance, Warner and Tucker (2011) have shown that reduction of stops and flaps in American English is greater in conversational speech compared to list-reading, and that story-reading takes an intermediate position. Hanique, Ernestus and Schuppler (2013) found a similar stair-step pattern in the influence of situational context on schwa-reduction in Dutch past participle prefixes: schwa was most frequently absent in conversational speech (52\%), followed by TV interviews (35\%) and read speech ( $12 \%$ ). Their investigation of the absence of $/ \mathrm{t} /$ yielded slightly different results: in both conversational speech and TV interviews, $29 \%$ of the word tokens that have $/ \mathrm{t} /$ in their citation forms lacked $/ \mathrm{t} /$, against $12 \%$ of the word tokens in read speech. Ernestus, Hanique and Verboom (2015) have shown that massive reduction (see also

Johnson, 2004) is more frequent in Dutch in casual, conversational speech than in spontaneous speech produced under formal conditions. In all, it is clear that very formal (read) speech is different from spontaneous speech, when it comes to reductions, but less is known about differences in reductions, including about /t/-reduction, between spontaneous speech produced under formal and informal conditions.

Several studies have focused specifically on /t/-reduction. An early sociolinguistic example is Labov's (1972) work on consonant cluster simplification through the reduction of word-final /t/ in what he calls 'Black English Vernacular'. He found that /t/ is variably absent from word-final consonant clusters: /t/ is absent less frequently when it is an inflectional morpheme (e.g. indicating the past tense) than when it is non-morphemic, and the absence of $/ t /$ is less common when it is followed by a vowel than when it is followed by a consonant. Guy (1991) comes to similar conclusions based on his exponential model of /t/-reduction and on speech data from sociolinguistic interviews with seven North American speakers of English. More recently, Pitt (2009) showed that in American English informal speech, /t/ is absent from word-medial /nt/ clusters in $75 \%$ of bisyllabic word tokens that have primary stress on the first syllable. Absence of $/ t /$ is thus a common feature of native (American) English.

Previous studies suggest that reductions may also occur in non-native English speech. In fact, some studies have found that non-native speakers of English show reduction patterns that are comparable to those of native speakers. For instance, Baker et al. (2011) show that reductions in both native (American) and non-native (Korean and Chinese) English speech are governed by lexical predictability (i.e. reduction due to previous occurrence of a word within a specific discourse) and word frequency (i.e. the frequency of occurrence in the language as a whole, based on counts in the British National Corpus). Schertz and Ernestus (2014) provide similar evidence for non-native (Norwegian and Czech) English. While both
studies did not focus specifically on /t/-reduction, they did investigate reduction phenomena that can be caused by the less careful execution of articulatory gestures, like /t/-reduction. Therefore the Baker et al.'s (2011) and Schertz and Ernestus' (2014) findings suggest that the pronunciation of can't without/t/ may also occur in non-native speech.

It is especially likely for $/ t /$ to be absent from non-native word tokens if the reduced pronunciation variant better matches the phonotactic constraints of the speakers' native languages (L1). For instance, Coe (2001), in a discussion of frequent difficulties of Spanish learners of English aimed at teachers of English as a foreign language, suggests that since consonant clusters are much less frequent in Spanish than in English, Spanish learners of English have difficulties producing and perceiving consonant clusters and tend to simplify them. One typical example of such a simplification, according to Coe, would be the production of can for can't. Whether this simplification actually occurs in conversational speech, and if so how often, has never been investigated, however.

We will investigate whether /t/ is absent more often from non-native (L2) Spanish English than from native English can't in spontaneous speech. Furthermore, we will study whether Spanish speakers of English are influenced by the situational context, like native speakers are. If the absence of /t/ in Spanish speakers' realizations of can't is primarily governed by pronunciation difficulties, /t/ may be absent equally often in formal and informal speech. Nevertheless, the combined results of Baker et al. (2011), who investigated read speech, and Schertz and Ernestus (2014), who studied conversational speech, suggest that non-native speakers behave like native speakers in both careful and casual speech, which means that Spanish L2 users of English may reduce less often in formal than in informal speech.

What makes the investigation of Spanish L2 English realizations of can't without /t/ particularly interesting is that the $/ \mathrm{t} /$ in can't may be the most prominent and possibly the only
cue that the speaker intended can't and not can. First, Spanish has far fewer vowels than English: for instance, the English vowels /æ/, /a:/ and / $\Lambda /$ all correspond to the Spanish vowel /a/ (e.g. Coe, 2001). Spanish speakers may therefore produce similar sounding vowels in can and can't. Secondly, vowel length is not distinctive in Spanish (e.g. Coe, 2001), so in Spanish English speech, variation in vowel duration probably also provides no evidence as to whether can or can't was pronounced. Thirdly, Spanish knows no vowel reduction in unaccented syllables (see e.g. Coe, 2001), contrary to English (e.g. Flemming \& Johnson, 2007). Both Spanish English can and can't are therefore likely to be produced with a full vowel regardless of the accentuation in the sentence. In native (American) English speech ${ }^{2}$, the vowel in unaccented can may be reduced in duration and in quality (to schwa), or may even be completely absent. In contrast, can't tends to receive accent, because it often has contrastive focus, and it then maintains its full vowel. Even when can't is not pronounced with contrastive focus, it usually keeps more of its citation vowel quality than can. All in all, the quality and duration of the vowel in can and can't may provide cues as to which word was intended in American English, while this may not be the case in Spanish English.

As a consequence, if /t/ is indeed commonly absent from can't in both American and Spanish English, the question arises what consequences the absence of $/ \mathrm{t} /$ may have for the comprehension of can't. Native listeners generally do quite well in recognizing reduced word tokens, especially in context (for an overview, see Ernestus \& Warner, 2011). Native listeners of English generally cope well with reduced realizations of $/ \mathrm{t}$ /, for example. In their experiment 1a, Sumner and Samuel (2005) showed that three pronunciation variants of wordfinal /t/ (i.e. a fully articulated canonical /t/; a coarticulated, glottalized stop; and a glottal stop) equally effectively activate semantically related words. Pitt (2009) investigated the

[^6]perception of word-medial /nt/-clusters when /t/ was completely absent (i.e. when the $/ \mathrm{nt} /-$ cluster was realized as a nasal flap) and when a canonical $/ \mathrm{t} /$ was produced in the $/ \mathrm{nt} /$-cluster. He compared two groups of bisyllabic words with primary stress on the first syllable and either a reduced or an unreduced vowel in the second syllable (e.g. counter and context, respectively). In line with Sumner and Samuel's results, Pitt found that native listeners recognize reduced consonant clusters (without $/ \mathrm{t}$ ) ) very well, but only in the words with a reduced vowel in the second syllable, in which /t/ is frequently absent in American English.

Frequency is one type of knowledge that L1 listeners rely on to cope with /t/reduction, which they combine with other types of information. For instance, Mitterer and Ernestus (2006) showed that Dutch L1 listeners combine acoustic cues with information about how frequent word-final $/ \mathrm{t}$ / is absent in a given context: listeners reconstructed /t/ more often after $/ \mathrm{s} /$ than after $/ \mathrm{n} /$, and more often after a short preceding $/ \mathrm{s} /$ than after a long preceding /s/. These findings are argued to reflect a compensation for the higher likelihood of $/ \mathrm{t} /$-reduction following $/ \mathrm{s} /$ than $/ \mathrm{n} /$ and following short $/ \mathrm{s} /$ compared to long $/ \mathrm{s} /$.

The question is whether non-natives can also make use of these types of information. Very little is known about non-native comprehension of reduced speech, but some studies suggest that when L2 listeners cannot rely on knowledge about frequencies of occurrence from their L1, difficulties in comprehension arise. For instance, Mitterer and Tuinman (2012) investigated the perception of word-final /t/-reduction in Dutch by Dutch L1 and German L2 listeners. They found that the German L2 listeners behaved quite comparably to the Dutch L1 listeners when /t/ was part of the stem of a content word, for which reduction patterns in Dutch and in German are similar. However, when /t/ was a marker of verbal inflection, which is more often reduced in Dutch than in German, the German L2 listeners behaved differently than the Dutch L1 listeners. More specific to the word-final /nt/ cluster in can't, Mitterer, Yoneyama and Ernestus (2008) found that word-final /t/ in Dutch is more difficult to notice
after /s/ than after /n/ for Japanese L2 listeners, who are not familiar with word-final /t/reduction in general.

Non-native listeners may also be impeded by the influence of their L1's acoustics. For instance, differences in vowel quality and duration may be less well perceived by non-native listeners: Weber, Di Betta and McQueen (2014) found that Italian L2 listeners of English made no distinction between short and long vowels in words such as 'trick' and 'treat', since this vowel length distinction does not exist in their L1. The same is true for Spanish L2 listeners of English, who generally have difficulties with the recognition of English vowels (e.g. Coe, 2001).

In all, if subtle differences in vowel length and quality are the main cues to determine whether the speaker intended can or can't, as may be the case in a reduced token of can't without /t/, Spanish L2 listeners of native English speech may be hampered twofold when they try to disambiguate between the two. First, they may be unable to perceive the fine acoustic detail that could provide information as to whether can or can't was intended, and secondly, they may lack the knowledge on frequent reduction patterns in order to correctly infer the presence of /t/ where needed.

Interestingly, the situation may be different when Spanish L2 listeners listen to Spanish English speech. Some studies have shown that L2 listeners find L2 speech that is produced by talkers with whom they share their L1 is equally or more intelligible than native English speech (for an overview, see Bent \& Bradlow, 2003). Bent and Bradlow (2003) also provide evidence for a "mismatched interlanguage speech intelligibility benefit": highproficient non-native talkers of English were rated equally or more intelligible than native English talkers by non-native listeners with various L1 backgrounds. However, based on a follow-up study, Stibbard and Lee (2006) challenge the existence of a mismatched interlanguage speech intelligibility benefit, either for high-proficient or low-proficient L2
speakers. Moreover, they claim that, while Bent and Bradlow (2003) speak of a benefit when speech is judged more or equally comprehensible, for an actual benefit to exist, one speaker's speech should be judged more comprehensible than another speaker's speech. Munro, Derwing and Morton (2006) showed that native speakers of Mandarin-Chinese found Spanish L2 English less intelligible (as reflected by the percentage of correctly transcribed words in a dictation task with short narratives) and less comprehensible (as shown by comprehensibility ratings on a 9-point semantic differential scale) than Japanese and Cantonese L2 English. This suggests a partial or regional interlanguage intelligibility benefit, a possibility that is also acknowledged by Bent and Bradlow (2003).

Importantly, none of these studies examined participants' performance in an online listening experiment; instead, they only included rating scales and/or a transcription task without time pressure. Furthermore, the researchers used read speech (Bent \& Bradlow, 2003; Stibbard \& Lee, 2006) or stretches of speech taken from narrative monologues (Munro et al., 2006), which are different from conversational speech. Both the absence of time pressure and of casually produced word tokens limit the generalizability of the findings to real-life speech situations.

The objective of the online, auditory comprehension experiment described in Section 3 of this chapter, which includes stimuli spliced from spontaneous speech, is twofold. First, it aims at providing a between-group comparison of four (native and non-native) listener groups' comprehension accuracies in order to investigate how well listeners cope with the absence of $/ \mathrm{t} /$ from can't in spontaneous American L1 English and Spanish L2 English. Secondly, it aims at establishing within each listener group whether American L1 English or Spanish L2 English is more comprehensible, in order to provide additional insights to the discussion on the existence of interlanguage speech intelligibility benefits.

We will compare the comprehension of can't in spontaneous American L1 English and Spanish L2 English speech by one native and three non-native listener groups. We include native listeners of English, since natives have been found to generally cope well with the absence of /t/ in native English (see e.g. Pitt, 2009; Sumner \& Samuel, 2005), but may have difficulties with non-native speech (e.g. the case of the Greek doctor; see also Bent \& Bradlow, 2003; Stibbard \& Lee, 2006). We will compare the native listeners with three nonnative listener groups: Spanish listeners of English, who share the L1 background of the L2 speakers; Dutch listeners of English, whose L1 belongs to the same language family as English, but not as Spanish; and Mandarin-Chinese listeners of English, whose L1 belongs to a different language family entirely. Interestingly, Mandarin-Chinese and Spanish listeners share some difficulties with English, notably with consonant clusters (see e.g. Bent, Bradlow \& Smith, 2007; Chang, 2001), but also have been found to consider Spanish L2 English more difficult to understand than Japanese and Cantonese English (Munro et al., 2006). The question therefore remains how they cope with the absence of /t/ from can't in spontaneous American and Spanish English.

## Production of $\boldsymbol{c a n}$ and $\boldsymbol{c a n}$ 't - a corpus study

## Materials

We studied tokens of can and can't from two corpora. American L1 English tokens were taken from the Buckeye Speech Corpus (Pitt et al., 2007). Spanish L2 English tokens were taken from the Nijmegen Corpus of Spanish English (NCSE; see Chapter 2). We will discuss the token collection for the two corpora separately below.

## Nijmegen Corpus of Spanish English

The Nijmegen Corpus of Spanish English is a collection of spontaneous speech from 34 Spanish L2 speakers of English in interaction with a Dutch confederate speaker of English in
an informal, peer to peer conversation and with a second Dutch confederate speaker of English in a formal, but unscripted interview. The Spanish speakers were students; most were enrolled in engineering degree programs. During the informal, peer to peer conversations, the interlocutors spoke freely about any topic they liked, and they played a name guessing game. The average duration of the informal conversations is about 45 minutes. During the formal interview, the Spanish speakers were interviewed about Spanish current affairs. Both speakers wore formal clothing and a camera was overtly present. The average duration of the formal interviews is about 25 minutes. The speech in the NCSE has been split into short chunks of about two seconds on average based on natural pauses in the speech signal. These chunks have been orthographically transcribed, but no phonetic transcriptions of the NCSE were available.

We used the automatic speech recognition (ASR) system HTK (Hidden Markov Model Toolkit; Young et al., 2006) to generate broad phonetic transcriptions of the chunks containing can or can't following a forced alignment procedure similar to the one described by Schuppler, Ernestus, Scharenborg and Boves (2011). ASR systems have proven to produce transcriptions that are sufficiently comparable to human-made phonetic transcription and have the advantage of being far less time-consuming and, importantly, more consistent than human transcriptions (see e.g. Schuppler et al, 2011; Pluymaekers, Ernestus \& Baayen, 2006).

Forced alignment uses phone models that are mapped onto the speech signal. Since the speech in the NCSE is heavily accented, phone models trained on native English speech were considered inaccurate for the phonetic transcriptions of our data. We therefore trained our own phone models on the NCSE. The input for the training phase consisted of the wave files of the chunks of speech containing all can and can't tokens, and a pronunciation lexicon holding the concatenated phones of the standard pronunciations (see also Vorstermans,

Martens \& Van Coile, 1996) of every word in each chunk. We took the phone strings from Celex (Baayen, Piepenbrock \& Gulikers, 1995) or created them by hand for words that were not in Celex. Some chunks contained Spanish words, for which we did not create standard pronunciations, because of the very different phones involved. We excluded these chunks from the procedure. Consequently, we trained our phone models on 919 chunks of speech, with a total duration of approximately 38 minutes.

We trained 49 32-Gaussian tri-state monophone models, including four models for non-speech sounds: laughter, breath-taking, clicks produced by the speakers' mouths and sounds resulting from microphone touches. We are aware that models cannot reliably be trained for laughter (Schuppler et al., 2011), and probably neither for the other non-speech sounds. We are confident, however, that with the models for the non-speech sounds, the ASR can more accurately place surrounding phone boundaries. The models were trained at a frame rate of 10 ms and a window length of 25 ms . For each frame, 13 MFCCs (the mel-scaled cepstral coefficients C0-C12) and their first and second order derivatives (39 features in total) were calculated.

The phone models were then used for forced alignment by the ASR. We created a pronunciation dictionary which included two pronunciation variants of can, with two different phones for the vowel (i.e. $/ \mathfrak{a} /$ as in access and $/ \mathrm{a} /$ as in father), and four pronunciation variants of can't, with the same two vowel options and with or without /t/. The ASR determined for each token of can and can't which pronunciation variant was present in the speech signal. In the remainder of this chapter, we will focus only on the presence or absence of /t/, ignoring potential differences in vowel quality.

We validated the ASR by comparing its transcriptions of a subset of 79 can and 51 can't tokens with two human-made transcriptions. We compared the mean differences between the positions of the phone boundaries (in ms) and the percentages of differences
smaller than 20 ms , which is a widely used accuracy measure (see e.g. Pluymaekers et al., 2006; Vorstermans et al., 1996; Sjölander, 2001). The agreement between the two human transcribers was high (see Table 4.1). A first comparison of the ASR and the two human transcribers showed that the ASR consistently placed the boundaries for the start and the end of $/ \mathrm{n} /$ too early. We resolved this issue by shifting all $/ \mathrm{n} /$ boundaries 25 ms to the right (see also Pluymaekers et al., 2006). After this adjustment, the agreement between both human transcribers and the ASR was also high (see Table 4.1).

Table 4.1
Comparison of the automatic (A) and human-made (H1 and H2) phonetic transcriptions. The number of tokens $(N)$ in each comparison is given in the left column ${ }^{a}$.

| Boundary | Mean difference between boundaries |  |  | Percentage of boundaries within 20 ms |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A - H1 | A - H2 | H1 - H2 | A - H1 | A - H2 | H1 - H2 |
| Start /k/ ( $\mathrm{N}=130$ ) | 8.71 ms | 8.81 ms | 4.42 ms | 90.77 \% | 88.46 \% | 97.70 \% |
| Start /a/ ( $\mathrm{N}=130$ ) | 7.00 ms | 9.97 ms | 6.08 ms | 95.38 \% | 85.38 \% | 95.38 \% |
| Start $/ \mathrm{n} /(\mathrm{N}=130)$ | 11.36 ms | 13.29 ms | 4.63 ms | 85.15 \% | 82.30 \% | 96.15 \% |
| End $/ \mathrm{n} /(\mathrm{N}=130)$ | 18.18 ms | 19.97 ms | 10.23 ms | 72.31 \% | 62.31 \% | 84.62 \% |
| Start $/ \mathrm{t} /{ }^{\text {a }}$ ( $\left.\mathrm{N}=16-20\right)$ | 11.29 ms | 8.99 ms | 6.99 ms | 88.24 \% | 87.50 \% | 90.00 \% |
| End $/ \mathrm{t} /{ }^{\text {a }}$ ( $\left.\mathrm{N}=16-20\right)$ | 22.65 ms | 14.21 ms | 13.69 ms | 70.59 \% | 93.75 \% | 75.00 \% |

${ }^{a}$ In each pairwise comparison, the two transcribers could disagree about whether a token was can or can't. If the two
transcribers did not agree (i.e. one transcribed a/t/, but the other did not), no comparison for $/ t /$ boundaries could be made, which explains the variation in the Ns for start and end of $/ t /$.

Since the presence or absence of $/ \mathrm{t} /$ in can't is the main focus of the present study, we also examined the transcriptions of the 51 tokens of can't by both human transcribers and the ASR in this respect. The agreement on the presence or absence of /t/ was high: in 47 cases (92.2\%) the ASR agreed with at least one human transcriber and only in four cases (7.8\%) did the two human transcribers both differ from the ASR.

All in all, the automatic and the human transcriptions are comparable. Since the ASR allows for obtaining consistent phonetic transcriptions relatively quickly, we accept the validity of the automatic phonetic transcriptions for the present study.

## Buckeye Speech Corpus

The Buckeye Corpus (Pitt et al., 2007) is a collection of informal speech from 40 American L1 speakers of English in free conversation with an interviewer. The entire Buckeye Corpus has been phonetically annotated in two steps: an ASR generated phonetic transcriptions, which were then hand corrected by human transcribers (see Pitt, Johnson, Hume, Kiesling \& Raymond, 2005). These transcriptions show rather large variation in the phones in can and can't. With regard to the $/ \mathrm{t} /$ in can't, we considered $/ \mathrm{t} /$ present when it was transcribed as a canonical $/ \mathrm{t} /$; as a glottal stop; as a flap; or as a $/ \mathrm{d} /$ or $/ \mathrm{p} /$, which may arise due to coarticulation. We considered $/ \mathrm{t} /$ absent when the $/ \mathrm{nt} /$-cluster was realized as a nasal flap.

We identified 1164 tokens of can or can't in the Buckeye corpus. A word transcription file specified which phones were realized and provided timestamps for each token. For some tokens, some phones in the phonetic transcriptions fall outside the timestamps specified by the word transcriptions, which makes it impossible to automatically, reliably identify whether these phones are part of the tokens of can or can't or of the preceding or following words. Deciding on these cases manually would have been rather time-consuming and, more importantly, may have decreased the consistency of the phonetic transcriptions. These cases were therefore excluded. The remaining 926 occurrences of can and can't were extracted from the Buckeye Corpus.

## Statistical analyses

Our final dataset included 1573 tokens of can (1094), reduced can't (i.e. without $/ \mathrm{t} /$; 170) and unreduced can't (with /t/; 309) that were not utterance final and that were not followed by laughter, breaths or some other noise, or by interventions from the interviewer in the case of the Buckeye tokens. Of these tokens, 823 were American English (97 reduced can't, 199 unreduced can't and 527 can), produced by 40 different speakers ( 20 male, 411 tokens; 20
female, 412 tokens). The remaining 750 tokens were Spanish English (73 reduced can't, 110 unreduced can't and 567 can ), produced by 36 different speakers ( 17 male, 364 tokens; 17 female, 386 tokens).

Our analyses of the presence or absence of /t/ were based on the 479 tokens of can't only. The analyses were carried out by means of logistic linear mixed effects models with the binomial link function. In order to investigate whether /t/ was absent from can't more often in Spanish L2 English than in American L1 English, we tested for two fixed factors and the interaction between the two. Corpus was the predictor of interest, with the levels NCSE and Buckeye. Next phone $/ t /$, with the levels $/ t /$ or no $/ t /$, was included to control for the higher probability of absence of $/ \mathrm{t} /$ due to degemination when can't was followed by $/ \mathrm{t} /$. We also tested two random factors as control variables: speaker was included to capture individual speaker variation, and following word was included since previous research has shown that reduction may be greater if the following word is more predictable (Bell, Brenier, Gregory, Girand \& Jurafsky, 2008; Pluymaekers, Ernestus \& Baayen, 2005). Furthermore, we tested for a random slope for corpus by following word.

We investigated whether /t/ was absent from can't more often in informal than in formal Spanish L2 English by also separately examining the subset of 183 tokens of can't from the NCSE. One hundred of these tokens occurred in formal speech, while 83 occurred in informal speech. We tested for two fixed factors and the interaction between the two: formality, which was the predictor of interest, with the levels formal and informal; and the control predictor next phone $/ t /$. We also tested for a random effect of speaker and for a random slope for formality by speaker.

Our final models only include fixed factors and interactions that have $p$-values below .05 and random factors and slopes that significantly improve the model fit, as revealed by likelihood ratio tests.

In order to examine whether the Spanish English and American English reduced can't tokens sound like can or like can't, we also studied word token and phone durations. These analyses were based on the full dataset of 1573 tokens (i.e. including can tokens). We focused on word token durations and on the durations of $/ \mathrm{k} /, / \mathrm{a} /$, and $/ \mathrm{n} /$, and investigated how these differed between the two corpora and between can and reduced and unreduced can't tokens. We created linear mixed effects models for each of the four durations separately. We included corpus (with the levels NCSE and Buckeye) and word type (with the levels can, reduced can't, and unreduced can't) as fixed predictors. We also tested for random effects of speaker and following word.

We applied Bonferroni correction, such that our models only include fixed factors and interactions that have $p$-values below .0125 . Random factors and slopes are included if they significantly improve the model fit, as revealed by likelihood ratio tests. Once the fixed and random structures of a model were established, we removed outlying data points with standardized residuals exceeding 2.5 standard deviation units and refitted our final model.

## Results

## Effect of L1 on the absence of /t/

Table 4.2 shows our final statistical model for the influence of the speakers' L1 on the absence of /t/. The /t/ was absent from can't more often in Spanish L2 English, in 40\% of the tokens, than in American L1 English, in 33\% of the tokens. The random factors of speaker and following word, and the random slope for corpus by next word were also significant.

Table 4.2
Statistical model for the absence of $/ t /$ in can't as a function of the speakers' L1

| Fixed effects | $\beta$ | $z$ | $p$ |
| :--- | :--- | :--- | :--- |
| Intercept | 1.12 | 3.58 | $<.001$ |
| Corpus (NCSE) | -0.77 | -2.01 | $<.05$ |
| Random effects | $S D$ |  |  |
| Following word (intercept) | 1.28 |  |  |
| Following word by corpus (slope) | 1.36 |  |  |
| Speaker (intercept) | 0.59 |  |  |

## Effect of formality on the absence of /t/ in Spanish L2 English

Table 4.3 shows our final statistical model for the influence of formality on the absence of $/ \mathrm{t} /$ in Spanish L2 English. The /t/ was absent from can't more often in informal speech, in 47\% of the tokens, than in formal speech, in $34 \%$ of the tokens. The absence of $/ \mathrm{t} / \mathrm{varied}$ significantly between individual speakers, as is shown by the significant random effect of speaker.

The effect of formality holds in a model which controls for the effect of whether the following phone was $/ \mathrm{t} /$ : when this was the case, $/ \mathrm{t} /$ was absent from can't more often than when can't was followed by another phone, possibly due to degemination.

Table 4.3
Statistical model for the absence of $/ t /$ in can't in the NCSE as a function of formality

| Fixed effects | $\beta$ | $z$ | $p$ |
| :--- | :--- | :--- | :--- |
| Intercept | 0.80 | 2.42 | $<.05$ |
| Formality (Informal) | -0.77 | -1.99 | $<.05$ |
| Next phone is $/ \mathrm{t} / \mathrm{E}$ | -2.65 | -2.15 | $<.05$ |
| Random effect | $S D$ |  |  |
| Speaker (intercept) | 1.04 |  |  |

Word and phone durations in Spanish L2 English and American L1 English can and can't

Figure 4.1 shows the mean word token and phone durations of the 1573 tokens of can and can't in our dataset.


Figure 4.1
Mean durations (in ms) of can, reduced can't and unreduced can't, and the mean durations (in ms) of the phones other than $/ t /$ in the American L1 English tokens (top) and the Spanish L2 English tokens (bottom).

We found an interaction between word type and corpus in the duration models for word token $\left(\chi^{2}(2)=21.49, p<.001\right)$ and for vowel duration $\left(\chi^{2}(2)=30.75, p<.001\right.$; these type II Wald chi-square tests were produced by the Anova function from the Car package for R, Fox \& Weisberg, 2011, which we ran over the final linear mixed effects models). To investigate these interaction effects further, we split the data by corpus. No interaction effect was found for the durations of $/ \mathrm{k} /$ and $/ \mathrm{n} /$, so the effect of stimulus type on these durations is collapsed over corpus. Table 4.4 provides our results for word token and vowel durations.

Table 4.4
The effect of word type (can, reduced can't, unreduced can't) on word token and vowel durations. The $\beta$ 's represent milliseconds. The intercept represents reduced can't tokens.

| Duration | Word type | $\beta$ | $t$ | $p$ |
| :--- | :--- | :--- | :--- | :--- |
| Word token (Buckeye) | can | -73.89 | -12.36 | $<.001$ |
|  | can't | 24.82 | 3.81 | $<.001$ |
| Word token (NCSE) | can | -6.44 | -0.47 | .64 |
|  | can't | 87.28 | 5.46 | $<.001$ |
|  |  |  |  |  |
| /k/ | can | -20.57 | -6.74 | $<.001$ |
|  | can't | 14.90 | 4.23 | $<.001$ |
|  |  |  |  |  |
| /a/ (Buckeye) | can | -47.89 | -13.07 | $<.001$ |
| /a/ (NCSE) | can't | -2.55 | -0.64 | 0.52 |
|  | can | 2.06 | 0.38 | .71 |
|  | can't | 21.50 | 3.35 | $<.001$ |
| /n/ | can |  |  |  |
|  | can't | 14.88 | 2.52 | $<.0125$ |

The durations of the word tokens in American L1 English show a stair step pattern, with can being shortest and unreduced can't being longest, on average. The difference between reduced and unreduced can't is rather unsurprising, since in the former $/ \mathrm{t} / \mathrm{is}$ absent, while in the latter it is not. Interestingly, the mean duration of /t/ ( 39 ms ) almost exactly explains the difference in mean duration between American reduced can't ( 238 ms ) and unreduced can't ( 266 ms ).

In contrast, the mean durations of Spanish L2 English can and reduced can't tokens are exactly the same (both 293 ms ), while unreduced can't is much longer ( 397 ms ), on average. Interestingly, the mean duration of $/ \mathrm{t} /(75 \mathrm{~ms})$ cannot explain the difference between reduced and unreduced can't as neatly as in American English.

The first phone in can't seems to provide no informative durational cues as to whether can or can't was intended in either American or Spanish English: the mean duration of $/ \mathrm{k} /$ in reduced can't (105 ms in American English; 102 ms in Spanish English) differs significantly from the durations of $/ \mathrm{k} /$ in both can ( 79 and 83 ms , respectively) and in unreduced can't (115 and 122 ms , respectively). In contrast, $/ \mathrm{n} /$ appears to provide durational cues that point
towards can't in both American and Spanish English: the mean duration of $/ \mathrm{n} /$ does not differ significantly in reduced and unreduced can't (41 and 37 ms in American English; 80 and 74 ms in Spanish English, respectively), while it is longer in can ( 56 ms in American English; 102 ms in Spanish English).

The vowel durations in American and Spanish English show different patterns. Whereas, on average, the vowels in American reduced and unreduced can't tokens are equally long ( 97 and 95 ms , respectively), and both are significantly longer than the vowels in can ( 56 ms ), the mean duration of the Spanish English vowels in reduced can't pairs with that of the vowels in can (111 and 107 ms , respectively), and both are significantly shorter than the vowel in unreduced can't (127 ms).

## Discussion and conclusions

Our analyses revealed that $/ \mathrm{t}$ / is absent from can't in both American L1 and Spanish L2 English: $33 \%$ of the American English and 40\% of the Spanish English tokens of can't lacked a $\mathrm{t} /$. This provides additional evidence for the pervasiveness of reduction in speech in general (see e.g. Ernestus \& Warner, 2011; Johnson, 2004) and of /t/-reduction in particular (see e.g. Pitt, 2009; Sumner \& Samuel, 2005).

We have also shown that $/ \mathrm{t} /$ is absent from can't more often in Spanish L2 English than in American L1 English. This may be due to differences in the underlying processes that lead to reductions. The American speakers may reduce the $/ \mathrm{t} /$ in can't mostly because they articulate less carefully in informal, casual speech and therefore simplify their articulatory movements. In contrast, the Spanish speakers of English may also reduce /t/ in can't because of the difficulties they have producing consonant clusters due to their L1 phonotactics, as suggested by Coe (2001), which influences their articulation.

Next, we have found an effect of formality on the absence of /t/ from Spanish English can't: /t/ is more frequently absent from can't in informal than in formal speech. This within speaker analysis of situational variation provides additional evidence that non-native speakers show reduction patterns that are similar to those of native speakers (see Baker et al., 2011; Schertz \& Ernestus, 2014): generally speaking, both native and non-native speakers reduce more in informal than in formal speech.

Then, we have shown that the word and phone durations of American and Spanish English can and can't differ in some important respects. American reduced and unreduced tokens of can't carry similar durational information: the durations of all phones in reduced can't, except $/ \mathrm{k} /$, are close to those in unreduced can't. Notably the combination of a relatively long /a/ with a relatively short $\mathrm{n} /$ are shared by both reduced and unreduced can't in American English. So when $/ \mathrm{t} /$ is absent, the durations of the remaining phones seem to provide cues that can't was intended.

The Spanish English reduced can't tokens convey more ambiguous durational cues. First, the total mean duration of the reduced can't tokens is equal to that of can tokens, just as the mean duration of the vowels in can and reduced can't. Combined, these two cues thus indicate that reduced can't is a token of can, instead of can't. In contrast, the mean duration of $/ \mathrm{n} /$ is the same in reduced and unreduced can't tokens and shorter than in can tokens, hence suggesting that reduced can't is a token of can't. The mean duration of $/ \mathrm{k} /$ in reduced can't tokens is ambiguous in itself, since it is exactly in between the mean length of $/ \mathrm{k} / \mathrm{in}$ can and in unreduced can't, thus providing no definitive cues.

In short, we have shown that the Greek doctor is not the only speaker who drops the /t/ in can't, but that many more speakers do so regularly. The case of reduced can't is particularly interesting since, rather than resulting in a non-word, the reduction of can't results in something similar to can, which is the exact opposite of the intended meaning. This
seems to be particularly true for Spanish L2 English. Therefore, the question arises whether reduced tokens of can't are correctly perceived as can't or erroneously as can.

## Comprehension of can and can't - an experimental study

## Method

## Participants

A total of 127 participants took part in our experiment, divided over four listener groups. Thirty-six Canadian native speakers of English ${ }^{3}$ ( 24 female, mean age 19.78 years, $S D=1.80$ ) and 21 native speakers of Mandarin-Chinese (14 female, mean age 20.05 years, $S D=1.94$ ) from the participants pool of the Department of Linguistics, University of Alberta received course credit for their participation. Forty native speakers of Spanish (18 female, mean age 21.93 years, $S D=2.27$ ) were recruited at the Escuela Técnica Superior de Ingenieros de Telecomunicación of the Universidad Politécnica de Madrid. Thirty native speakers of Dutch ( 20 female, mean age 20.50 years, $S D=1.65$ ) were recruited from the participants pool of the Max Planck Institute for Psycholinguistics in Nijmegen, the Netherlands. The Spanish and Dutch participants received a small financial reward for their participation.

We assessed all participants' proficiencies with the LexTALE task (Lemhöfer \& Broersma, 2012). Although this is a visual lexical decision task focusing on vocabulary knowledge, it has been shown to correlate substantially with a general proficiency measure (Lemhöfer \& Broersma, 2012), and therefore provides some insight in the participants'

[^7]proficiency levels. A linear regression model revealed that the LexTALE scores differed between all listener groups, with the native speakers of English having the highest and the Mandarin-Chinese speakers of English the lowest LexTALE scores (see Table 4.5).

The statistical analyses that we present in our results section are based on all participants. In order to investigate whether differences between the Dutch and Spanish listeners were only caused by differences in proficiency or by their L1 background as well, we also ran all models on a subset of the participants. This subset included the 23 Spanish listeners with the highest LexTALE scores and the 20 Dutch listeners with the lowest LexTALE scores, together with a random selection of 20 native English listeners and all 21 Mandarin-Chinese listeners. The mean LexTALE score of the Spanish listeners was significantly higher than that of the Dutch listeners in the subset (see Table 4.5). Importantly, the statistical analyses on the full dataset and on this subset yield similar results, which means that the effects reported below also hold for Spanish and Dutch listeners with similar LexTALE scores.

Table 4.5
Results of two linear regression models predicting LexTALE scores on the basis of listener group. We created a model for our full dataset and a model for a subset in which the LexTALE scores of the Spanish and Dutch listener groups were closer to each other.

|  | Full dataset |  | Subset |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Predictor $^{\text {a }}$ (Dutch listeners) | $\beta$ | $t$ | $p$ | $\beta$ | $t$ | $p$ |
| Intercept $^{\text {(Disoup (Spanish) }}$ | 75.83 | 835.12 | $<.001$ | 71.25 | 606.13 | $<.001$ |
| Listener group $^{\text {Listener group (Mandarin-Chinese) }}$ | -8.05 | -19.29 | -136.28 | $<.001$ | 1.14 | 7.10 |
| $<.001$ |  |  |  |  |  |  |
| Listener group (Native English) | 14.65 | 119.17 | $<.001$ | -14.70 | -89.51 | $<.001$ |

${ }^{a}$ The intercept represents Dutch listeners. This allows us to check for differences between the Dutch and the Spanish listeners, as well as between the Dutch and the native English listeners. If both these differences are significant, for the full dataset we may safely assume that the Spanish listeners' mean LexTALE score also differed from the native English listeners' mean LexTALE score.

## Materials

The stimuli in the perception experiment all contained tokens of can or can't from the corpus study. We presented these tokens in their immediate context taken from the corpora: one preceding and one following word (e.g. I can't remember, you can go). There were three criteria for the inclusion of a token. First, the preceding word should be a personal pronoun. Secondly, the following word should occur at least once in the experiment in combination with a full and once with a reduced token of can't. Thirdly, each following word in the experiment should be pronounced by an American and a Spanish speaker at least once.

Three types of stimuli were included (see Table 4.6). All 93 word trigrams with reduced can't (i.e. that were phonetically transcribed without $/ t /$, while the orthographic transcriptions stated they were can't) that met the criteria were included (43 American English, 50 Spanish English), just as all 147 unreduced can't (with /t/) trigrams that met the criteria (99 American English, 48 Spanish English). We also included 218 can trigrams (123 American English, 95 Spanish English). Some following words occurred infrequently (i.e. between 1 and 15 times) in a trigram with can that matched the criteria; these were all included. A random selection of trigrams containing more frequent following words (i.e. be, 20; do, 53; get, 34; go, 34; say, 36; see, 34) was included. There were six different preceding words, which occurred between four and 185 times, and 29 different following words, which occurred between three and 53 times. The 193 Spanish L2 English stimuli were produced by 29 different speakers, and the 265 American L1 English stimuli by 35 different speakers.
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Table 4.6
Number of stimuli per stimulus type and per speaker L1 background.

| Stimulus type | American L1 English | Spanish L2 English | Total |
| :--- | :--- | :--- | :--- |
| Can | 123 | 95 | 218 |
| Unreduced can't (with $/ \mathrm{t} /$ ) | 99 | 48 | 147 |
| Reduced can't (without $/ \mathrm{t} /$ ) | 43 | 50 | 93 |
| Total | 265 | 193 | 458 |

We verified in a pretest whether the reduced can't tokens had been correctly orthographically transcribed as can't. Eight native speakers of English were presented with the orthographic transcriptions of the context (i.e. 25 preceding and 25 following words for Buckeye tokens; eight preceding and eight following chunks for NCSE tokens) of all 93 reduced tokens of can't and of 50 randomly selected can stimuli in randomized order. The participants were asked to indicate whether they thought can or can't fit the given context best. We found that for 79 of the 93 reduced tokens of can't at least six participants agreed on can't, which we accepted as sufficient. For the remaining 14 cases, we created sound files of about 30 seconds long, from about 22 seconds before to about eight seconds after the token of can't. A ninth, phonetically trained, native listener of English evaluated these sound files and confirmed that can't had been uttered in each case.

We resampled the Buckeye stimuli from 16000 Hz to 44100 Hz so that they matched the sampling frequencies of the NCSE stimuli. Then, we normalized all stimuli in amplitude.

We pseudo-randomized the stimuli of each corpus six times, ensuring that no more than two stimuli of the same type followed each other. Each corpus list was divided into two blocks. We combined the corpus lists into 36 experiment lists containing each possible combination of corpus lists. We varied the order in which the four blocks were presented, such that in some lists the American and Spanish English blocks alternated, while in other lists the two American and the two Spanish English blocks followed each other.

Each experiment list was preceded by the same six familiarization trials in the same order for every participant. These familiarization trials were trigrams, containing clear tokens
of can or can't that were also in the corpus study. The trigrams that served as familiarization trials could not be used as stimuli because they did not meet all inclusion criteria.

Figure 4.2 shows the mean word and phone durations of the can and can't tokens in the stimuli. These are similar to the durations we found in the corpus study and, again, suggest that Spanish L2 English reduced tokens of can't are more ambiguous than the American L1 English reduced tokens of can't.


Figure 4.2
Mean durations (in ms) of can, reduced can't and unreduced can't, and of their phones other than t , in the American L1 English stimuli (top) and the Spanish L2 English stimuli (bottom).

We also presented each unique trigram once orthographically together with its positive or negative counterpart (e.g. I can go and I can't go) in a rating study that provided a relative frequency rating of each unique trigram from each participant. Ninety-eight unique trigrams were included in the experiment in one of seven randomized lists.

## Procedure

Participants were tested in a sound-attenuated booth. The experiment consisted of three parts: an auditory comprehension part, a frequency rating part and a proficiency assessment part.

For the auditory comprehension part, participants received instructions on the screen, which read that they were going to hear short audio fragments, but not that they would hear native and non-native English. They were asked to indicate after each fragment whether the second word was can or can't and to do so as quickly and as accurately as possible. Participants gave their answers by means of button presses on a button box (can-responses with the dominant hand). They listened to the auditory stimuli through headphones. A trial contained one stimulus: participants saw a fixation cross during 400 ms on the middle of the screen, which was followed by a 200 ms pause before the stimulus was played. After the participant's button press, or 3650 ms after stimulus onset if the participant did not press a button, another 200 ms pause followed before the start of the next trial. Participants took a short break at the end of each block. The auditory comprehension part lasted about 20 minutes.

In the second part of the experiment, each participant estimated the relative frequency of occurrence in English of each trigram in the auditory comprehension part. Trigram pairs were orthographically presented on the screen on a seven point scale with the trigram with can (e.g. I can remember) on the left end and the trigram with can't (e.g. I can't remember) on the right end. The instructions were: "please indicate which of the two occurs more frequently in English". Participants used the 1-7 keys at the top of a keyboard, in order to indicate how frequently they thought that the positive trigram occurs in English relative to the negative trigram, and vice versa. If, for example, a participant typed a ' 7 ', the positive trigram (e.g. I can remember) received a score of ' 1 ' and the negative trigram (e.g. I can't remember) received a score of ' 7 ', which means that the participant estimated that can never,
but only can't occurs in the given context in English. There was no time limit and the next trial appeared on the screen upon the participant's button press. This part consisted of two blocks and participants took a short break between the two. The frequency rating task lasted about 20 minutes.

The third part of the experiment consisted of the LexTALE task (Lemhöfer \& Broersma, 2012), a visual lexical decision task. It consists of three familiarization items, 40 real English words and 20 non-words that are orthographically legal and pronounceable in English. Participants gave their answers by means of button presses on a button box (yes-responses with the dominant hand). There was no time limit and the next trial appeared on the screen upon the participant's button press. The LexTALE task took approximately 5 minutes.

## Statistical analyses

We compared listener groups' accuracies by means of logistic mixed effects models with the binomial link function. We tested for fixed effects of three predictors of interest and the interactions between the three: listener group, stimulus type and corpus. As a control variable, we also included the relative frequency rating of each trigram as indicated by the given participant. Furthermore, we tested for three random factors: participant, speaker of the stimulus and stimulus.

We tested for more fixed control predictors (e.g. proficiency, trial number, stimulus duration), but in the final models that we report below these are not included for the following reasons. First, and most importantly, none of the additions impacted the effects of the predictors of interest to such an extent that we would have come to different conclusions. In other words, the effects of all predictors of interest were sufficiently strong to remain significant, also in the presence of other predictors. Secondly, we wanted to avoid the risk of
over-fitting the models to our specific dataset, which would decrease the generalizability of our findings. Thirdly, since the addition of predictors had no impact on the effects of the predictors of interest, the models including a large number of predictors and interactions were unnecessarily complex, which needlessly complicated their interpretation. Lastly, the R statistical package (R Core Team, 2014) provided warning messages for some models including additional predictors, stating that it failed to produce a reliable model.

Fixed effects and interactions were only included in a model if they were statistically significant ( $p<.05$ ). Random factors were only included if they significantly improved the model, which was tested by means of likelihood ratio tests. We established the random structure based on a simple model including only listener group as fixed factor before we added more fixed factors.

In order to investigate the existence of interlanguage speech intelligibility benefits, we also compared response accuracies on the American and Spanish English stimuli within each listener group. These analyses were carried out by means of logistic mixed effects models with the binomial link function. We ran twelve separate models (one for each of the three stimulus types within each of the four listener groups). In each model, response accuracy was the dependent variable. We tested for one fixed predictor, corpus, and three random factors: subject, speaker of the stimulus and stimulus. We applied Bonferroni correction for multiple tests. Only those effects with a $p<.004$ were considered significant.

## Results

Figure 4.3 shows the mean accuracies of the four listener groups on the three stimulus types from each corpus. It clearly shows that can't without /t/ may lead to ambiguity. If we average over the American and Spanish English reduced tokens of can't and over all listener groups, can't was incorrectly perceived as can in $46 \%$ of the trials. That being said, there are clear
differences between the American and Spanish English stimuli. All listener groups, except for the Mandarin-Chinese listeners, performed at chance level on the Spanish English reduced tokens of can't. The Mandarin-Chinese listeners seem to have relied most heavily on the absence of $/ t /$, since they were biased towards can. On the American English reduced tokens of can't, the Spanish and Mandarin-Chinese listeners performed at chance level, whereas the Dutch listeners were incorrect in $30 \%$ of the trials. The native listeners performed most accurately, but still incorrectly perceived reduced can't as can in $15 \%$ of the trials.

Another result that catches the eye is that, while the other three listener groups generally comprehended the American English stimuli more accurately than the Spanish English stimuli, this was not the case for the Spanish listeners. They found can and unreduced can't more comprehensible in Spanish English than in American English. Interestingly, however, the Spanish English reduced tokens of can't were as incomprehensible to them as the American English reduced pronunciations of can't. In other words, when it comes to comprehending reduced speech, the Spanish listeners did not seem to benefit from their shared L1 with the Spanish speakers of English in the corpus.


Figure 4.3
Proportions of incorrect responses to the can and can't stimuli; split by corpus, stimulus type and listener group.

We first performed statistical analyses on the full dataset. Table 4.7 presents our final model in an analysis of deviance table, produced by the Anova function from the Car package (Fox \& Weisberg, 2011) for R. We found fixed effects of listener group, stimulus type, corpus and frequency rating. We also found several interactions, including a three-way interaction between listener group, stimulus type and corpus. To further explore these interactions, we performed additional analyses on subsets of our data split by stimulus type.

Table 4.7
Analysis of deviance table (Type II Wald chi-square tests) for the fixed effects in our final overall model predicting the accuracy of participants' responses.

| Fixed effects | $\chi^{2}$ | $D f$ | $p$ |
| :--- | :--- | :--- | :--- |
| Listener group | 228.19 | 3 | $<.001$ |
| Stimulus type | 194.89 | 2 | $<.001$ |
| Corpus | 5.17 | 1 | $<.05$ |
| Relative frequency rating | 66.23 | 1 | $<.001$ |
| Listener group x Stimulus type | 550.99 | 6 | $<.001$ |
| Listener group x Corpus | 769.68 | 3 | $<.001$ |
| Stimulus type x Corpus | 34.32 | 2 | $<.001$ |
| Listener group x Stimulus type x Corpus | 48.46 | 6 | $<.001$ |

Participants' accuracy on reduced can't stimuli

Table 4.8 shows the final model for the accuracies on the reduced can't stimuli. The interaction between listener group and corpus shows that listener groups' mean accuracies differ for Spanish English and American English stimuli. In order to investigate this in more detail, we split the reduced can't data by corpus.

Table 4.8
Statistical model for the accuracy of participants' responses to reduced can't stimuli. The intercept represents native English listeners, listening to stimuli from the Buckeye Corpus.

| Fixed effects | $\beta$ | $z$ | $p$ |
| :--- | :--- | :--- | :--- |
| Intercept | 1.68 | 9.68 | $<.001$ |
|  |  |  |  |
| Listener group (Dutch) | -0.93 | -6.17 | $<.001$ |
| Listener group (Spanish) | -1.86 | -13.32 | $<.001$ |
| Listener group (Mandarin-Chinese) | -1.77 | -10.75 | $<.001$ |
| Corpus (NCSE) | -2.14 | -11.21 | $<.001$ |
| Frequency rating | 0.05 | 3.77 | $<.001$ |
|  |  |  |  |
| Listener group (Dutch) x Corpus (NCSE) | 0.88 | 7.06 | $<.001$ |
| Listener group (Spanish) x Corpus (NCSE) | 1.90 | 16.40 | $<.001$ |
| Listener group (Mandarin-Chinese) x Corpus (NCSE) | 1.49 | 10.89 | $<.001$ |

Separate analyses of the Spanish reduced can't stimuli showed that the native English listeners performed as well as the Spanish and the Dutch listeners, and only performed more accurately than the Mandarin-Chinese listeners ( $\beta=0.33, z=2.07, p<.05$ ). An analysis with the Mandarin-Chinese listeners on the intercept showed that they were also outperformed by the Spanish listeners $(\beta=0.37, z=2.43, p<.05)$, but not by the Dutch listeners.

Separate analyses of the American English stimuli showed that the native English listeners performed more accurately than all three non-native listener groups ( $\beta_{N L}=-0.93$, $\left.z=-5.38, p<.001 ; \quad \beta_{S P}=-1.89, \quad z=-11.83, p<.001 ; \quad \beta_{C H}=-1.76, \quad z=-9.30, \quad p<.001\right)$. Running the same model with the Dutch listeners on the intercept revealed that the Dutch listeners performed more accurately than the Spanish $(\beta=0.96, z=5.99, p<.001)$ and the Mandarin-Chinese $(\beta=0.83, z=4.40, p<.001)$ listeners. The same model with the Mandarin-Chinese listeners on the intercept showed that the Spanish and Mandarin-Chinese listeners did not differ from each other.

## Participants' accuracy on unreduced can't stimuli

Table 4.9 shows the final model for the accuracies on the unreduced can't stimuli. Again, we found an interaction between listener group and corpus and therefore split the data by corpus.

Table 4.9
Statistical model for the accuracy of participants' responses to unreduced can't stimuli. The intercept represents native English listeners, listening to stimuli from the Buckeye Corpus.

| Fixed effects | $\beta$ | $z$ | $p$ |
| :--- | :--- | :--- | :--- |
| Intercept | 3.36 | 16.33 | $<.001$ |
|  |  |  |  |
| Listener group (Dutch) | -1.16 | -5.83 | $<.001$ |
| Listener group (Spanish) | -2.74 | -14.91 | $<.001$ |
| Listener group (Mandarin-Chinese) | -3.00 | -14.02 | $<.001$ |
|  |  |  |  |
| Corpus (NCSE) | -1.01 | -3.68 | $<.001$ |
|  |  |  |  |
| Listener group (Dutch) x Corpus (NCSE) | 1.29 | 7.95 | $<.001$ |
| Listener group (Spanish) x Corpus (NCSE) | 2.06 | 14.49 | $<.001$ |
| Listener group (Mandarin-Chinese) x Corpus (NCSE) | 1.43 | 9.25 | $<.001$ |

Analyses of only the Spanish English unreduced can't stimuli revealed that the Dutch and the native English listeners performed equally accurately, and more accurately than the Spanish $(\beta=-0.68, z=-3.42, p<.001)$ and Mandarin-Chinese $(\beta=-1.62, z=-6.96, p<.001)$ listeners. Running the same model with the Spanish listeners on the intercept showed that the Spanish listeners outperformed the Mandarin-Chinese listeners ( $\beta=0.93, z=4.20, p<.001$ ).

Separate analyses of the American English stimuli showed that the native English listeners performed more accurately than all three non-native listener groups ( $\beta_{N L}=-1.17$, $\left.z=-5.50, p<.001 ; \beta_{S P}=-2.77, z=-14.17, p<.001 ; \beta_{C H}=-3.03, z=-13.31, p<.001\right)$. An additional analysis with the Dutch listeners on the intercept revealed that the Dutch listeners performed more accurately than the Spanish $(\beta=1.60, z=8.33, p<.001)$ and the MandarinChinese ( $\beta=1.86, z=8.73, p<.001$ ) listeners. The same analysis with the Spanish listeners on the intercept revealed that the Spanish and the Mandarin-Chinese listeners performed equally accurately.

## Participants' accuracy on can stimuli

Table 4.10 shows the final model for the response accuracies to the can stimuli. Again, we found an interaction between listener group and corpus and therefore split the data by corpus.

Table 4.10
Statistical model for the accuracy of participants' responses to can stimuli. The intercept represents native English listeners, listening to stimuli from the Buckeye Corpus.

| Fixed effects | $\beta$ | $z$ | $p$ |
| :--- | :--- | :--- | :--- |
| Intercept | 2.72 | 19.93 | $<.001$ |
| Listener group (Dutch) | -1.08 | -6.70 | $<.001$ |
| Listener group (Spanish) | -2.09 | -14.09 | $<.001$ |
| Listener group (Mandarin-Chinese) | -0.91 | -5.12 | $<.001$ |
| Corpus (NCSE) | -1.22 | -9.68 | $<.001$ |
| Frequency rating | 0.03 | 3.04 | $<.01$ |
|  |  |  |  |
| Listener group (Dutch) x Corpus (NCSE) | 0.74 | 7.39 | $<.001$ |
| Listener group (Spanish) x Corpus (NCSE) | 1.52 | 16.67 | $<.001$ |
| Listener group (Mandarin-Chinese) x Corpus (NCSE) | 0.49 | 4.48 | $<.001$ |

Separate analyses of the Spanish English stimuli showed that the native English listeners performed better than all non-native listener groups $\left(\beta_{N L}=-0.36, z=-2.41, p<.05\right.$; $\left.\beta_{S P}=-0.59, z=-4.28, p<.001 ; \beta_{C H}=-0.42, z=-2.59, p<.01\right)$. Running the model again with the Dutch listeners on the intercept showed that the accuracies of the three non-native listener groups did not differ from each other.

Separate analyses of the American English stimuli showed that, again, the native English listeners outperformed all non-native listener groups $\left(\beta_{N L}=-1.13, z=-6.11, p<.001\right.$; $\left.\beta_{S P}=-2.16, z=-12.65, p<.001 ; \beta_{C H}=-0.95, z=-4.66, p<.001\right)$. The same analysis with the Dutch listeners on the intercept revealed that the Dutch and Mandarin-Chinese listeners performed equally accurately, and were more accurate than the Spanish listeners $(\beta=-1.03$, $z=-6.01, p<.001)$.

## Interlanguage speech intelligibility benefit

For further inspection of the three way interaction in our full dataset, we also split the data by listener group, in order to investigate for each group whether the listeners showed matched or mismatched interlanguage speech intelligibility benefits (see Bent \& Bradlow, 2003; Stibbard
\& Lee, 2006). We compared the accuracies on the Spanish English and the American English trials for each listener group and each stimulus type separately (see Table 4.11).

Unsurprisingly, the native English listeners performed more accurately on American English than on Spanish English stimuli, regardless of the stimulus type. The Spanish listeners' accuracies were as high for Spanish English as for American English can and reduced can't tokens, but higher for Spanish English than for American English unreduced can't tokens. The Dutch and Mandarin-Chinese listeners performed less accurately on the Spanish English than on the American English reduced can't tokens, but equally accurately on the unreduced can't tokens from both corpora. They differed for the can tokens, on which the Dutch listeners performed as accurately on the Spanish English as on the American English tokens, while the Mandarin-Chinese listeners performed more accurately on the American than on the Spanish English tokens.

Table 4.11
Results of the linear mixed effects models predicting accuracies for each listener group and each stimulus type separately. Only effects with p-values below .004 were considered significant; cells that contain exact p-values represent non-significant effects. A positive $\beta$ means that listeners performed more accurately on the American English than on the Spanish English stimuli.

| Listener group | Stimulus type Reduced can't |  |  | Unreduced can't |  |  | Can | $z$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\beta$ | $z$ | $p$ | $\beta$ | $z$ | $p$ |  |  |  |
| Native English | 2.52 | 8.32 | <. 001 | 1.25 | 3.12 | <. 004 | 1.24 | 6.44 | <. 001 |
| Spanish | 0.21 | 1.27 | . 20 | -0.99 | -4.40 | $<.001$ | -0.33 | $-2.62$ | 0.009 |
| Dutch | 1.42 | 4.98 | <. 001 | -0.50 | -1.25 | 0.21 | 0.45 | 2.69 | 0.007 |
| Mandarin-Chinese | 0.65 | 3.78 | <.001 | -0.39 | -2.00 | . 05 | 0.80 | 6.57 | <. 001 |

## Discussion and conclusions

Spanish English reduced can't trials were very ambiguous to all listener groups. Native English, Spanish and Dutch listeners comprehended can just as often as can't, while the Mandarin-Chinese listeners were biased towards can. The latter group of listeners apparently relied more on the presence or absence of /t/ than the other groups. This may be explained by
the absence of consonant clusters in their L1 (see e.g. Bent et al., 2007; Chang, 2001): since Mandarin-Chinese listeners are relatively unaccustomed to consonant clusters, they may have been reluctant to reconstruct a consonant cluster when the speech signal did not contain such a cluster (see also Mitterer \& Tuinman, 2012; Mitterer et al., 2008). The same may have been true for the Spanish listeners, since their mother tongue also has fewer consonant clusters than English (see e.g. Coe, 2001). The fact that, nevertheless, the Spanish listeners performed more accurately than the Mandarin-Chinese listeners on the Spanish English reduced can't tokens may be due to their higher proficiencies.

The other stimulus types, including American English reduced can't, showed a different but rather consistent pattern. The native English listeners generally outperformed non-native listeners. They also coped well with the absence of $/ \mathrm{t} /$ from can't in their native tongue, as was expected based on Pitt's (2009) and Sumner and Samuel's (2005) findings.

The Dutch listeners were more accurate than the other non-native listeners on the American English reduced can't trials and on American and Spanish English unreduced can't trials. The fact that the Dutch listeners coped relatively well with the absence of $/ \mathrm{t} / \mathrm{in}$ American English reduced can't tokens may be due to the fact that $/ \mathrm{t} /$-reduction is also frequent in Dutch (e.g. Hanique et al., 2013; Mitterer \& Tuinman, 2012). Moreover, the Dutch listeners' exposure to (American) English, which is abundant on Dutch television and radio, may have played a role in their comprehension of English in general. Both these types of experience may have helped them cope well with linguistic variation, including (Spanish) accented English and variation in the realization of /t/ in American English can't, with which the Spanish and Mandarin-Chinese listeners may have had difficulties.

The Dutch listeners did not outperform the Spanish and Mandarin-Chinese listeners on Spanish English can tokens, and only the Spanish listeners on American English can tokens. The Mandarin-Chinese listeners' accuracies on American English can stimuli may
have benefited from their reliance on $/ \mathrm{t} /$ as the most important cue to decide whether can or can't was said: since no /t/ was present in the speech signal, they correctly perceived can to the same degree as the Dutch listeners.

We not only investigated differences between the four listener groups, but also compared the accuracies on the Spanish English and the American English trials for each listener group separately. Unsurprisingly, we found that native English listeners comprehended American English more accurately than Spanish English, regardless of the stimulus type. This is in line with Bent and Bradlow's (2003) and Stibbard and Lee's (2006) results.

Next, we found evidence for a matched interlanguage speech intelligibility benefit, based on the stringent definition of a benefit put forward by Stibbard and Lee (2006), but only for unreduced can't tokens: Spanish listeners comprehended Spanish English unreduced can't tokens more accurately than American English unreduced can't tokens.

We found no evidence for a mismatched interlanguage speech intelligibility benefit. The Dutch and the Mandarin-Chinese listeners never performed more accurately on the Spanish English than on the American English stimuli. Since no beneficial effect is found for can and unreduced can't tokens, and even a detrimental effect is found for reduced can't tokens, it remains questionable whether a mismatched interlanguage intelligibility benefit really exists (see also Stibbard \& Lee, 2006).

## General discussion and conclusion

This chapter investigated $/ \mathrm{t} /$-reduction in $\operatorname{can}^{\prime} t$, both from a production and a comprehension point of view. First, we examined the pervasiveness of the absence of $/ \mathrm{t} /$ from can't in a corpus study of almost 500 tokens of can't produced by American native and Spanish nonnative speakers of English. This study revealed that $/ \mathrm{t} /$ is absent from can't rather often in

American English, namely in $33 \%$ of the tokens, and even more often in Spanish English, in $40 \%$ of the tokens. This finding is an addition to the growing body of research showing that reduction is a common phenomenon in both native and non-native speech (see e.g. Ernestus \& Warner, 2011; Johnson, 2004).

Furthermore, our corpus analyses indicated that Spanish L2 users of English reduce more often in informal than in formal speech, which is in line with previous findings for native speech (see e.g. Warner \& Tucker, 2011; Ernestus et al., 2015). Our study is the first, to our knowledge, to provide within speaker evidence of the influence of the situational context on non-native speech reduction.

The fact that $/ t /$ is rather often absent from can't, may seem surprising, since the $/ t /$ in can't is a single segment morpheme. In line with Labov's (1972) work on /t/-reduction in American Black Vernacular English, which he found to be less frequent when /t/ was an inflectional morpheme than when it was non-morphemic, the /t/ in can't may be expected to not be absent so frequently. Losiewicz (1992) puts forward a similar claim, stating that morphemic /t/ (e.g. in tacked) is longer than non-morphemic /t/ (e.g. in tact). In contrast, Plag, Homann and Kunter's (2015) investigation of the realization of American English word final non-morphemic and morphemic $/ \mathrm{s} /$ (e.g. marker of plural, genitive or $3^{\text {rd }}$ person singular) shows the exact opposite: non-morphemic /s/ was longer than morphemic /s/. Our findings add to this debate, showing that even if the absence of word-final /t/ seems to lead to a word token with the exact opposite meaning, reduction of morphemic $/ \mathrm{t} /$ does occur, in both native English and non-native (Spanish) English speech.

We also investigated the durations of Spanish English and American English can, reduced can't (without $/ \mathrm{t}$ ) and unreduced can't (with / t /) tokens and of their phones. This analysis suggests that Spanish English realizations of can't are particularly ambiguous to listeners, because the durational cues in the Spanish English reduced can't tokens provide
conflicting cues. In addition to the absence of $/ \mathrm{t} /$, several cues suggest that can was said: the mean duration of can and reduced can't tokens are exactly the same, and the mean duration of the vowels in these tokens are also very similar. The $/ \mathrm{n} /$ in reduced can't tokens may point listeners in the direction of can't, since its mean duration is similar to the mean duration of $/ \mathrm{n} /$ in unreduced can't. The length of $/ \mathrm{k} /$ provides no clear information to help listeners choose between can and can't, because it is in between the mean durations of $/ \mathrm{k} /$ in can and unreduced can't.

In contrast, the American English reduced tokens of can't seem to provide durational cues that may help listeners to perceive can't rather than can. The mean durations of the phones in reduced can't tokens are very similar to those in unreduced can't tokens. The reduced can't tokens thus carry durational information pointing listeners towards can't, so /t/ may not be necessary to listeners for correct speech comprehension.

We tested whether Spanish English reduced tokens of can't are more ambiguous to listeners than American English tokens of can't in a comprehension experiment. The response accuracies of four different listener groups (native English, Spanish, Dutch and Mandarin-Chinese listeners) showed that there are indeed rather large differences between the Spanish and American reduced can't tokens. The Spanish English reduced tokens of can't were ambiguous to all listener groups: the native English, Dutch and Spanish listeners performed at chance level, while the Mandarin-Chinese listeners were even biased towards can.

The American English reduced tokens of can't showed a different picture. Native English and Dutch listeners, although to a lesser degree, rather accurately perceived can't, even though no /t/ was present in the speech signal. These listeners seem to have picked up on the durational cues carried by the other phones. In contrast, the Spanish and MandarinChinese listeners performed at chance level on the American English reduced can't tokens as
well. For them, the durational cues did not seem to provide enough evidence that can't was uttered. This is probably due to the fact that they are relatively unaccustomed to variability in vowel length, since their mother tongues show less of such variability (see e.g. Coe, 2001, for Spanish; Chang, 2001, for Mandarin-Chinese).

We are well aware that by explaining our results solely on durational cues, we may overlook more subtle acoustic cues that could be present in the speech signal, such as nasalization of the vowel and pitch. The differences in duration may in reality be a reflection of other types of acoustic information that are perceptually more relevant. Our study should be seen as a first step towards understanding the production and perception of can and can't in native and non-native speech. Future research could provide additional insight in the influence of fine phonetic detail in the production of can and can't and the role it plays in comprehension.

Our data also revealed that Spanish listeners benefited from their shared L1 with the Spanish speakers of the stimuli in the comprehension experiment, but only for Spanish English unreduced can't, which was comprehended more accurately than American English unreduced can't. Furthermore, we found no evidence for a mismatched speech intelligibility benefit (see also Stibbard \& Lee, 2006): the Dutch and Mandarin-Chinese listeners generally comprehended American English more accurately than Spanish English, or as accurately as Spanish English. Interestingly, there is no matched, nor a mismatched interlanguage speech intelligibility benefit for reduced can't tokens.

To conclude, /t/ is absent rather often from can't in both native and non-native speech, despite the fact that the risk of ambiguity is rather large when can't is pronounced without $/ \mathrm{t} /$. Our findings suggest that reduction by non-native speakers of English renders their speech particularly difficult to comprehend for other non-native and for native speakers of English. Therefore, those who are involved in international communication in English should be
aware that /t/ reduction in can't may have unexpected consequences. Doctors who are not native English speakers, for instance, are advised to clearly pronounce their consonant clusters when they tell patients what they can or cannot do with their medication. If can't is pronounced without /t/, they may risk being misheard, which could have severe consequences for their patients and for themselves, like in the case of the Greek doctor that we presented in the beginning of this chapter.


Summary and General Discussion

The studies presented in this thesis form a multidisciplinary investigation of non-native (Spanish) English speech produced in a formal and an informal speech situation in order to find out how the situational context affects lingua franca communication among non-native speakers of English.

All studies were (in part) based on the Nijmegen Corpus of Spanish English. In the following paragraphs I will first shortly recapitulate the compilation of this corpus and point out some of its methodological advantages. Then, I will shortly summarize the findings of the three main chapters in this thesis, and indicate how they contribute to the overall picture of non-native situational variation. Next, I will discuss the implications of my findings, and provide suggestions for future research.

## The Nijmegen Corpus of Spanish English

The Nijmegen Corpus of Spanish English (NCSE) includes 34 Spanish L2 speakers of English. All Spanish speakers first had an informal, peer to peer conversation (45 minutes, on average) with a Dutch confederate speaker who they were led to believe was just another participant in the project. The interlocutors spoke freely about everyday matters, such as the city of Madrid, travels and football.

Next, each Spanish speaker was interviewed about Spanish current affairs in a formal setting ( 25 minutes, on average) by a second Dutch confederate, who was introduced as a master's student working on a journalism graduation project, which would include interviews with both politicians and youngsters. Several changes were made to the situational context, in order to enhance the formality of the speech situation: both interlocutors wore formal clothing (see e.g. Slepian, Ferber, Gold \& Rutchick, 2015, for the effect of wearing formal clothing on thought processes), the relationship between the interlocutors was asymmetrical, the interviewers too behaved and spoke more formally (i.e. as if they were speaking with
their boss or a client), the topics were more serious and the interview was videotaped by a video camera that was clearly visible.

After the recordings, the Spanish speakers in the NCSE were asked to evaluate the naturalness of both speech situations. These evaluations showed that, although the speech was recorded in a sound attenuated booth, the Spanish speakers perceived the communication as being natural in both speech situations (i.e. over 4 on a 7-point scale), and that the naturalness of the peer to peer conversations $(M=6.19, \mathrm{SD}=1.13)$ was rated higher than that of the formal interviews $(M=5.31, \mathrm{SD}=1.09)$. The speakers were also asked to rate the formality of both speech situations. The interview was rated as more formal ( $M=5.47$, $\mathrm{SD}=1.42)$ than the peer to peer conversation $(M=3.62, \mathrm{SD}=1.89)$, which indicates that the manipulation of the formality of the speech situations was successful.

The NCSE holds a rather large amount of speech for every Spanish speaker in the two situational contexts (about 229,000 word tokens in total; 138,000 of which in 15 hours of informal speech, and 91,000 in 9.5 hours of formal speech). Thanks to the design of the corpus and its contents, within-speaker analyses of the same speakers in two different speech situations are possible. Consequently, generalizable claims may be made based on a fairly restricted number of speakers. Laboratory quality audio recordings are combined with video recordings, such that multimodal analyses of formal and informal communication may be carried out.

## Situational variation on three linguistic levels

In the three main chapters of the present thesis I focused on one modality, namely speech. I approached the speech data from three different perspectives in order to study the impact of the situational context on non-native speech on various linguistic levels: register variation, discourse management and pronunciation.

## Register variation

In Chapter 2, I investigated whether register variation, or situational variation, was observable between the two speech situations. I showed that the Spanish speakers laughed almost five times more often, produced almost five times more speech that overlapped with their interlocutors' speech, and inserted about three times more Spanish words in their English in the informal conversation than in the formal interview.

I also found differences with regard to the frequencies of occurrence of a number of linguistic features from Biber and colleagues' dimension of involved and informational language (Biber, 1988; Biber, Conrad \& Reppen, 1998). In general, the Spanish speakers' language use during the formal interviews was shown to be more adapted to explicit information transmission than the language use in the informal conversations. Four of the five informational features (nouns, prepositional phrases, attributive adjectives, long words) were found to be more frequent in formal than in informal speech; only the word type/word token ratio showed no difference between the two speech situations. The involved features showed a more diffuse picture: some were used more frequently during the informal conversations, as was expected (second person pronouns, the pronoun 'it', 'be' as a main verb), while others showed no difference (e.g. first person pronouns and demonstrative pronouns), which is probably due to the fact that both speech situations were face to face, oral interactions. Yet another group of involved features were used more frequently during the formal interviews, which was opposite to what was expected (private verbs, causative subordination, possibility modals and present tense verbs).

Interestingly, this latter group of linguistic features in particular reflects the Spanish L2 speakers' non-nativeness. Politically oriented discourse in Spanish is characterized by a high score on a second dimension that Biber, Davies, Jones and Tracy-Ventura (2006) have named 'spoken "irrealis" discourse', which is characterized by features such as subjunctive
and conditional verbs. These features can be used to express opinions or hypothetical situations (Biber et al., 2006). The Spanish speakers may have relied on knowledge about this specific type of discourse in their L1 during their formal, politically orientated interviews in the NCSE. However in English, since unlike in Spanish, features such as subjunctive verbs were not available to the speakers, who therefore made use of English linguistic features that they deemed appropriate to fulfil similar functions (e.g. private verbs, possibility modals).

The study presented in Chapter 2 was the first, to my knowledge, to adapt Biber and colleagues' (Biber, 1988; Biber et al., 1998) register variation perspective to investigate nonnative language. Methodologically, it has shown that an adaptation of Biber et al.'s (Biber, 1988; Biber et al., 1998) multidimensional approach results in a viable approach to study non-native, lingua franca communication.

## Discourse management

Chapter 3 presented an investigation of the influence of the situational context on non-native speakers' discourse management. More specifically, I examined which communication strategies the Spanish speakers used most frequently when they were faced with (potential) linguistic difficulties in English and whether some strategies were used more frequently in formal, and others in informal communication. First, I found that strategies that allow speakers to communicate their intended meaning without the help of their interlocutor were most frequently used, which I proposed to be governed by the speakers' protection of their positive face (Brown \& Levinson, 1987). Examples are circumlocutions such as "associations [breath] of of employers and and they they transmit to the government what the employers think" (for 'labor union'; M17 F 207-208) and "in the airplanes they have like a telephone like it is not a telephone it is like where the $s \mid-h m$ eh they have like something where they speak to the people of the of the plane" (for 'intercom'; M3_F_932-937), and
approximations such as "to buy smoke" (for 'cigarettes'; F17_I_360) and "my mother work in the minister" (for 'ministry; F1_I_50).

Secondly, I found that relatively informative and cognitively effortful strategies were more frequently used in formal than in informal speech, whereas relatively less informative and cognitively effortless strategies were used more often in informal than in formal speech. I explained this finding based on the least effort and cooperative principles (Grice, 1975; Poulisse, 1993), arguing that less effort was put into communication strategies in informal speech, and more cooperative behavior was shown in formal speech. Examples of relatively informative strategies are reformulation, as in "they are not eh they are not lose your they eh they do not lose your eh their job their job and" (M7_F_82-89) where the speaker wants to use the right pronouns even though the message seems clear at an early stage, and foreignizing, as in "the dictadure of Franco" (from Spanish dictadura, 'dictatorship'; M4_F_472), where the speaker tries to avoid code-switching by making the Spanish words more English like. Code switches, such as "you are very timida" (for 'shy'; F17_I_430), are the most striking example of relatively less informative and effortless strategies.

The study of communication strategy use in Chapter 3 contributes to both SLA and ELF research. Given the nature of the data in the NCSE I took a speaker oriented approach similar to that of SLA scholars, rather than an interaction oriented approach that is characteristic of ELF research. This perspective allowed for the creation of a new coding scheme that was based on SLA research, but that was tested on data that were not from language learners. The study shows that the communication strategies that were identified within the SLA paradigm are also used in real-life communicative settings. Furthermore, the new taxonomy that I proposed, which was firmly anchored in linguistic theory, was supported by my findings. Most importantly, the study reveals that the task effects that SLA scholars found based on classroom data (see e.g. Poulisse, 1993; Poulisse \& Schils, 1989)
reflect situational variation that also is apparent when non-classroom speech situations, i.e. not oriented towards language acquisition, with different degrees of formality are compared.

This comparative result is also the main contribution to the ELF literature, since my quantitative, comparative approach towards communication strategy use complements the qualitative, Conversation Analysis type of approach, which is typically chosen by ELF scholars. My findings show that ELF research can benefit from data from slightly controlled speech situations and the use of quantitative, comparative methods.

## Pronunciation

Chapter 4 investigated situational variation on a third linguistic level, that of pronunciation. I specifically looked at /t/-reduction in can't. I showed in a corpus study that the $/ \mathrm{t} / \mathrm{is}$ more often absent from can't in informal than in formal Spanish English (in 47\% and 34\% of the tokens, respectively). This is in line with the behavior of native speakers of different languages (see e.g. Warner \& Tucker, 2011, for American English; Ernestus, Hanique \& Verboom, 2015, for Dutch). I also compared American and Spanish English tokens of can't and found that the Spanish speakers of English produced can't more often without $/ \mathrm{t} /(40 \%$ of the tokens) than American speakers of English ( $33 \%$ of the tokens). Inspection of the word token and phone durations of can't tokens showed that when $/ \mathrm{t} /$ is absent from can't in American English, the phones that remain are much like the phones in can't with $/ \mathrm{t} /$, while in Spanish English, the phones in can't without /t/ are very similar to those in can, which potentially leads to ambiguity.

To investigate how this influences speech comprehension, I conducted an experiment with stimuli based on a subset of the can and can't tokens in the corpus study. Four listener groups were included: native English listeners, who generally deal well with reductions in native English, but possibly not in non-native English; Spanish listeners, who share their L1
with the Spanish speakers of the L2 stimuli; Dutch listeners, whose L1 is typologically close to English, but less so to Spanish; and Mandarin-Chinese listeners, whose language is typologically distant, but who generally share difficulties with consonant clusters in English with Spanish speakers of English (see e.g. Bent, Bradlow \& Smith, 2007; Chang, 2001).

The experimental results reveal the ambiguity of Spanish English can't when it is uttered without /t/: native English, Spanish and Dutch listeners performed at chance level, comprehending reduced can't about as often as can, while the Mandarin-Chinese listeners comprehended can in about $60 \%$ of the stimuli. The American English can't tokens without /t/ were much less ambiguous, at least to native English and Dutch listeners, who comprehended can't in about $15 \%$ and $30 \%$ of the cases, respectively, but still quite difficult to comprehend for Spanish and Mandarin-Chinese listeners, who performed at chance level.

Chapter 4 contributes to the field of phonetics in two major ways. First, it is among the first studies into non-native speech reduction. Secondly, it features a comprehension experiment with stimuli taken from stretches of spontaneous speech. The study shows that natural speech can be effectively used in comprehension experiments to enhance ecological validity. A third contribution of this study therefore is that it may help create bridges between traditionally distant disciplines such as the ELF paradigm and psycholinguistics.

## Three linguistic levels combined: effort and clarity

Together, the studies of three different linguistic levels reveal that situational variation exists in non-native, lingua franca English speech. Not only were the speakers in the NCSE conscious of a change in formality between the peer to peer conversation and the interview, this change was also reflected in their speech. Furthermore, the three studies show that the non-native English speakers consistently encoded more and more specific information on several linguistic levels in the formal speech situation than in the informal speech situation.

In Chapter 3, I proposed a continuum based on the least effort and cooperative principles inspired by Poulisse (1993) and Grice (1975) to explain differences in speakers' communication strategy use between the formal interviews and the informal, peer to peer conversations. The basic assumption underlying this continuum is that speakers are cooperative in order to get their message across, i.e. they do not purposely complicate the interpretation of their message, but that they also try to minimize cognitive effort where possible. The result is a trade-off between these conflicting principles. In line with Poulisse (1993), I argued that relatively more informative and more effortful strategies are used more frequently in formal speech situations than in informal speech situations, because of a more stringent need to convey information. In contrast, since stakes are generally lower in casual, peer to peer conversations, speakers use relatively less informative and less effortful strategies more frequently in informal than in formal speech. My findings based on the NCSE reflect this trade-off.

I posit that a similar reasoning can account for the findings in Chapters 2 and 4. First, from a register variation point of view, when speakers opt for a dense way of information presentation, this requires more cognitive effort than when they would talk in a casual way. For example, prepositional phrases modifying nouns can be argued to be cognitively costly, and are used more often during the formal interviews than during the informal conversations. In contrast, replacing noun phrases by 'it', for instance, is relatively effortless, and occurs more often in the peer to peer conversations than in the interviews. Secondly, on the level of pronunciation a similar pattern is observable: the absence of $/ \mathrm{t} /$ from can't is more frequent in informal than in formal speech, suggesting that less effort is put into pronunciation during the informal conversations than during the formal interviews.

In short, my findings show that during the formal interviews, the Spanish speakers of English were inclined to produce more informative language on all three linguistic levels.

The situational context led them to being more focused on the need to communicate their intended meaning. Consequently, the speakers put more effort into linguistically encoding their intended message in order to enhance the probability that the meaning is successfully communicated to their interlocutor.

Theories that propose conflicting, speaker-oriented and listener-oriented principles have been put forward in several disciplines. For example, Horn's neo-Gricean dualistic model of implicature (see e.g. Horn, 2005), which was developed in the field of pragmatics, reflects a very similar line of thought. Horn argues that two opposing principles favor either the speaker or the hearer in speech production. The Q principle ('Say enough') dictates that a speaker should provide sufficient informative content for the hearer to understand the utterance, while in contrast, the R principle ('Don't say too much') dictates that a speaker should say just enough for the utterance to be understood (Horn, 2005; see Carston, 2005, and Levinson, 2000, for different perspectives). In the field of phonetics, Lindblom's (1983, 1990) H\&H theory proposes a comparable continuum ranging from hyper- to hypospeech, where hyperspeech is clearly articulated speech that is relatively costly in terms of energy use, and hypospeech is economically produced, but possibly less clear speech. Speakers are argued to take into account characteristics of the ongoing discourse in order to provide sufficient phonetic contrast in their speech signal such that it allows for lexical access in listeners.

The multidisciplinary approach in this thesis has resulted in a collection of findings that together support two major conclusions. First, theories such as Horn's (2005) dualistic model of implicature and Lindblom's $(1983,1990)$ H\&H theory that have been developed in different disciplines can be said to reflect a general theory of economy and of cooperation in communication. The speakers in my studies show language behavior that is generally more
economical in informal speech situations, and more cooperative in formal speech situations. Importantly, this is reflected simultaneously on three different linguistic levels.

Secondly, while Horn's (2005) and Lindblom's (1983, 1990) theories have been developed based on native speech, my studies have shown that speakers also take into account the situational context when they use their L2, and that the situational context codetermines the position they take on the continuum ranging from effortless to effortful language production. Non-native speakers too show more economical language behavior in informal situations, compared to formal speech situations. My results therefore provide additional evidence that, outside the classroom, L2 speakers of English are above all L2 users, rather than L2 learners. It can be argued that if non-native speakers' primary objective would be to acquire perfect English, they would at any time spend as much cognitive effort as possible in order to get it 'right', i.e. to match native norms in terms of grammar, vocabulary and pronunciation, for instance. Instead, my findings show that L2 users behave somewhat more leniently in informal than in formal speech, as do native speakers.

## Future research

The choices that I made when I compiled the Nijmegen Corpus of Spanish English, in particular to include confederate speakers and to record Spanish and Dutch speakers of English, have had an impact on the analyses carried out in this thesis. I posit that, despite the presence of confederate speakers, the data in the NCSE were natural enough to be representative of real-life speech situations, and hence are a valuable addition to existing corpora. Nevertheless, an important next step, notably for ELF scholars who might question the naturalness of the data in the NCSE due to the presence of confederate speakers, may be to conduct within speaker, comparative studies of situational variation based on naturally occurring speech from different communicative settings. Real-life speech situations with different degrees of formality that involve (approximately) the same participants may provide
the data necessary for such an undertaking. Examples are business meetings versus organizational lunches, or scientific discussions at a conference versus the welcome reception, or a dinner, at the same conference. Such data may be less suitable for analyses of pronunciation due to the lack of control over background noise, but for the study other linguistic levels, a corpus holding naturally occurring speech involving the same speakers in different speech situations, could be a valuable addition to the field of ELF investigations.

Alternatively, my work, which had a clear comparative component, may have paved the way for the investigation of non-native register variation following Biber et al.'s (Biber, 1988; Biber et al., 1998) multidimensional, factor analysis approach more closely. In Chapter 2, I only focused on one dimension, the involved versus informational dimension, which Biber and colleagues' identified as the most prominent dimension of register variation in English (Biber, 1988; Biber et al., 1998) and Spanish (Biber et al., 2006). I have shown that such a narrower focus on register variation is an interesting approach towards non-native speech. However, multidimensional analyses of non-native English speech could further our knowledge on non-native register variation. Such studies may reveal whether similar or different dimensions are identified compared to the various native languages for which multidimensional analyses have already been carried out, such as English, Spanish and Korean. While multidimensional analyses have also been carried out for several native varieties of English (Xiao, 2009), for native and non-native academic writing (Cao \& Xiao, 2013) and for L2 Spanish writing (Asención-Delaney \& Collentine, 2011), no study has been undertaken to analyze non-native (English) speech. Existing ELF corpora such as the VOICE corpus (Seidlhofer, 2010) and the ELFA corpus (Mauranen, Hynninen \& Ranta, 2010), which include a range of different speech situations, might form a good starting point for such an endeavor. I have argued why these corpora may be less suitable for comparative studies, given the large variability in speakers involved in different speech situations, for example,
but these drawbacks may be less important for the multidimensional approach based on factor analyses.

My choice to include Spanish and Dutch speakers of English, instead of speakers with other language backgrounds, was in part based on practical considerations, such as the small probability that Spanish and Dutch speakers (at least the Dutch speakers involved in the recordings of the NCSE) could rely on each other's language for communication. However, more importantly, there were also linguistic differences, in particular when it comes to pronunciation, between Spanish on the one hand, and Dutch and English on the other hand, which made this combination of languages a relevant one to investigate.

For example, the NCSE was particularly suitable to study Spanish speakers' /t/reduction in English can't. This word-final /t/-reduction was especially interesting due to Spanish speakers' general difficulties with consonant clusters (see e.g. Coe, 2001). Nonnative speakers with other L1 backgrounds may transfer different reduction patterns from their L1s into their L2 English speech. Therefore, an investigation of speech reductions produced by non-native users of English with different L1 backgrounds, both in can't and in other contexts, will provide more insight in speech production and comprehension by other non-native users of English. Such investigations will also complement previous research that focuses on ELF pronunciation (see Jenkins, Cogo \& Dewey, 2011, for an overview) and may find that the potential harmful nature of reductions in non-native speech may be moderated by non-native listeners' L1 (see e.g. Mitterer, Yoneyama \& Ernestus, 2008; Mitterer \& Tuinman, 2012): a given L1 background may help listeners cope well with certain types of speech reductions, in particular the ones that they are familiar with, while other types of reductions may be more problematic.

The studies of the other linguistic levels in this thesis may also very well be carried out with other non-native speakers of English to provide a more complete picture of non-
native situational variation. Future research could, for instance, include comparative analyses that are similar to those in Chapter 2, based on Biber and colleagues' work (Biber, 1988; Biber et al., 1998) with non-native English speakers of different L1 backgrounds, in order to examine whether they too use some linguistic features in a way that is comparable to native speakers of English, while at the same time showing influences from their L1 on their use of other linguistic features. Speakers with different L1s may also use particular communication strategies more or less frequently, for example because the typological relation between English and their L1 allows for code-switches to be more or less easily understood by interlocutors.

Possibly, some details may be different with other combinations of L1s, but I believe that the main conclusion, namely that informal speech carries less and less specific information than formal speech on several linguistic levels, could also have been drawn based on speech produced by other non-native speakers, with different L1 backgrounds. In other words, although further research would need to confirm this, I believe that the Spanish speakers in my thesis represent non-native speakers of English in general, at least when it comes to register variation and the ways in which this situational variation reflects both characteristics of native English and characteristics that reveal the speakers' non-nativeness.

Future research may also investigate non-native situational variation in a modality that I have left unstudied in my thesis, namely that of gestures. This avenue of research could benefit from the data in the NCSE. The non-native speakers' gestural behavior in both an informal and a formal speech situation may be compared in a within-speaker design. Such studies would complement the work on the speech modality, in particular on the discourse management and phonetic levels. On the phonetic level, for instance, reduced speech may be more easily understood by interlocutors when gestures and other non-verbal communication provide additional cues for the correct understanding of the utterances.

In instances of linguistic difficulty, for example, non-native speakers may benefit greatly from non-verbal communication, both gestures and head or eye movements (see e.g. Gullberg, 2008, on L2 users' gestural behavior; and Wagner, Malisz \& Kopp, 2014, for a general overview of the interaction between gestures and speech). Gestures may serve different functions, as is illustrated by two examples from the NCSE. One speaker could not find the word 'cybercafe', so she used a circumlocution to describe it, "a place like a shop when you go and you can use [breath] eh the computers and the internet" (F3_I_464-460), while simultaneously making a rather iconic typing gesture (see left panel of Figure 5.1). The typing gesture may have referred to the cybercafé, or to the computer or internet. In any case, it provides additional information to the interlocutor. Another speaker was trying to find the right pronunciation of the word 'island', and while searching repetitively drew circles on the table (see right panel of Figure 5.1). This gesture can, again, be said to be an iconic depiction of the island, but through its repetitive nature, it may also have assisted the speaker in the lexical retrieval process (see Wagner et al., 2014, for a short overview on work on the Lexical Retrieval Hypothesis, and other hypotheses on speech and gesture production).


Figure 5.1
Two different gestures made during laborious lexical searches; iconic typing gesture (left) and circle gesture (right) which may be iconic, but may also aid the lexical retrieval process.

An additional avenue of research that I have only touched upon in Chapter 1, but did not truly investigate in this thesis, is non-native speakers' perceived ability to adapt their
language to the situational context. While my studies have shown that linguistic variation exists on multiple levels, and thus that non-native speakers are capable of adapting their language to the speech situation, L2 users themselves may still feel insecure about their own capabilities to talk appropriately in either an informal or a formal speech situation (see e.g. Pavlenko, 2003, on non-natives' perceptions of their own non-nativeness; Tange \& Lauring, 2009). For example, speakers who consider themselves witty in their mother tongue may feel that their clever humor does not easily come out in their casual L2 English. Inversely, L2 users who acquired English through informal contacts in daily life or on the internet, for example, may feel incapable of doing business in formal situations in English. These feelings of insecurity may exist regardless of the speakers' actual linguistic abilities, and could form a real threat to these speakers' successfulness in L2 English, and therefore deserve scholarly attention. The investigations of feelings of insecurity and of possible effects of L2 use on personality (see e.g. Dewaele, 2015) will require a different approach than the corpus methodology taken in this thesis. Actual language behavior may be less important, but selfreport data is the key focus of such investigations.

A final opportunity for further research worth mentioning here is the influence of cultural background on non-native communication in general, and on non-native register variation in particular. Whereas thus far, I have mainly explained non-native linguistic behavior by focusing on characteristics of the speakers' mother tongue, it might also be fruitful to investigate how different cultural backgrounds affect situational variation. For instance, non-native speakers of English with a cultural background that is not western European may not only be influenced by their typologically distant languages, but also by their cultural backgrounds. Culturally determined knowledge about particular speech events, such as the formal interview, may play a crucial role in linguistic behavior in non-native English.

## Alter-native English

While I stated in Chapter 1 that I did not intend to avoid the use of the term non-native, and I used this notion throughout my thesis, my view on L2 users of English, which I share with ELF scholars, is best captured by referring to these speakers as 'alter-natives': they speak an alternative variety of English that may be different from native English, but that serves the purpose of the alter-native speakers well and that generally gets their message across successfully. My studies have shown that the Spanish users of English are not incompetent learners, but L2 users of English in their own alter-native way. Where I made comparisons with native speakers of English, this was never in order to reveal that alter-native speakers were not (yet) capable of showing native-like language behavior, but always to provide a background to clarify my findings.

To conclude, my studies have shown that L2 users of English adapt their language to the situational context on at least three different linguistic levels. In general, all three linguistic levels showed that formal speech was more informative than informal speech. The speakers partly showed native-like patterns of situational variation, and partly revealed patterns from their mother tongue in their L2 English. Their speech is thus not a native English way but an alter-native English way of communicating, which reflects the L2 speakers' identities and is successful in most cases - Spanish alter-native speakers of English should just be careful when they say whether they can or cannot have tea.
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## Nederlandse samenvatting

Als mensen met elkaar willen communiceren, maar elkaars taal niet spreken, gebruiken zij vaak Engels (zie bijvoorbeeld De Swaan, 2001; Crystal, 2012; Seidlhofer, 2001, 2004). Engels is dan een lingua franca: een voor beide sprekers vreemde taal die dient als communicatiemedium (zie bijvoorbeeld Firth, 1996; Gnutzmann, 2000).

Engels wordt in allerlei situaties als lingua franca gebruikt. Denk bijvoorbeeld aan vluchtige, informele gesprekken tussen marktkooplui en toeristen, maar ook aan ingewikkelde, formele onderhandelingen tussen zakenmensen.

Als we onze moedertaal spreken, passen we ons taalgebruik aan de situatie aan (zie bijvoorbeeld Biber, 1988; Biber \& Conrad, 2009; Van Herk, 2012). Zo praten we anders met onze baas dan met onze vrienden, en spreekt een journaallezer anders op TV dan thuis. Of dit ook zo is als we een andere taal dan onze moedertaal gebruiken, is minder bekend.

## Nijmegen Corpus of Spanish English

In mijn proefschrift heb ik situationele variatie door niet-moedertaalsprekers onderzocht. Ik heb een corpus ontwikkeld met daarin opnames van gesprekken tussen Spaanse en Nederlandse sprekers van het Engels: het Nijmegen Corpus of Spanish English. Voor de opnames van het corpus heb ik twee Nederlanders meegenomen naar Madrid. Zij hadden ervaring met improvisatietheater en konden zich daardoor goed inleven in een informele en een formele spraaksituatie. Vierendertig Spaanse sprekers kwamen één voor één langs en hadden dan eerst een informeel gesprek met één van de Nederlanders die zich voordeed als een andere, gewone deelnemer aan het project. Vervolgens werd iedere Spaanse spreker in een formele setting geïnterviewd door de andere Nederlandse spreker. Deze werd voorgesteld als een masterstudent journalistiek die bezig was met een afstudeerproject waarin Spaanse
jongeren en politici zouden worden ondervraagd over de Spaanse economische crisis en andere politiek georienteerde onderwerpen.

Alle gesprekken zijn woord voor woord uitgeschreven. Deze transcripties vormden samen met de geluidsopnames de basis voor de studies in de drie hoofdstukken van mijn proefschrift. Ik keek steeds uitsluitend naar de Spaanse sprekers, omdat van de Nederlandse sprekers kan worden gezegd dat ze niet helemaal onwetend waren over mijn onderzoek. Elk van de hoofdstukken onderzocht een ander taalniveau om te weten te komen of er sprake was van sitationele variatie.

## Situationele variatie op drie taalniveaus

In hoofdstuk 2 heb ik eerst drie fenomenen onderzocht waarvan uit eerder onderzoek is gebleken dat ze kenmerkend zijn voor informele spraak. Ze waren dit ook in mijn corpus. De Spaanse sprekers lachten bijna vijf keer zo vaak (zie ook Garcia, 2010; Glenn, 2010), overlapten bijna vijf keer zo veel met hun Nederlandse gesprekspartner door al te beginnen met praten terwijl de Nederlander nog niet klaar was (zie ook Tannen, 2005) en gebruikten ongeveer drie keer zo veel Spaanse woorden in hun Engels (zie ook Dewaele, 2001) tijdens de informele gesprekken als tijdens de formele interviews.

Daarnaast heb ik onderzocht of er verschil zat in hoe vaak bepaalde woordtypen (bijvoorbeeld zelfstandige naamwoorden en werkwoorden in de tegenwoordige tijd) en zinsconstructies (zoals "het witte huis" en "het huis is wit") werden gebruikt in de informele gesprekken en de formele interviews. Deze woordtypen en zinsconstructies kwamen uit eerder werk van Biber en collega's (1988; Biber \& Conrad, 2009). Zij hebben keer op keer aangetoond dat de voornaamste dimensie waarop teksten (ook mondelinge) ten opzichte van elkaar kunnen worden gepositioneerd wordt bepaald door de mate waarin ze informatief of juist affectief zijn (hun informative vs. involved dimensie). Academische teksten staan
bijvoorbeeld aan de 'informatieve' zijde van het spectrum, omdat er in weinig woorden veel informatie wordt gecommuniceerd, terwijl informele gesprekken aan de 'affectieve' zijde staan, omdat ze meer gericht zijn op het hebben van contact, en veel minder op het bondig communiceren van informatie.

Zoals verwacht gebruikten de Spaanse sprekers vaker woorden en constructies die geschikt zijn om informatie bondig te presenteren tijdens het formele interview dan tijdens het informele gesprek. Wel gedroegen de Spanjaarden zich soms anders dan de moedertaal Engelssprekers die Biber en collega's hadden onderzocht. Dit kan worden verklaard door invloeden vanuit hun moedertaal (zie Biber, Davies, Jones \& Tracy-Ventura, 2006): wat in het Spaans kenmerkend is voor politiek getinte interviews, zoals een hogere mate van onzekerheid uitdrukken in taal, werd door deze sprekers ook in het Engels gedaan.

Hoofdstuk 3 gaat over de oplossingen die mensen bedenken wanneer er communicatiemoeilijkheden ontstaan, bijvoorbeeld als ze zelf even niet meer op een woord kunnen komen, hun gesprekspartner even niet begrijpen, of wanneer ze denken dat bepaalde woorden of constructies problematisch kunnen zijn voor hun gesprekspartner. Op zo'n moment gebruiken sprekers deze woorden of constructies niet, maar kiezen ze voor een communicatiestrategie die ongeveer dezelfde boodschap overbrengt, maar dan met andere woorden. De Spaanse sprekers kozen vrijwel nooit voor strategieën waarbij ze de hulp van hun gesprekspartner nodig hadden, maar probeerden zulk soort problemen zelf op te lossen. Dit deden ze dan bijvoorbeeld door het Spaanse woord te gebruiken (manzana voor het Engelse apple) of een omschrijving te geven (that red, green or yellow round fruit). Het bleek dat de Spaanse sprekers rekening hielden met de situatie en meer informatieve strategieën gebruikten tijdens het formele interview, waarin het belangrijk was om de inhoud van de boodschap correct te communiceren, dan tijdens het informele gesprek, waarin het er vooral ging om gezellig te praten. Zo gebruikten ze in het informele gesprek meer Spaanse
woorden in dan tijdens het formele interview, maar deden ze tijdens die interviews meer moeite en "verengelsten" ze het Spaanse woord vaker. In het voorbeeld van de appel zou zoiets als manzane (spreek uit "menzeen") kunnen worden gebruikt.

In hoofdstuk 4 heb ik gekeken naar de uitspraak van de woorden can en can't, met de nadruk op de ' $t$ ' aan het einde van can't, omdat meerdere medeklinkers aan het einde van een woord vaak moeilijk zijn uit te spreken voor Spaanse gebruikers van het Engels (zie bijvoorbeeld Coe, 2001). Om vast te stellen of het echt zo is dat Spaanse sprekers van het Engels de ' $t$ ' relatief vaak weglaten heb ik eerst de Spaanse sprekers uit mijn corpus met Amerikaanse moedertaalsprekers van het Engels vergeleken. Mijn resultaten laten zien dat Spaanse sprekers de ' $t$ ' vaker weglieten dan Amerikaanse sprekers van het Engels. Vervolgens heb ik onderzocht of de ' $t$ ' vaker afwezig is in informele dan in formele SpaansEngelse spraak. Dit was inderdaad het geval.

Toen ik ging kijken naar wat er dan overblijft als de ' $t$ ' afwezig is, bleek dat de Amerikaanse gereduceerde vorm van can't (dus zonder ' $t$ ') heel sterk leek op can't met ' $t$ ', maar dat de Spaanse gereduceerde vorm veel minder duidelijk leek op can't, en zelfs grote gelijkenissen vertoonde met can: de woorden en de klinker ' $a$ ' duurden even lang. Kortom, een Spaanse spreker van het Engels die de ' $t$ ' in can't niet uitspreekt, loopt het risico dat een luisteraar precies het tegenovergestelde hoort van wat er bedoeld wordt.

In een experiment met Canadese (moedertaal Engels), Nederlandse, Spaanse en Chinese luisteraars bleek dat elk van deze groepen de Spaanse gereduceerde vorm van can't erg vaak als can hoorden, namelijk in meer dan de helft van de gevallen. De Amerikaanse gereduceerde vorm van can't was wel relatief duidelijk voor de Canadese en Nederlandse luisteraars, maar niet voor de Spaanse en Chinese luisteraars. Wellicht waren deze laatsten minder gevoelig voor de variatie in de Amerikaanse can en can't, mogelijk doordat in het

Spaans en het (Mandarijn-)Chinees weinig variatie bestaat in de lengte van klinkers, waardoor deze luisteraars het verschil ook in het Engels minder goed konden horen.

## Formele spraak meer informatief

De belangrijkste conclusie op basis van de drie studies samen is dat formele spraak meer informatief is dan informele spraak en dat dit geldt voor alle drie de taalniveaus die ik heb onderzocht. In verschillende wetenschapsgebieden (voor de fonetiek, zie bijvoorbeeld Lindblom, 1983, 1990; voor de pragmatiek zie bijvoorbeeld Horn, 2005) is eerder al geopperd dat er een soort continuum bestaat dat loopt van relatief economisch, maar mogelijk ook minder informatief taalgebruik naar relatief inspannend, maar daardoor mogelijk ook meer informatief taalgebruik.

Mijn proefschrift laat zien dat er een algemeen continuum waarneembaar is, dat loopt van economisch tot informatief taalgebruik, op verschillende taalniveaus tegelijk, en ook bij niet-moedertaal sprekers. De sprekers deden tijdens de formele interviews meer moeite dan tijdens de informele gesprekken om hun boodschap bondig te formuleren (Hoofdstuk 2), communicatiestrategieën te gebruiken die informatiever zijn (Hoofdstuk 3) en can't netjes met ' $t$ ' uit te spreken (Hoofdstuk 4). Met andere woorden, net als moedertaalsprekers passen niet-moedertaalgebruikers zich aan de situatie aan en is hun taalgebruik bijvoorbeeld anders in een luchtig, informeel gesprek, dan tijdens een formeel interview.
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[^0]:    ${ }^{1}$ Some scholars within the English as a lingua franca paradigm would posit that lingua franca English "is not the same as English as a Native Language [...], and must therefore be 'additionally acquired' by [native speakers of English] too (albeit that their starting point renders the task easier)" (Jenkins, Cogo \& Dewey, 2011, p. 283).

[^1]:    ${ }^{2}$ The information in this paragraph on the numbers of speakers and language backgrounds and on the variety in speech situations can be found on the corpus websites: for VOICE see https://www.univie.ac.at/voice/, for ELFA see http://www.helsinki.fi/englanti/elfa/elfacorpus.

[^2]:    ${ }^{3}$ 'Clinical elicitation' may be a misleading term, since it carries connotations of a very sterile setting. I present the notion as it can be found in Ellis (1994).

[^3]:    ${ }^{1}$ Biber (2004) also performed a factor analysis of only conversation text types. This analysis may seem more relevant for the present study since we also focus on conversational speech. However, in this more recent paper, Biber argues that the dimensions that he found to distinguish between conversation text types are strikingly similar to those he found for general spoken and written registers (Biber, 1988). Since the earlier, general analysis yields more extensive descriptions of the features included in his study, we base our work on that earlier study.
    ${ }^{2}$ Information about how to obtain a copy of the corpus can be found at
    http://www.mirjamernestus.nl/Ernestus/NCSE/index.php.

[^4]:    ${ }^{1}$ The control predictor utterance length was correlated with formality: a linear mixed effects model with utterance length as the dependent variable and formality as the predictor showed a highly significant effect of formality $(t(55,908)=-16.42, p<.001, \beta=-0.54)$. Utterances were half a word shorter, on average, in the informal than in the formal speech situation. In order to avoid including correlated predictors in our linear mixed effects models, we could orthogonalize the predictors formality and utterance length, by regressing utterance length on formality and including the residuals of this analysis (UtteranceLength ${ }_{\text {resid }}$ ) as a predictor together with formality. However, Wurm and Fisicaro (2014) have revealed possible unwanted side-effects of this procedure and express doubts about its usefulness. We therefore opted not to orthogonalize the variables in the models that we present in the results section of this chapter. However, we also ran our models with UtteranceLength ${ }_{\text {resid }}$, which in each case yielded similar results.

[^5]:    ${ }^{1}$ In this chapter, we use the / / - notation in order to indicate that we do not represent all phonetic variation that may be present in the speech signal. Our use of the //-notation does not imply that we believe that these sound sequences are stored as such in the mental lexicon.

[^6]:    ${ }^{2}$ The information in this paragraph on English can and can't comes from a personal communication by Natasha Warner, University of Arizona

[^7]:    ${ }^{3}$ We acknowledge that our Canadian listeners are not from the same dialect group as the speakers in the Buckeye corpus (Canadian and North Midlands dialect groups, respectively; Labov, Ash \& Boberg 2005). To our knowledge, however, there are no interfering acoustic categories which would alter the Canadian listeners' ability to perceive the can-can't contrast in our stimuli.

