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Abstract

Laura Foglia
Ultrafast dynamics and energy loss channels at a hybrid organic inorganic interface

Hybrid inorganic organic systems (HIOS) promise to lead to a new generation of light-
harvesting and emitting devices that combine high carrier mobilities and charge injection (or
ejection) efficiency with strong light matter coupling and wide tunability. The efficiency of hy-
brid devices relies on the occurrence of charge or energy transfer processes at the interface
before a significant amount of excess energy is lost in competing processes. The understanding
of the relative balance of energy loss mechanisms and their timescales is thus a fundamental as-
pect in the design of such heterojunctions. This thesis investigates these relaxation mechanisms
in the model HIOS formed by the spirobifluorene derivative 2,7-bis(biphenyl-4-yl)-2’,7’-ditert-
butyl-9,9’-spirobifluorene (SP6) and the inorganic semiconductor ZnO with complementary
time-resolved optical techniques, time-resolved photoluminescence (tr-PL) and time-resolved
excited state transmission (tr-EST), that access the excited state dynamics in the bulk of the
system on a femtosecond timescale. Additionally, a novel non-linear optical technique, time-
resolved electronic sum-frequency generation (tr-eSFG) spectroscopy, is applied, for the first
time, to the study of a solid state system. tr-eSFG is based on a second order optical effect that
arises where inversion symmetry is broken. Therefore, it is potentially an interface-specific tech-
nique that allows for the spectroscopy of interfacial electronic states in real devices, in which
the active interface is buried under layers of matter.

This study shows that at high excitation densities, the transient optical properties of ZnO
are strongly affected by the photoinduced depletion of in-gap states (IGS) which act as traps for
excited electrons in the conduction band (CB), leading to ultrafast decay of the photolumines-
cence (PL) response. Since the trapping mechanism is a second order process, i.e. it requires
the absorption of two photons to occur, lower excitation density reduces the influence of IGS
on the charge carrier lifetime and dynamics and, indeed, exciton formation is observed within
hundreds of picoseconds.

The tr-EST of SP6 shows the formation of two excitonic states of comparable lifetime local-
ized on the two π-systems of the molecule, X6P and X2P , which are populated after the initial
vibrational relaxation. Additionally, a triplet state is efficiently populated by intersystem cross-
ing (ISC). Only the X6P excitons decay via radiative recombination and charge separation (CS).
The CS efficiency decreases with increasing temperature due to exciton scattering events that
reduce the exciton lifetime and thus shorten the diffusion length. The X2P excitons, instead,
which are identified as intramolecular charge transfer excitons, decay exclusively via ISC and
constitute the main loss channel in the hybrid system.

The presented results show that the dominant energy loss channels in both semiconductors
and at the hybrid interface are related to the presence of long-lived, strongly-localized excited
states, such as defect-related IGS or charge transfer and triplet excitons. These states act as
electron or exciton traps and limit the probability of radiative recombination or charge separa-
tion at the interface. Remarkably, despite the long lifetime of these trap states, the respective
relaxation pathway is determined by ultrafast processes, either already during the photoexcita-
tion or the initial vibrational relaxation phase. These findings suggest that alternative excitation
schemes are likely to increase the efficiency of the hybrid system.





Deutsche Kurzfassung

Laura Foglia
Ultrafast dynamics and energy loss channels at a hybrid organic inorganic interface

Auf anorganisch-organische Halbleiter basierende Hybridsysteme sind vielversprechende
Kandidaten für eine neue Generation von Solarzellen und LEDs, die sich durch die Kombina-
tion höher Ladungsträgermobilität und effizienter Ladungsträgerinjektion (bzw. -extraktion)
mit starker Kopplung zwischen Licht und Materie sowie durch eine breite spektralen Durch-
stimmbarkeit auszeichnet. Die Effizienz solcher Systeme beruht auf Ladungs- bzw. Energie-
transferprozessen an ihren Grenzflächen bevor die Überschussenergie durch konkurrierende
Relaxationsprozesse verlorengeht. Sowohl die relative Verhältnisse der unterschiedlichen Ener-
gieverlustmechanismen als auch ihre Zeitskalen sind somit fundamentale Aspekte bei der Ent-
wicklung solcher Hybridsysteme. Diese Dissertation untersucht solche Mechanismen anhand
eines Modellsystems bestehend aus dem Spirobifluorenderivat 2,7-Bis(Biphenyl-4-yl)-2’,7’-Di-
tertbutyl-9,9’-Spirobifluoren (SP6) und dem anorganischen Halbleiter ZnO mit komplementä-
ren zeitaufgelösten optischen Methoden: Photolumineszenzspektroskopie (PL) und transien-
te Transmission. Diese haben Zugang zur femtosekunden Dynamik der angeregten Zustän-
de. Darüberhinaus wurde einer neue nicht-lineare optische Methode, zeitaufgelöste elektro-
nische Summenfrequenzerzeugungsspektroskopie (eSFG), zum ersten Mal zur Untersuchung
eines Festkörpers angewendet. eSFG basiert auf optischen Prozessen zweiter Ordnung, die bei
gebrochene Inversionssymmetrie entstehen. Daher ist sie potentiell grenzflächenspezifisch und
wird zukünftig die Spektroskopie von Grenzflächenzuständen in funktionellen Bauelementen,
in denen die aktive Grenzfläche durch Materialschichten begraben ist, erlauben.

Diese Arbeit zeigt, dass, bei hoher Anregungsdichte, die transienten optischen Eigenschaften
von ZnO stark von der photoinduzierten Depopulation von Defektzuständen beeinflusst sind.
Diese Zustände dienen als Falle für Leitungsbandelektronen und führen zu einer Abnahme der
PL-Wahrscheinlichkeit. Da der Einfangmechanismus ein Prozess zweiter Ordunug ist, verringert
einer geringe Anregungsdichte den Einfluss der Defekte auf die optischen Eigenschaften: Der
Exzitonengrundzustand entsteht innerhalb weniger hundert Pikosekunden.

Die transiente Transmission von SP6 zeigt die Bildung zweier vergleichbar langlebiger Zu-
stände, X6P und X2P , welche in den zwei π-Systemen des Moleküls lokalisiert sind und bereits
während der anfänglichen Schwingungsrelaxation besetzt werden. Darüberhinaus werden auch
Tripletzustände effizient besetzt. Nur die X6P Exzitonen zerfallen über radiative Rekombinati-
on und Ladungstransfer. Die Ladunsgstransfereffizienz nimmt mit steigender Temperatur durch
Streuungsprozesse ab, welche die Diffusionslänge verringern. Die X2P Exzitonen zerfallen da-
gegen ausschließlich in den Tripletzustand und stellen damit den primären Verlustpfad im Hy-
bridsystem dar.

Die hier dargestellten Ergebnisse zeigen, dass die Hauptverlustpfade in beiden Halblei-
tern des Hybridsystems mit langlebigen, stark-lokalisierten Zuständen, wie Störstellen oder
Ladungstransfer- und Tripletexzitonen, zusammenhängen. Diese Zustände wirken als Senke
für die Anregung und reduzieren die Wahrscheinlichkeit der radiativen Rekombination oder
des Ladungstransfers an der Grenzfläche. Darüber hinaus, trotz ihrer langen Lebensdauer, ist
der jeweilige Relaxationspfad durch ultraschnelle Prozesse bestimmt, entweder bereits wäh-
rend der Anregung oder der anfänglicher Schwingungsrelaxation. Dieses Resultat legt nahe,
dass alternative Anregungsmechanismen die Effizienz von Hybridsystemen wohlmöglich noch
steigern könnten.
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Introduction

The first thing most of us do in the morning is turning off the alarm clock and many have taken

the habit of doing it by sweeping the screen of a smartphone. Currently, the leading technology

in mobile screens, the so-called active matrix organic light emitting device (AMOLED), is based

on hybrid inorganic organic systems (HIOS). In an AMOLED, organic light emitting devices

are controlled by an active matrix of inorganic thin film transistors, that determine the current

injected in each pixel of the screen. Excitons, i.e. electron-hole pairs bound by Coulomb at-

traction, are formed upon electron-hole injection in the molecular units and the light produced

by their radiative recombination forms what we perceive as image on the screen. AMOLED

has outdone the performance of liquid crystal displays with conventional light emitting device

(LED) back-illumination, because only the pixels that need to be illuminated are powered. Nev-

ertheless, the screen remains one of the largest power drains on mobile devices, consuming on

average 20 % of battery power, due to typical efficiency values around 25 to 30 %. Even worse

efficiencies are achieved when HIOS are used for light harvesting. The national center for pho-

tovoltaic (NCPV) of the United States of America quotes laboratory efficiencies of 10 to 12 %

[1] while the market leader Heliatek claims the efficiency of standard production to be about

8 % [2]. Clearly, there is still room for improvement.

The efficiency of HIOS depends on several factors. HIOS combine the advantages of organic

and inorganic semiconductors into one single device in order to overcome some of the current

limitations: the former provides strong light-matter coupling, i.e. high light emission or absorp-

tion yields, and the flexible tuning of optical properties through chemical structure, while the

latter provides high charge carrier and exciton mobilities and low carrier injection and ejection

barriers. Still, the two materials have to be chosen carefully, since the energy level alignment at

the interface influences both device efficiency and functionality, favoring the transfer of energy

and charges from organic to inorganic semiconductor or vice versa.

Additionally, multiple dynamic aspects affect the excitations lifetime in these semiconduc-

tors, and consequently the HIOS efficiency. Consider the example of a HIOS-based light harvest-
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Introduction

ing device. Its working principle is fairly simple: excitons are created in the molecules, diffuse

to the interface with the inorganic substrate, are separated by electron (or hole) transfer to the

conduction band (CB) (or valence band (VB), respectively) and the charge carriers are extracted

from the device. Clearly, the largest amount of energy is harvested if, in the first place, the ex-

citons reach the interface without decaying. In an organic semiconductor, for example, they

can scatter with vibrations, transform into triplet excitons after a spin flip process or radiatively

recombine. Secondly, they need to overcome the electron-hole Coulomb attraction and separate

at the interface. Here, it is largely debated if efficient charge separation requires the formation

of intermediate charge transfer excitons with or without excess electronic or vibrational energy

[3, 4]. Finally, the charge carriers need to be efficiently extracted without undergoing previous

scattering or trapping events in the inorganic semiconductor, which are often caused by the

presence of structural or chemical impurities. Clearly, the discernment and control of energy

loss pathways is of great relevance for the development of new functional interfaces.

The full comprehension of energy loss is also a stimulating goal for fundamental science.

Aspects such as (1) how and on which extent defect related in-gap states (IGS) affect the exciton

(or charge) relaxation pathways and dynamics in inorganic semiconductors, (2) how the exis-

tence of long-lived excited states, e.g. intramolecular charge transfer excitons or triplet states,

influence the efficiency of charge and energy transfer processes at hybrid interfaces and (3) how

the relative balance between different relaxation channels is modified by external factors, as,

for example, temperature and layer thickness, are, yet, largely unanswered questions.

In this thesis, I address these aspects by investigating the excited state dynamics of the

HIOS constituted by the spirobifluorene derivative 2,7-bis(biphenyl-4-yl)-2’,7’-ditertbutyl-9,9’-

spirobifluorene (SP6) and the inorganic semiconductor ZnO. The wide band gap, large exciton

binding energy and metallic surface of ZnO makes it the ideal material for transparent electrodes

and substrates for optoelectronic applications, while SP6 exhibits strong light-matter coupling

and is therefore a good candidate as emitter, even for lasing applications, in the near ultraviolet

[5, 6]. When combined, they form a type II interface, where both charge separation (CS) and

resonant energy transfer have been previously observed [7, 8], thus making this a model HIOS

for the study of loss channels affecting the efficiency of HIOS-based devices.

As stated above, all relaxation processes are dynamic and occur on timescales ranging from

tens of femtoseconds up to microseconds. Their investigation, therefore, requires time-resolved

2



Introduction

experimental techniques that allow to access these ultrafast timescales. Here, they are inves-

tigated by looking at changes either in the photoluminescence yield (time-resolved photolumi-

nescence (tr-PL)) or in light absorption (time-resolved excited state transmission (tr-EST)) as a

function of elapsed time from the excitation. Tr-PL and tr-EST are complementary linear opti-

cal techniques sensitive to the dynamics of the excited states in the bulk of the semiconductor.

The former measures the radiative recombination of excitons in the lowest excited state, while

the latter, instead, looks at higher excited state transitions that are activated after photoexcita-

tion. In addition, in this thesis, I demonstrate the first application of time-resolved electronic

sum-frequency generation (tr-eSFG) spectroscopy to a solid state material, a non-linear opti-

cal technique which, until now, had been applied only at liquid interfaces [9]. Even though,

here, tr-eSFG is demonstrated for the bulk of non-centrosymmetric ZnO, it bases on a second

order optical non-linearity and thus has the potential for being interface specific, in presence

of centrosymmetric materials. This will allow the direct spectroscopy of interface and charge

transfer states, even for realistic devices where the active interface is sometimes buried under

thick material layers. This combination of complementary techniques provides a comprehen-

sive picture of the exciton and charge carrier pathways in both constituents of the hybrid system

and disentangles several loss channels that undermine the efficiency of CS, as summarized in

the following.

Outline of the thesis: The first chapter discusses the processes that occur in semiconduc-

tors after photoexcitation, with particular attention to the differences between organic and

inorganic semiconductors and how they are exploited in HIOS, and introduces the investigated

SP6/ZnO system. The theoretical fundament of optical spectroscopy, both linear and non-linear,

is resumed in chapter 2, while chapter 3 describes the experimental setup for linear optical

spectroscopy (sec. 3.1 and 3.2) and the sample preparation (sec. 3.3). The newly developed

non-linear optical setup is described and characterized in chapter 4.

The results on ZnO are presented in chapter 5. The IGS-related dynamics have been tackled

by comparison of the optical response of a single crystal with the one of a thin film deposited

by molecular beam epitaxy (MBE). For both samples, the spectroscopic characterization reveals

occupied IGS between 1.7 eV and 2.7 eV below the onset of the CB. Their photoinduced optical

response dominates the tr-EST at high excited electron densities, where screening prevents
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exciton formation. Moreover, after pump-induced depletion, the IGS are found to act as traps

for the excited electrons in the CB an lead to an ultrafast (ps) decay of the photoluminescence

(sec. 5.2). Also in the low excitation regime, IGS substantially affect the optical properties of

ZnO by acting as intermediate states in a double resonant transition to the exciton-polariton

levels. Only at low excitation density, tr-eSFG detects the formation of bound excitons on a 100

to 200 ps timescale (sec. 5.3.3).

Chapter 6 reports the results on the SP6 and at the hybrid interface, where several relax-

ation pathways are found to compete with CS. After an initial fast intramolecular vibrational

relaxation (IVR), two distinct excited states form, localized in the twoπ-systems of the molecule

and decoupled by the spiro-link. Both levels have comparable lifetimes of hundreds of ps and

efficiently decay via intersystem crossing (ISC), leading to the formation of a triplet state having

a microsecond lifetime. Despite comparable lifetimes, only the lowest energetic level is found to

radiatively recombine and efficiently charge separate at the hybrid interface. Consequently, the

other excited state, which is identified as an intramolecular charge transfer (CT) exciton across

the two π-systems, constitutes an important loss channel for the charge separation process.

Finally, chapter 7 summarizes the results to draw a comprehensive picture of the energy loss

channels at this hybrid interface, where it becomes clear that the HIOS efficiency is severely

affected by the existence of multiple long-lived excited states that compete with those involved

in the CS process. The design of HIOS-based devices thus requires the optimization of the

excited states to the desired functionality and the quenching of non-relevant excited states (both

the CT exciton in the organic dye and the IGS in the ZnO) or triplet excitons.
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1. The main players
Investigated processes and systems

The interaction of a semiconductor with light of sufficient photon energy leads to the promotion

of an electron to higher energy level while a hole is left behind. These electron and hole can feel

a Coulomb attraction and bind in a quasiparticle called exciton. The strength of the interaction

and the degree of delocalization of the exciton in the crystal depend on the screening by other

charge carriers and on the electronic structure of the material, such that inorganic semiconductors

are characterized by weakly bound and highly delocalized excitons while the excitations of organic

semiconductors are mostly localized and strongly bound. These differences, which are summarized

in the first section of this chapter (1.1), naturally influence energy and charge carrier transport and

relaxation mechanisms and, in turn, affect the efficiency of either class of semiconductors when used

for light harvesting or emission applications. On the other hand, the differences can be exploited

if organic and inorganic compounds are combined in an hybrid structure, where the optoelectronic

properties can eventually go beyond a mere superposition of the single material properties, as dis-

cussed in section 1.2. This work employs various time-resolved all-optical techniques (cf. chapter 2)

to investigate the interplay of the multiple energy and charge relaxation pathways that determine

the dynamics of the excited state population in ZnO, in the organic dye 2,7-bis(biphenyl-4-yl)-

2’,7’-ditertbutyl-9,9’-spirobifluorene (SP6) and at their hybrid interface. The two materials and

why they represent a model system for hybrid inorganic organic systems (HIOS) are discussed in

sections 1.3 and 1.4.

1.1 Excitations in semiconductors

In inorganic solids the distinction between metals and insulators arises from band theory at

zero temperature. The ground state of a metal possesses at least one partially empty band, with

electrons that can conduct if an electric field is applied. In an insulator, instead, the valence

electrons completely fill the bands, such that no conduction is possible. The highest energy
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1.1 Excitations in semiconductors

of the valence band (VB) is separated from the lowest energy of the first empty band, the

conduction band (CB), by a band gap of energy Eg. At a finite temperature there is a non-zero

probability that an electron is excited thermally from the valence to the conduction band and

the number of thermally excited electrons depends on the gap energy as exp(−Eg/2kBT ). A

crystal where Eg is small enough to guarantee a thermally excited electron density leading to a

macroscopic current is defined as semiconductor and its conductivity increases with increasing

temperature, opposite to what occurs for metals [10]. Analogously, an organic semiconductor

has electronic properties between those of the metal and the insulator. Typical values for the

band gap range from few hundreds of meV to some eV, both for the inorganic and the organic

compounds. This section reviews the electronic and optical properties as well as the relaxation

processes after photoexcitation in both classes of semiconductors, with particular attention to

the differences between them.

The electronic properties of an inorganic semiconductor are determined by its band gap

energy and the position of the Fermi level EF within it. A semiconductor is said to have a direct

band gap if the top of the VB and the bottom of the CB are at the same point of the Brillouin

zone, i.e. have the same momentum k, and an indirect one when the emission or absorption of

a phonon is required for an optical transition at the band gap energy. The energetic position of

the Fermi level within the band gap is determined by the presence of structural and chemical

impurities creating additional energy levels in the band gap and in an ideally pure crystal the

Fermi energy lies in the middle of the band gap [10, 11]. If these defect levels are located a few

tens of meV away from the band edges and the associated wave function is extended as far as

the Coulomb potential, one speaks of shallow defects. Otherwise, if the wave function is rather

localized and the associated energy level is deep in the band gap, they are named deep defects.

Shallow defects can be thermally ionized, thus adding extra electrons (holes) to the CB (VB)

and significantly affecting the conductivity. A controlled introduction of defects is called doping

and can be achieved with concentrations up to 1020 cm−3. A semiconductor with a prevalence of

electron donor (acceptor) doping is said to be n- (p-) doped [12]. Typical values of the mobility

in inorganic semiconductors range from 600 cm2 V−1 s−1 of PbS to 77 000 cm2 V−1 s−1 in InSb

for the electrons, while are maximum 1800 cm2 V−1 s−1 for the holes in Ge. Deep level defects,

instead, do not relevantly contribute to the overall conductivity but can influence the optical

properties of a semiconductor quite dramatically, acting as carrier generation and recombination
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1.1 Excitations in semiconductors

centers, thus potentially decreasing the carrier lifetime and concentration [13].

Organic semiconductors are usually formed by sp2-hybridized carbon atoms, aligned in an

alternated configuration of single and double bonds, the conjugation backbone, which normally

assumes planar configuration. The unhybridized pz orbitals, below and above the backbone,

overlap and form shared molecular orbitals, the π-system. The electrons in these orbitals are

delocalized over the whole conjugated system. In such molecules, the lowest excitation is given

by the π−π∗ transitions and the energy width of the band gap can be controlled by extending

the π-system, with the gap energy decreasing for bigger conjugated systems [14]. This way,

chemistry directly offers a tool to continuously tune the gap. Organic semiconductors form

weakly van der Waals bonded solids. As a consequence, the excitations are much more local-

ized than in inorganic semiconductors and the optical properties of the ensemble, both for the

absorption and the emission, retain characteristics of the molecules in the gas phase, such as

the vibronic progressions. Another important consequence of the higher localization is that two

well-defined spin states, singlet and triplet, persist in the molecular ensemble. Both these char-

acteristics strongly affect the mobility of the carriers, the energy transport and the decay of the

excitations, as will be discussed in the following [15]. The absorption and emission spectrum,

the relaxation pathways and the mobility are also influenced by the degree of ordering of the

molecular crystal.

The next sections compare photoexcitation mechanisms and relaxation pathways for the two

classes of semiconductors, which differ substantially due to the intrinsically different electronic

structure of inorganic crystals and amorphous organic films.

1.1.1 Relaxation pathways in inorganic semiconductors

Photoexcitation of an inorganic semiconductor promotes an electron to the CB, leaving an un-

occupied state, the hole, in the VB. The free electron and hole pair relax to the edge of their

respective band by dissipating the excess energy through several scattering processes. The most

relevant are: (1) scattering with phonons, both acoustical and optical, (2) scattering with elec-

trons or other electronic excitations and (3) scattering with defects. In the case of weak excita-

tion and low defect densities, the intraband relaxation occurs mostly by scattering with phonons,

while electron-electron scattering dominates for high excitation densities [16, 17]. Scattering

with longitudinal optical phonons (LOPs) prevails for values of electron excess energy with re-
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spect to the bottom of the CB larger than ħhωLO, where ωLO is the lowest LOP frequency. This

holds especially for polar semiconductors, where LOPs induce a macroscopic polarization that

couples efficiently with the electron in a mechanism called Frölich interaction [16, 17]. LOP

scattering occurs usually on timescales of hundreds of fs to few ps and, due to the typical LOP

energies of tens of meV, leads to a substantial decrease in energy. For lower excess energies,

the scattering must occur by emission or absorption of acoustical phonons. This process, that

becomes slower and slower with decreasing energy due to a reduction of the phonon phase

space, undergoes usually on timescales of 1 to 100 ps.

Excitons in inorganic semiconductors: The Wannier-Mott picture

Similar timescales of hundreds of picoseconds have been observed by THz transmission spec-

troscopy for the transition from a photoexcited electron-hole gas to an insulating quantum state,

indicative of the formation of excitons [18, 19]. When the electron is photoexcited to the CB,

it feels the Coulomb attraction to the hole left behind in the VB and they form a bound pair:

the exciton. Since inorganic semiconductors have large dielectric constants, usually this electro-

static interaction is screened by the remaining valence electrons and the resulting weakly-bound

electron-hole pairs are called Wannier-Mott excitons [20, 21]. They can be described theoreti-

cally within the effective mass approximation, where the electron and the hole have the effective

mass mC and mV of the conduction and valence band, respectively [17].

The Hamiltonian of the system reduces to

−
�

ħh2

2mCB

�

∇2
Re
−
�

ħh2

2mVB

�

∇2
Rh
−

e2

4πε2
0|Re −Rh|

, (1.1)

and is equivalent to the one of an hydrogen atom of reduced mass 1
µ = 1

mCB
+ 1

mVB
and Bohr

radius aex = ε
m0
µ a0, where m0 is the free electron mass and a0 the Bohr radius of the Hydrogen

atom. Usually, due to the large ε, Wannier-Mott excitons have Bohr radii on the order of tens

of lattice constants.

As it is common for a two particle system, the exciton equation of motion can be divided

into the motion of the center of mass and the relative motion of electron and hole. The center

of mass follows the equation of motion
�

−ħh2

2M

�

∇2Rψ(R) = ERψ(R) and ER =
ħh2K2

2M
.
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1.1 Excitations in semiconductors

Therefore, the exciton can be seen as a free particle of mass M = mC +mV transporting energy

but not charge. The equation for the relative motion of electron and hole
�

−ħh2

2µ
∇2r −

e2

4πε2r

�

φ(r) = Erφ(r)

leads, for the approximation of isotropic masses, i.e. parabolic dispersion in all directions, to

Er = Eg −
�

µ

m0ε2

�

R
n2

where R = 13.6 eV is the Rydberg constant. (1.2)

Thus, similarly to the hydrogen atom there are bound and continuum states quantized with

principal quantum number n = 1,2, . . . and angular momentum l = 0,ħh, 2ħh, . . .. This hydrogen-

like series of excitonic peaks characterizes the onset of absorption in most semiconductors. Elliot

[22] calculated the imaginary part of the dielectric function, associated with the absorption as

discussed in chapter 2, in presence of excitons to be:

εi(ħhω) =
µ3|〈ψc

k|ê · p|ψ
v
k〉|

2

8π2ε6ω2

∞
∑

1

1
n3
δ(ω−ωn),

with the previously imposed condition that only excitons with l = 0, i.e. excitons with s symme-

try can absorb or emit in the dipole interaction. The oscillator strength of the excitonic bound

states decreases as n−3 and as ω → ωg , and thus the states merge into the continuum, the

imaginary part of the dielectric function approaches εi(ħhω) =
2µ2|〈ψc

k|ê·p|ψ
v
k〉|

2

ω2
gε

2 . Figure 1.1 shows

the absorption coefficient as a function of photon energy for a direct band gap with excitonic

effects, in green, and without them, in blue. Clearly, the presence of the excitonic resonances

does not only alter the absorption below the band gap energy but also enhances the absorption

above it. The image was adapted from [17].

Wannier-Mott excitons can recombine either radiatively or not. The radiative recombina-

tion, occurring predominantly from the 1-s ground state, is measured in photoluminescence

(PL) spectra and gives direct information about the exciton binding energy. Additionally, due

to the low binding energy, Wannier-Mott excitons can be easily thermally ionized and separate

into free carriers in the CB and VB that contribute to the charge carrier mobility. Moreover,

free Wannier-Mott excitons can get trapped by weakly binding to defect states. These strongly

localized defect-bound excitons loose their Wannier-Mott character and their emission appears

as additional lower energy lines in the PL spectrum of the semiconductor. Furthermore, they

efficiently decay by Auger recombination mechanisms.
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Figure 1.1: Comparison of the absorption coefficient of a direct band gap semiconductor with

(green) and without (blue) excitonic absorption. The presence of excitonic absorption affects not

only below the band gap energy but also affects the continuum absorption.

The free-exciton emission lineshape and the exciton-polariton.

As it will be discussed in section 2.1, any dipole-allowed transition between two electronic

states is associated to a microscopic polarization field in the lattice and, in turn, an oscillating

polarization emits an electromagnetic wave. This holds also for the dipole allowed exciton

transitions and one can define a coupled state of the exciton and the photon: the exciton-

polariton. Its eigenstates are a linear combination of the wavefunctions of exciton and photon

and a splitting arises at the crossing point of their dispersion curves, as depicted in figure 1.2.

The magnitude of this splitting, i.e. the difference ωL −ωT , depends on the coupling strength.

The exciton-polariton dispersion curves are thus divided into a lower (LPB) and an upper branch

(UPB). The first starts with a photon-like linear slope and goes over to an exciton-like dispersion

at E = ħhωT . The upper branch instead is mostly photon-like, with slope dictated by the dielectric

function in the energy region of the excitonic resonances. Furthermore, for anti-parallel electric

field and polarization, there can be a fully exciton-like band called longitudinal exciton (L) [23].

Neglecting the exciton-photon coupling, radiative recombination is allowed only for excitons

at the Γ point (i.e. k' 0) and the shape of the spectrum is Lorentzian and centered at the energy

of the exciton 1-s ground state. However, most semiconductors exhibit an asymmetric emission

lineshape for the free exciton (FX) [17]. In order to explain it, Toyozawa [24] proposed the

interpretation of emission lineshapes in terms of exciton-polaritons. Indeed, if the coupling

is considered, the polaritons in the lower branch having energy higher than ħhωT scatter with

phonons through their excitonic component, which results in a short lifetime. For energies lower
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Figure 1.2: Dispersion curve of the exciton-

polariton in red, of the bare photon in blue and

of the bare exciton in green. At the crossing point

between the dispersion curves of photon and exci-

ton a splitting ωL −ωT occurs in case of coupling

and the exciton-polariton dispersion relation can

be divided in two branches: lower (LPB) and up-

per (UPB) polariton branch, showing mixed pho-

ton (steep slopes) and exciton (small slope) char-

acter.

than ħhωT they change their character from exciton-like to photon-like and again have short

lifetime due to the high group velocities, defined as the slopes of the dispersion relation, and can

efficiently leave the sample in form of light. In the crossing region, instead, their lifetimes are

maximum and the distribution function peaks. Thus, the emission spectrum, which results from

the product of the distribution function and the transmission function of the polaritons escaping

the sample as photons, shows a maximum near the transverse energy and a tail extending until

the longitudinal energy.

Electron-hole plasma and the Mott density

The optical properties of a semiconductor are determined by single electron-hole pairs (either

in the form of free carriers or of excitons) only in the regime of low excitation. If the excitation

density is increased such that the amount of created excitons is high enough for their average

distance to be comparable with their Bohr radius, the electron-hole pairs loose their quasiparti-

cle character due to screening and a new collective phase is formed: the electron-hole-plasma

(EHP). The critical density at which this transition occurs is called the Mott density nM and is

crudely approximated by nM = 0.2a−3
ex [25]. In the intermediate regime, where the density in

one of the bands is approaching the Mott density, for example due to high n-doping, the exci-

tons assume the Mahan character [26] and can be viewed as a hole interacting with a Fermi sea

of electrons. Mahan excitons have been predicted to occur for example in ZnO [27] and have

been observed in InN [28].
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Excitonic resonances or populations?

The absorption coefficient written above for the excitonic series indicates the presence of exci-

tonic resonances even in the linear regime, where no real populations can be created but only a

polarization. Excitation of a semiconductor above the band gap creates a complicated interplay

of polarization, EHP, bound excitons and other higher order many-body interactions within the

excited state population. Kira et al. showed with a microscopic model that a sharp emission line

at the exciton energy does not necessarily imply the presence of a bound exciton population but

it can also be due to the free electron-hole recombination, with the strong non-linearity in the

dielectric function acting as a dielectric transmission filter and enhancing the transmission at

the exciton energy [29]. The theory, summarized in references [30, chapter 2] and [31], was

experimentally confirmed in GaAs quantum wells [32, 33] and has triggered large effort to-

wards the identification of the characteristic signatures of bound excitonic population and free

carrier emission in PL spectra (see for example references [29, 34–37]) as well as towards the

development of direct probes of bound excitonic populations, such as employing laser pulses in

the THz frequency range to look at the 1-s to 2-s excitonic transition [19, 38–40].

1.1.2 Photoexcitation of an organic semiconductor

A molecule can undergo an electronic transition by absorbing a photon if the energy of the

photon is matching the energy difference between the initial and final state ħhω = E f − Ei and

if [41]:

1. the probability of the transition |Mel
i f |

2 = |〈 f |µ|i〉|2 is not zero. This probability depends

on the wavefunction overlap, their symmetry and the electric dipole transition moment µ.

2. the spin quantum number is conserved, i.e. the optical transitions in a molecule occur

only within states of the same spin multiplicity. Since the ground state S0 of a molecule is usually

a singlet state, i.e. of net spin zero, absorption of light is mostly observed only between singlet

levels. Transitions between singlet and triplet states, the so-called intercombination bands, are

observed only when the spin-orbit coupling is significant.

3. the Franck-Condon factor, corresponding to the square of the overlap integral of the

vibrational wavefunctions of initial and final state has a finite value. Nuclear masses are larger

than electron masses and in the Born-Oppenheimer approximation, the nuclear wavefunction
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Figure 1.3: The Franck-Condon principle for op-

tical transitions between the electronic ground

and first excited state of a molecule. The transi-

tion, blue arrow, occurs vertically with respect to

the nuclear coordinates to a vibronic level which

wavefunction best overlaps with the ground state

wavefunction. Transitions to other vibronic levels

are possible (dashed arrow) and the probability is

given by the square of the overlap integral: the

Franck-Condon factor. Similarly for the emission.

The shift between the maximum of the emission

and absorption spectrum, the Stoke’s shift, indi-

cates the amount of geometrical reorganization in

the excited state.

remains unchanged during an electronic transition. Therefore, the electronic transition occurs

vertically along the nuclear coordinates axis and to a vibrational level with such a wavefunction

that the overlap, i.e. the Franck-Condon factor is maximized, as depicted by the blue filled

arrow in figure 1.3. Moreover, as demonstrated by the blue dashed arrow, there will be other

vibrational levels ν′ for which the Franck-Condon factor is non zero. The absorption spectrum

will show a maximum corresponding to the vertical transition and several replica for all the

levels that have non-zero overlap integral.

If the vibrational energies and their coupling to electronic transitions in the ground and

electronic excited state are similar, the absorption and emission spectra are the mirror-image

of each other. The shift of the maximum, called Stoke’s shift, is an indication of the amount of

reorganization that a molecule undergoes after excitation or, in other words, how the equilib-

rium geometry of the excited state differs from the one of the ground state [14]. In figure 1.3

this shift is given by the difference between the length of the blue and orange arrows and is due

to the shift of the molecular coordinates from q0 to q1.

Once the molecule has been photoexcited, the excitation can undergo multiple relaxation

processes, both radiative and non-radiative. These processes are shown in figure 1.4 in form

of a so-called Jablonsky diagram. Usually, after photoexcitation the molecule starts, as seen in

figure 1.3, from being in both a vibronically and electronically excited state and the first step
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Figure 1.4: Jablonsky diagram of the relaxation processes in organics: the violet arrow represents

the absorption (Abs.), that can occur only within singlet levels. After photoexcitation to a higher

singlet state the molecule undergoes internal conversion (IC, green) and intramolecular vibrational

relaxation (IVR, red), until it reaches the lowest singlet state, from which the electron can relax

to S0 either radiatively by fluorescence (FL, blue) or again by IC and intramolecular vibrational

relaxation (IVR). If the spin-orbit coupling is sufficiently high the molecule can undergo intersystem

crossing (ISC, black) to a triplet state, from which again can eventually relax to the ground state by

phosphorescence (PH, dashed blue arrow).

is the relaxation to the vibrational ground state ν′ = 0 by intramolecular vibrational relaxation

(IVR), depicted as a red arrow. Eventually, non-radiative relaxation can occur within electronic

levels of the same spin multiplicity. This process is called internal conversion (IC) and is de-

picted in green. If the transition to another electronic level involves a spin-flip, the process is

called intersystem crossing (ISC) and is indicated by the curved black arrow. Finally radiative

recombination can occur either by fluorescence (FL) if it occurs between two singlet levels (blue

filled arrow) or by phosphorescence (PH) if occurs from a triplet to the singlet ground state.

Both processes together are called photoluminescence (PL).

The prevalence of one process with respect to the other is determined by the different rates.

Due to the smaller energy separation among vibrational levels, compared to the one between

electronic levels, usually IC and ISC occur much faster than fluorescence, with timescales re-

spectively in the order of hundreds of fs to ps for the first two and hundreds of ps to ns for

the latter. As a consequence, the excitation will always relax to the lowest excited state, both

electronic and vibrational, of a given spin multiplicity before radiative recombination occurs.
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1.1 Excitations in semiconductors

This is the formulation of the spectroscopic rule by Kasha, which states that the measured PL

spectrum in a molecule is always the same, independently of the excitation energy [42].

Phosphorescence, since it involves a spin-flip process, occurs on even longer timescales,

which are determined by the strength of the spin-orbit coupling. An additional decay channel

available for triplet state population and not shown in figure 1.4, is thermally-activated ISC: the

electron is excited thermally to a vibrational level of the triplet from which it is possible for it

to undergo ISC in the opposite direction to the singlet. This process leads to the observation of

delayed fluorescence.

If the molecules are not isolated, processes involving two singlet or two triplet states are also

possible: singlet fission and triplet-triplet annihilation. In the first case, a singlet excited state

of one molecule interacts with the ground state of another molecule to form a triplet exciton

in both. The second process is exactly the opposite and involves the annihilation of two triplet

states into an excited and a relaxed singlet state [14].

Excitons in organic semiconductors: the Frenkel picture

The electronic structure of a molecular solid with weak intermolecular interactions is similar

to the one of the molecule in the gas phase and the molecular orbitals overlap weakly. The

electronic structure can be described within the framework of a tight binding model of molecular

wavefunctions and the excitation is localized mostly on one molecule [43, chapter 15]. This

corresponds to the Frenkel formalism for excitations in a monoatomic, weakly interacting gas

and the excitations in a molecular solid are called Frenkel excitons [44, 45]. The binding energy

EB of a Frenkel S1 exciton can be defined as:

I P − EA= EB + Eopt (1.3)

where I P is the ionization potential of the molecule and corresponds to the energy needed to

extract an electron from the highest occupied molecular orbital (HOMO) in vacuum, EA is the

electron affinity and is the energy needed to bring an electron from the vacuum into the lowest

unoccupied molecular orbital (LUMO) and Eopt is the optical gap of the molecule, defined as

the energy of the transition between the vibrationally relaxed levels of the two electronic levels

involved, the so-called 0→ 0 transition in optical spectra. A molecule can have different kind of
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1.1 Excitations in semiconductors

excitons depending on the levels involved, e.g. singlet 1 excitons (S1, S2, ·, Sn) or triplet excitons

(T1, ·, Tn) and the formula above can be generalized by saying that the exciton binding energy

is the energy difference between having two independent charges in two molecular units of the

crystal, one in the electronic ground state and the other in the given energy level, and a bound

electron-hole pair in one single molecule. Typical binding energies range from 0.2 to 1.6 eV

[46].

In a regime of low interaction among the monomers the excitons transfer from one molecule

to the other via an incoherent hopping process, described by the theory of Förster. The Förster

mechanism, also called Förster resonant energy transfer (FRET), is based on a dipole-dipole

interaction of the two monomers and depends on the overlap of the emission spectrum of the

donor and the absorption spectrum of the acceptor, as well as on the inverse sixth power of the

distance between them [47].

In the opposite limit of strong near-field interaction between the excitations in multiple

monomers the theory of Förster cannot be applied. Molecules in these structures, called molec-

ular aggregates, absorb light collectively and the exciton is delocalized over multiple lattice sites

in the form of excitation waves. The energy transfer rates in aggregates can be as fast as fractions

of fs and scale with the inverse of the cube of the intramolecular distance [48]. The absorption

and emission spectra are characterized by the appearance of a narrow absorption band which

is red-shifted in the case of J-aggregates [49, 50] and blue shifted for H-aggregates [51] with

respect to the monomer absorption. The Stoke’s shift in aggregates is usually smaller than in

the corresponding monomers, indicating that they couple less to the environment [52]. Con-

sequently, the emission band of J-aggregates appears blue-shifted with respect to the monomer

emission and the one of H-aggregates well within the monomer spectrum. Furthermore, the

intensity and width of the aggregate emission depends on the degree of exciton delocaliza-

tion in the film [53], which rapidly decreases with increasing temperature due to an increased

exciton-phonon coupling and disorder effects [54, 55]. Thus, aggregate emission exhibits a

strong temperature dependence, that differs from the one of the monomer emission, allowing

their identification.

In order to generate a separate electron-hole pair from an exciton, the binding energy needs

1Due to the similarity with the electronic structure of isolated molecules, excitonic states of the solid retain the

same nomenclature as molecular electronic levels.
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1.1 Excitations in semiconductors

to be overcome and a radical cation and anion need to be generated in the ensemble, i.e.

M∗ → M+ + M−. Due to the low dielectric constant of organic semiconductors, the electron-

hole pair across the interface between the ionized molecules can still feel the mutual Coulomb

attraction and remain bound in a so-called charge transfer (CT) exciton. It is an intermediate

case of exciton between the delocalized Wannier-Mott exciton and the localized Frenkel exci-

ton where the electron and the hole are localized on two neighboring lattice sites. Sometimes,

CT excitons can form across one single molecule if, for example, the electron and the hole are

spatially localized in two molecular sub-groups. Estimated binding energies for CT excitons are

of few hundreds of meV [56]. CT excitons, especially in their vibrational excited "hot" form, are

considered the precursor step for charge separation [57].

The free charge carrier transport through a molecular film involves ionic molecular states

and, depending on the crystallinity of the solid, its mechanism falls between the limit of hop-

ping and band transport. Still, considering the higher localization, the mobilities in molecular

crystals are in the range 1 to 10 cm2 V−1 s−1, thus at least one order of magnitude smaller than

in the inorganic counterpart [15].

Efficient optoelectronic and light harvesting devices require high charge carrier mobilities,

low injection and ejection barriers, high light-matter coupling and the possibility of covering

the broadest spectral range with elementary electronic transitions. Current commercial opto-

electronic devices are mostly based on inorganic semiconductor technology, which satisfies the

first two requirements. However, their band gap is not easily tuned and their light matter in-

teraction usually lower than for organic compounds. The latter, despite constant technological

progress, are still limited to low-performance applications, due to the low mobilities and the

high injection and ejection barriers at the interface to metallic electrodes. In particular, this is

the case when organic semiconductors are used in device designs that conceptually resemble the

traditional ones. A different approach is to exploit the resonant interactions that can potentially

arise at an inorganic/organic hybrid interface, as will be described in the next session.
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1.2 Hybrid inorganic organic systems: a joint effort towards effi-

cient optoelectronics

One of the first suggestions to combine organic and inorganic semiconductors was presented

by Dexter in 1979 [58]. Here, he proposed to sensitize and thereby increase the efficiency of

an inorganic solar cell with organic molecules, thus theoretically overcoming the Shockley and

Queisser limit [59]. This limit sets the theoretical prediction of the maximum efficiency for a

solar cell based on a inorganic semiconductor p-n junction to 33 % and has among the factors

that determine it the loss of all solar energy larger than the semiconductor band gap. Dexter’s

idea was to efficiently absorb the solar light in molecules with appropriate optical gap rather

than in the inorganic semiconductor. The excitons would then diffuse to the interface with the

inorganic semiconducting substrate, where they would create e-h pairs by charge separation

(CS) across the interface. The quantum yield could even be potentially doubled if triplet ex-

citons would be created in the organic film by singlet fission. Indeed, this futuristic idea finds

nowadays increasing experimental realization. Exemplary studies follow different approaches

that include for example the resonant coupling of the excitations [60–63], the charge separa-

tion [64–66] or the formation of charge transfer excitons [67–69] at the interface between an

organic and an inorganic semiconductor. They are stimulated by the vision of combining the

advantageous properties of both organic and inorganic materials to overcome the respective

limitations discussed above [70].

Hybrid inorganic/organic systems can exist either in the strong or in the weak excitation

coupling regime. The first case, discussed extensively in theory [70–72] but not demonstrated

yet in experiments, has been predicted to occur in quantum well structures and microcavities

and would lead to a strong enhancement of optical nonlinearities and a non-zero second or-

der susceptibility even for separately centrosymmetric inorganic and organic quantum wells. In

this regime the excitations would assume an hybrid character given by the linear combination of

the wavefunctions characteristic of both Frenkel and Wannier-Mott excitons. According to Agra-

novich et al. "these hybrid electronic excitations will be characterized by a radius dominated by

their Wannier component and by an oscillator strength dominated by their Frenkel component".

Therefore, such systems promise to obtain "qualitatively new physical effects" [71]. However,

due to the large width of excitonic resonances in organic semiconductors, the weak coupling
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1.2 Hybrid inorganic organic systems: A joint effort towards efficient optoelectronics

regime is more common and the exchange of energy occurs via a FRET mechanism rather than

by hybrid electronic states. In this regime one can think about light emitting devices where the

charge is electrically injected in an inorganic quantum well and the energy is transferred to the

organic dye, where electron and hole recombine radiatively. Alternatively, as Dexter suggested

in 1979, a solar cell where the light is absorbed in the organic material and the current extracted

from the inorganic after charge separation at the interface [70].

The functionality of a device working in the weak coupling regime, i.e. whether it is suited

for light emission or harvesting, is determined by the energy level alignment at the interface.

CB

EF

VB

LUMO

HOMO

Inorganic Organic

(a) Type I: Energy transfer

Inorganic Organic

CB

EF

VB

LUMO

HOMO

(b) Type II: Charge separation

Figure 1.5: (a) The excitons in the organic and the inorganic semiconductors are resonant: this

situation is favorable for FRET.(b) The LUMO of the molecules is resonant with the conduction band

(CB) of the inorganic semiconductor: this situation is favorable for charge separation and electron

injection from the molecules to the substrate (or hole injection in the opposite direction).

Figure 1.5 shows the two most relevant energy level alignments for technological applications.

The first, depicted in (a), is the energy level alignment required for exploiting the high mobili-

ties of inorganic semiconductors and the emission yield of organic compounds in efficient light

emission devices. Here, excitons are generated in the inorganic substrate either by electrical

charge injection at a p-n junction (not shown) or by photoexcitation and can transfer via Förster

resonant energy transfer, thanks to the resonant overlap of the excitonic levels, to the organic

semiconductor, where they can radiatively recombine. When the aim is to harvest light, then

the energy level alignment depicted in (b) is the goal. The light is absorbed in the organic

semiconductor generating excitons. The LUMO lies energetically resonant with the conduction
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band, which grants a high density of states for the electron to tunnel into. On the other hand

the hole is trapped in the HOMO and charge separation can occur at the interface. This config-

uration is fundamental for providing the force to overcome the Frenkel exciton binding energy

and separate the charges generated by photoexcitation in the organic.

The energy level alignment is not the only factor affecting the efficiency of charge or energy

transfer at an hybrid interface. As discussed in section 1.1.1 and 1.1.2, the excitation can decay

efficiently via multiple relaxation pathways, both in inorganic and organic semiconductors. In

the example of figure 1.5(b), the excitation generated in the organic film needs to diffuse to the

interface before decaying. Therefore, diffusion needs to occur on timescales competitive with

the ones of other relaxation processes such as (non-)radiative recombination or ISC, which, if

the triplet level lies below the CB minimum, can also become a source of energy loss. Further-

more, the diffusion length of singlet excitons, ranging from 3 to 60 nm [73], dictates the limit

for the thickness of the organic layer necessary to achieve maximum energy to charge conver-

sion. The situation of figure 1.5(a) is similar. Here the diffusion length of the Wannier-Mott

exciton in the inorganic crystal plays the main role and the excitons need to reach the interface

as bound quasiparticles in order to undergo resonant energy transfer. Finally, in either case,

charge transfer excitons at the interface can also be an energy loss channel if recombination or

ionization occurs with higher probability than charge separation, as discussed in [67–69].

Clearly several factors need to be fully understood at a fundamental level in order to be able

to design an efficient HIOS, as for example:

(1) What determines the rates of relaxation processes in organic films?

(2) Which mechanisms lead to exciton ionization and trapping in inorganic semiconductors

and on which timescales do they happen?

(3) What are the spectral signatures of charge transfer excitons and their recombination mech-

anisms?

This work addresses the first two questions for a model hybrid inorganic-organic system

composed of ZnO and a spirobifluorene derivative, SP6. The two materials are presented in

detail in section 1.3 and 1.4, respectively.
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1.3 Zinc Oxide

ZnO is a wide band gap semiconductor. Its direct band gap of 3.44 eV at 2 K [74] and of 3.365 eV

at 300 K [75] makes it an interesting candidate for various applications in the realm of optoelec-

tronics in the visible and near UV photon energy range. Furthermore ZnO crystals are natively

n-type doped [76], which makes it a suitable compound as transparent conductor, for example

in light harvesting applications. This section reviews the current understanding of the crystal

and electronic band structure of ZnO, the role of defects in the energetic landscape and the

carrier and exciton dynamics. A fast search in the web of science for publications on ZnO in

the last 15 years leads to over 120 000 results only in the field of physics, chemistry, material

science and optics. This huge number of publications on the one hand reflects the revived in-

terest in understanding and controlling the optoelectronic properties of ZnO and on the other

hand makes it almost impossible to gain a comprehensive picture. Moreover, the conductivity

and optoelectronic properties are strongly influenced by the presence of in-gap states (IGS), in

a way that is still far from being completely understood [76]. This, in addition to the challenges

in growing samples with controlled properties, leads to literature values for the most relevant

physical properties, e.g. linear and nonlinear susceptibilities, Mott density and Bohr exciton

radius, ranging sometimes over orders of magnitude.

Figure 1.6: Hexagonal wurtzite structure

of ZnO . In gray the oxygen anions and

in green the zync cations. Each of them

is surrounded by four atoms of the other

specie in a tetrahedral coordination. The

polar, oxygen terminated (0001) surface is

indicated in yellow and the (1010) mixed-

terminated in light blue.

The thermodynamically stable ZnO crystal structure at ambient conditions is wurtzite, as

depicted in figure 1.6, where each anion is surrounded by four cations at the corner of a tetrahe-

dron, and vice versa. The unit cell of the wurtzite structure is hexagonal, defined by the lattice
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parameters a and c, and belongs to the space group C4
6v if C/a =

p

8/3. Therefore ZnO is non-

centrosymmetric in the bulk. The structure results from two interpenetrating hexagonal-close-

packed lattices, respectively for the oxygen and the zinc, displaced along the threefold c-axis

[77]. The two surfaces perpendicular to the c axis (yellow in 1.6), (0001) and (0001) are the

polar zinc and oxygen terminated surfaces respectively. The non polar mix-terminated surface

is the (1010) and is parallel to the c-axis (blue in 1.6). The crystal symmetry of ZnO leads to

many interesting optical and electronic properties such as uniaxial birefringence, i.e. two differ-

ent refractive indexes for polarization parallel and perpendicular to the c-axis, piezoelectricity,

pyroelectricity and high second order nonlinear optical susceptibility χ(2) for the bulk [78]. The

susceptibility tensor of ZnO is calculated in appendix A and, for example, the values of χ(2)
ccc at

a wavelength of 1064 nm reported in literature range from −83.7 to 7 pm V−1 [79, 80], for thin

films deposited by molecular beam epitaxy (MBE) and metalorganic chemical vapor deposition

(MOCVD).

One of the advantages of ZnO when compared to other application-relevant semiconduc-

tors, e.g. GaN, is that is available as large single crystals that can be used as substrate for

further homoepitaxial growth of thin films or for heterostructures. The ability of homoepitaxy

can potentially prevent substrate contamination and reduce the concentration of extended de-

fects, thus obtaining the high quality films required for optoelectronic applications where the

crystalline quality of the films is fundamental. Bulk growth of ZnO is achieved with several

methods, as for example gas or vapor transport [81], hydrothermal [82] and pressurized melt

growth [83]. Thin films have been successfully deposited on both non-native substrates, such as

sapphire, GaAs or GaN and on ZnO itself by pulsed laser deposition, chemical vapor deposition,

MOCVD [84] and MBE [85].

The potential functionality of a semiconductor is to some extent determined by its band

structure. In ZnO at the Γ point the conduction band is originating from the empty 4s Zn orbitals,

while the valence band has prevalently p character and results from the occupied 2p oxygen

orbitals. It is split by spin-orbit coupling and crystal field splitting into three very closely spaced

bands usually called A,B and C. The splitting energies of EAB = 9.5 meV and EBC = 39.7meV

have been measured by emission and reflection spectra [74] and are in agreement with theo-

retical calculations [86]. The optical spectra across the band gap are dominated by transitions

from the three VBs. The first excitonic spectrum of ZnO was measured with absorption and re-
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flection by Thomas and is plotted in figure 1.7(a) (please note the decreasing energy axis). He

observed three distinct resonances, one for E ‖ c at 3.418 eV and two for E ⊥ c at 3.378 eV and

3.371 eV respectively, and proposed the transitions visible when the electric field polarization is

perpendicular to the c-axis to result from the valence band A and B and the transition for E ‖ c

from C. This assignment leads to an inverted VB ordering with respect to usual wurtzite symme-

tries [87]. Park et al., instead, interpreted the spectrum with the usual ordering and attributed

the line of the ground state A exciton-polariton transition to an ionized donor-bound exciton

[88]. The extensive debate on the assignment of band symmetries and allowed transitions is

still ongoing, with the inverted ordering being mostly adopted [75], and results in different

assignments of the transition energies found in the literature [77]. Figure 1.7(b) shows the PL

spectrum of ZnO in the region of the FX emission at a temperature of 10 K and with electric field

perpendicular to the c-axis, as reported by Teke et al.. The inset expands on the region of the

maximum emission. The authors assign the peaks considering a non-inverted band ordering

and find the ground state emission of the FX-A at an energy of 3.377 eV and 3.376 eV, depend-

ing on the symmetry, and the ground state emission of the FX-B at 3.39 eV, about 12.7 meV

apart. Furthermore, they observe additional fine structure, such as the appearance of the LPB

and UPB related to exciton A respectively 2.9 meV and 3.6 meV below or above the pure exciton

emission.

(a) (b)

Figure 1.7: (a) Reflectivity spectra at 77 K for E ‖ c (full line) and E ⊥ c (dashed line), from ref.

[87] (Please note the decreasing energy axis). (b) PL spectrum at 10 K in the energy region of FX

emission for E ⊥ c, from reference [89]. See text for discussion.
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Teke et al. traced the PL signatures of the A and B free excitons from 10 to 300 K and stated

that they can be distinguished until about 160 K. For even higher temperatures the two excitons

and the LOP replica all converge to a single broad peak. A similar trend is observed in reference

[90], where the authors report a red shift of 60 meV from liquid helium to room temperature

that is attributed to a combination of band gap narrowing and increased phonon-assisted re-

combination. Similar values for the band gap shift are measured in reference [91]. The band

gap narrowing with increasing temperature is a common observation in semiconductors and

is attributed mainly to an increase in carrier-phonon coupling and to the change in the lattice

constants [16].

For energies below the emission of the free exciton A, phonon replica are observed in the

PL spectra [23] with an energy separation of about 70 meV. Group theory predicts for a C4
6v

crystal symmetry with 4 atoms in the unit cell the existence of 12 phonon modes, 9 optical

and 3 acoustical. Among the optical phonons, the A1 and E1 branches are both Raman and

infrared active. Raman scattering determines the existence of two LOPs of symmetry A1 and E1

at 583 cm−1 and 574 cm−1 respectively, corresponding to 71 meV and 72 meV [92]. Thus the

phonon replica are attributed to the exciton scattering with one of the two LOPs.

Many donor-bound excitons are also observed in the PL spectra for energies below the FX

emission, as for example the A excitons bound to neutral donor, with energies and line-widths

depending on the sample [93, 94]. Figure 1.8 shows a schematic representation of the energy

regions of the near band-edge transitions as presented in reference [94]. The black region indi-

cates the free exciton (FX) energy region, in blue are represented the transitions associated to

ionized (D+X) and neutral (D0X) donor bound excitons and their two electron satellites (TES),

in orange the theoretically predicted acceptor bound excitons (A0X) and in green the deeply

bound excitons (Y) and their TES. The vertical lines mark the position of the most prominent

lines in the emission spectra. These near band-edge defects usually play a relevant role in the

optical and electronic properties of ZnO only at low temperatures, since for higher temperatures

they can be easily released back as free excitons.

Analogously to other wide band gap semiconductors, ZnO has numerous other defect levels

deeper in the band gap, which emission and absorption bands can be associated to. Mostly, these

bands in the visible region are related to extrinsic substitutionals such as copper and lithium

on the zinc site, responsible of a green and red emission band respectively. However, the green
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(a)

(b)

Figure 1.8: Scheme of the emission energies of the most important free and bound excitons in

ZnO from ref. [94] and [95]. See text for details.

emission band is characteristic of most ZnO samples, also those where the presence of Cu can be

excluded and has been attributed both to oxygen [96, 97] and zinc vacancies [98, 99]. Vempati

et al. [95] present an extensive review of all the emission energies of the most relevant IGS in

ZnO of intrinsic origin, which is summarized in panel (b) of figure 1.8. In addition references

[100, 101] observe an emission line centered at 1.8 eV, which has been associated with defect

complexes involving oxygen excess.

As discussed in section 1.1, defects also influence the electrical properties of a semiconduc-

tor. The prevalence of n-type conductivity in most ZnO samples was historically associated with

intrinsic defects, such as oxygen vacancies and zinc interstitials [76]. Again, the assignment of

the shallow donor character to a given kind of defect is controversial and is mostly related to
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the calculation of formation enthalpies of intrinsic defects [102, 103]. The currently accepted

theory is that n-type conductivity is instead related to an extrinsic defect: hydrogen. It is either

necessary for or unintentionally present in most growth techniques, even under ultra high vac-

uum (UHV) conditions, and thus almost impossible to avoid. In most semiconductors, hydrogen

compensates the prevailing conductivity, i.e. it is a so-called amphoteric defect, while in ZnO it

occurs always as H+ and therefore always acts as a donor [104]. Hydrogen is present on ZnO

in two forms, both with low formation energies [76]: it can either intercalate as interstitial and

bind strongly to oxygen or it can substitute on O sites.

The donor character of H on ZnO is also responsible for the occurrence of a charge accumu-

lation layer (CAL) when it is adsorbed on the polar oxygen- and the non-polar mixed-terminated

surfaces [105–107]. It induces a downward surface band bending which leads to a crossing of

the CB with the Fermi energy. This results in a partial filling of the CB in the surface region

(∼ 1 nm) and, consequently, a strongly confined CAL is created. Simultaneously, the work func-

tion is reduced due to a change of the net surface dipole moment. Deinert et al. showed that

this effect occurs already for very low hydrogen coverages, such as those present in an UHV

environment [107].

Charge carrier and exciton dynamics

Excitation relaxation pathways play a central role in determining if a material is suitable for

optoelectronic applications such as, for example, photodetection, optical switching or lasing.

Furthermore, as discussed in section 1.1.2, the excitation density affects the shape of the opti-

cal spectra due to screening, band-gap renormalization or band-filling. Finally, the transition

from a low density, excitonic regime to a EHP is continuous and the literature values for the Mott

density at room temperature span two orders of magnitude: from 3× 1017 to 3.7× 1019 cm−1

[108, and references therein]. Therefore, caution is required when assigning and interpret-

ing the spectroscopic results. As discussed in section 1.1.1, this holds especially when treating

optical spectroscopy data, where the existence of populations is deduced from changes in the

optical resonances. Again, the ZnO literature on carrier relaxation and lifetimes is vast and the

assignment and values reported often conflicting. This results in a variety of timescales seem-

ingly associated to the same physical process, as well as a variety of processes related to the

same timescale. Table 1.1 tries to order the literature values for the most relevant timescales,
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as a function of excitation density. The abbreviations used therein are: X indicates the exciton

in general, with FX the free exciton, AX and BX the excitons related to A and B valence band,

DBX defect bound excitons and SX the surface exciton. The first column lists the process and

the second the technique used. For each process the results are sorted for increasing excitation

density. Great extent of the literature reports time-resolved photoluminescence (tr-PL) experi-

ments, where the emission at the exciton energy is measured as a function of time. In all the

publications listed the results are discussed in terms of excitonic processes, even if the excita-

tion density used is above the nominal Mott density, where excitonic populations should not

exist. Exciton formation and relaxations timescales are reported to be hundreds of ps to tens

of ns. Details about the charge carrier dynamic and trapping, as well as the experiments per-

formed above the Mott density, are mostly obtained with transient reflectivity and absorption

experiments. The charge carrier thermalization in the CB is established to occur in fs to ps,

depending on the excess energy above the CB minimum. Direct probes, such as photoemission

spectroscopy or THz-spectroscopy, are best-suited to observe electronic and excitonic popula-

tions. The formation of the bulk exciton is investigated in reference [19] by looking at the

changes in the THz conductivity and they establish the formation of an insulating gas of bound

quasiparticles to occur in 100 to 200 ps. Reference [109] directly observes in a photoemission

experiment the increase of electronic population below the Fermi energy in 200 fs, which is at-

tributed to the formation of "hot" surface excitons. Both results are in good agreement with

first-principle calculations [110].

From this comparison it becomes clear that parameters so important for technology as

charge carrier and exciton lifetimes are still not established. This work contributes to the identi-

fication of charge carrier and exciton relaxation pathways and the corresponding time constants

by applying complementary static and time-resolved optical techniques such as time-resolved

photoluminescence, time-resolved transmission (tr-T) and the newly developed time-resolved

electronic sum-frequency generation. The resonances associated to the three VB are identified

in the spectra as well as a defect band going from 1.7 to 2.7 eV. The charge carrier dynamics in

the CB are investigated using both the linear optical techniques for excitation densities above

the average Mott density (∼ 3× 1018 cm−3). The linear-optical response, however, is dominated

by defect dynamics which are compared for two different ZnO samples. Finally, for excitation

densities below the Mott density the exciton formation dynamics are observed both directly as a
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time-resolved electronic sum-frequency generation (tr-eSFG) decrease at the resonance energy

or indirectly over the onset of stimulated emission.
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Process Note Technique T (K) Epump(eV) Excitation density Timescale (ps) Reference

Carrier

thermalization

in CB

THz-spectroscopy 30 3.1 2× 1016 cm−3 4 Hendry et al. [19]

2PPE 120 4.4 5× 1016 cm−3 0.05 Tisdale et al. [111]

Absorption 300 4.05 4.0× 1019 cm−3 1 Yamamoto et al. [112]

via LOP scattering 2PPE 50–300 4.19 1.45× 1018 cm−3 0.02–0.04 Deinert et al. [109]

" Theory 0 0.01 above CBM below Mott fs Zhukov et al. [110]

via AP scattering " " 0–0.01 above CBM " ps "

Auger recombination THz-spectroscopy 30 4.6 2× 1019 cm−3 1.5 Hendry et al. [19]

Exciton

formation

FX THz-spectroscopy 30 3.1 2× 1016 cm−3 200 Hendry et al. [19]

SX Tr-PL 2–4 4 below Mott 18 Travnikov et al. [113]

" 2PPE 50–300 4.19 1.45× 1018 cm−3 0.2 Deinert et al. [109]

Exciton

lifetime

and

recombination

FX THz-spectroscopy 30 3.1 2× 1016 cm−3 > 1000 Hendry et al. [19]

" Tr-PL 293 3.42 – 970 Koida et al. [114]

" " 6 3.84 3.56× 1017 cm−3 60–80 Kuehn et al. [115]

FX (radiative) " 2 3.48 – 1350 Wagner et al. [94]

" " 300 3.81 8.7× 1019 cm−3 863.9 Teke et al. [89]

AX Tr-Catodoluminescence 5 – – 95 Bertram et al. [116]

AX and BX Tr-reflectivity 4 3.36 and 3.39 – 50–100 Cook et al. [117]

DX Tr-PL 6 3.84 3.56× 1017 cm−3 200 and 2100 Kuehn et al. [115]

" " 2 3.48 – 570–1600 Wagner et al. [94]

SX " 6 3.84 3.56× 1017 cm−3 130 and 2200 Kuehn et al. [115]

" " 2–4 4 below Mott 60 Travnikov et al. [113]



Process Note Technique T (K) Epump(eV) Excitation density Timescale (ps) Reference

Non-radiative rec. Tr-PL 2 3.48 – 200 Wagner et al. [94]

" " 300 ∼ 3.43 – 3800 Chichibu et al. [118]

" " 300 3.81 8.7× 1019 cm−3 170 Teke et al. [89]

Exciton

and

carrier

trapping

e− defect trapping 2PPE 120 4.4 5× 1016 cm−3 100s of fs Tisdale et al. [111]

carrier trapping Tr-Reflectivity 300 1.5 both 2–6 Versteegh et al. [108]

" Absorption @ > 500 nm – 3.1 2.30× 1020 cm−3 400 Bauer et al. [119]

trapping and emission Tr-PL 293 3.42 – 14000 Koida et al. [114]

DX trapping Tr-PL 2 3.48 – 230–375 Wagner et al. [94]

carrier diffusion to bulk Tr-reflectivity 4 3.36 and 3.39 – 2–5 Cook et al. [117]

X-X scattering

Tr-PL 300 3.2 2.0× 1019 cm−3 instantaneous Takeda et al. [120]

Absorption @ > 500 nm 2.30× 1020 cm−3 12 Bauer et al. [119]

Tr-PL 300 3.2 2.0× 1019 cm−3 4.2 (rise) Takeda et al. [120]

BG renormalization Absorption 300 4.05 4.0× 1019 cm−3 > 10 Yamamoto et al. [112]

EHP
optical gain " " " " 30–200 "

decay THz-spectroscopy 30 4.6 2× 1019 cm−3 1500 Hendry et al. [19]

Defect

recombination

Tr-PL @ 500 nm – 3.1 6.10× 1019 cm−3 340; 2110; 18 800 Bauer et al. [119]

deeply trapped hole Absorption @ > 500 nm – " 2.30× 1020 cm−3 400 "

Table 1.1: Timescales for exciton and charge transfer dynamics in ZnO . The table is sorted by processes and within each process the data are sorted by excitation

density, when given.
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1.4 SP6

An organic molecule with a resonant optical gap of about 3.4 eV is required in order to form

an hybrid system with ZnO, where the energy can be efficiently transferred via a resonant en-

ergy transfer mechanism from one semiconducting compound to the other. Furthermore, an

efficient HIOS requires the organic compound to have a high absorption cross section and/or

high emission yield.

One candidate model system is represented by the spirobifluorene derivative 2,7-bis(biphenyl-

4-yl)-2’,7’-ditertbutyl-9,9’-spirobifluorene (SP6). Its structure, both as structural formula and

tridimensional sketch, is depicted in figure 1.9. It is formed by a sexiphenyl backbone spiro-

Figure 1.9: Structural formula (left) and tridimensional sketch (right) of SP6

linked to a tertbutyl-decorated biphenyl. The tridimensionality of the spiro-linkage gives the

molecule its characteristic propeller-like shape. The sexiphenyl chain is slightly bent due to the

linkage and the length of the molecule is of 25.8 Å, while the width is calculated to be 13.6 Å

[6]. As shown in reference [121], this shape prevents crystallization of the solid phase by mini-

mizing the packing. The amorphous growth of SP6 films on quartz glass and on Zn0.86Mg0.14O

is confirmed by the atomic force mycroscopy (AFM) images shown in reference [6] and [7],

respectively.

Figure 1.102 shows the Kohn-Sham orbital shape of the frontier orbitals HOMO and LUMO

as well as the LUMO+1 and +2. The electron density of the highest occupied molecular orbital is

distributed over the whole molecule while the lowest unoccupied molecular orbitals are strongly

localized on the two parts of the molecule. The existence of localized states in molecules con-

sisting of conjugated segments separated by non-conjugated bridges has been investigated both

theoretically in spiro-linked polyfluorenes [122] and experimentally on stilbene, naphthylene,

and anthrylene derivatives [123]. This excited state localization leads to excited states with

comparably long lifetimes, but, nevertheless, radiative recombination is observed to occur only

2Calculations shown by courtesy of Oliver Hofmann, TU Graz (Austria).
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Figure 1.10: Kohn-Sham frontier orbitals of SP6. Clearly, while the HOMO is distributed over

the whole molecule, the LUMO and LUMO+1 are localized on the sexiphenyl backbone and the

LUMO+2 on the biphenyl group.

from the lowest excited state in all compounds, as expected from Kasha’s rule.

The absorption spectrum of SP6 is structureless, as it is typical for phenylenes [124, 125].

It starts at 3.2 eV and peaks at 3.6 eV, thus overlapping with the absorption of ZnO. The absorp-

tion coefficient is αSP6 = 4× 105 cm−1 at the peak energy. The first emission line is observed at

3.14 eV and the PL spectrum is maximum at 2.95 eV, where also an amplified spontaneous emis-

sion band appears [5], with an excitation threshold of 111μJ cm−2. SP6 also exhibits lasing in

distributed-feedback (DFB) resonators. DFB resonators are used with organic semiconductors

since they require low lasing thresholds. They incorporate a periodic modulation of the refrac-

tive index in the cavity that leads to Bragg reflection and laser emission occurs near the Bragg

wavelength, which can be varied by changing the modulation period. In SP6 threshold behavior

is observed at 166 kW cm−2 and no saturation before a minimum output power of 3 W. In the

experiments the emission wavelength was tuned in the range between 401.5 nm and 434.2 nm

(2.86 to 3.09 eV) by pumping different grating sections [5, 6].

SP6 also exhibits extraordinarily high Raman scattering cross section, which allowed Stähler

et al. to perform non-resonant and non-enhanced Raman spectroscopy of SP6 films deposited

on ZnO (0001), ZnMgO(0001) and sapphire. Their spectra are dominated by a band between

1285 cm−1 and 1480 cm−1, associated with CC stretching modes, and a peak at 1600 cm−1, re-

lated with the symmetric ring stretch. Furthermore, they showed that the change of substrate

does not affect the vibrational modes of the electronic ground state, leading to the conclusion

that the molecules adsorb without strong interactions with the substrates. This is further sup-

ported by the excellent agreement with density functional theory calculations of the gas phase

spectrum [126].
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The overlap of the absorption spectrum of SP6 with the one of ZnO, favoring the resonant

coupling between the two semiconducting materials, together with the strong light-matter cou-

pling of SP6 evidenced by the high emission and Raman scattering cross-sections, make SP6 the

ideal candidate to form a model hybrid inorganic organic system with ZnO.

Furthermore, the frontier orbitals form, when SP6 is deposited on ZnO , a type II energy level

alignment with the ZnO energy levels at the zinc terminated (0001) surface, such as the one

depicted in figure 1.5(b). Blumstengel et al. calculate a LUMO offset of 1.0 eV with respect to the

CB minimum, from photoemission spectra and gas phase optical gap measurements [7, 8]. This

kind of alignment favors electron transfer from the organic to the ZnO, which is indeed observed

to occur very efficiently, with transfer times as short as 10 ps, once the excitons have reached

the interface. Indeed, the photoluminescence lifetime measured as a function of organic film

thickness demonstrates that the charge separation efficiency is limited by the diffusion of the

excitons to the hybrid interface. Figure 1.11 shows the CS efficiency ηC T as a function of film

thickness for two different temperatures (5 K and 280 K), as presented in reference [7]. ηC T

was fitted with the one dimensional diffusion model setting the PL lifetime to 300 ps and from

which the exciton diffusion length was estimated to be 3.7 nm at 5 K and 10 nm at 300 K.

Figure 1.11: Film thickness dependence of the

charge separation efficiency at the SP6/ZnO in-

terface for two different temperatures. The higher

efficiency at higher temperatures is attributed to

the better diffusion of the excitons from the sur-

face of the organic film to the hybrid interface [7].

By using a ZnO/ZnOMgO quantum well structure with a 3.5 nm ZnO quantum well, capped

with a ZnMgO barrier of variable thickness, Blumstengel et al. were also able to demonstrate

Förster resonant energy transfer from the quantum well to the molecule. This transfer results

in the appearance of the quantum well emission peak in the luminescence spectrum of SP6.

Furthermore, from the change in the lifetime of the quantum well excitons they established

that 75 % of the Wannier-Mott excitons transfer to the organic to generate Frenkel excitons [7].

Both the experiments from Blumstengel et al. demonstrate efficient coupling between SP6
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1.4 SP6

and ZnO [7, 8]. Nevertheless, luminescence spectroscopy directly addresses only the lowest

excited state, due to Kasha’s rule, and is only indirectly sensitive to higher excited states or to

other decay channels that affect the S1 population but do not lead to emission. These "dark"

states, however, can act as traps for excitonic population, and thus strongly affect the efficiency

of the hybrid system. Aim of the experiments presented in chapter 6 is to specifically investigate

the lifetimes of the excited states by using time-resolved excited state transmission experiments,

which are presented in section 3.1. These experiments measure the absorption of the excited

state population in transitions to higher excited states Sn, and allow to directly look at all those

excited states that have an absorption transition in the energy range of the probe pulse. Iden-

tifying the excited states that do not contribute to luminescence permits to tackle the multiple

decay channels limiting the efficiency of energy or charge coupling between the two semicon-

ducting materials. Finally, the experiments aim to further understand the mechanisms that are

behind exciton diffusion in the SP6 bulk, which has been identified as the limiting factor for the

charge separation mechanism.
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2. Optical spectroscopy: shed light on matter

Spectroscopy spec/tros/co/py [spek’träsk@pē], n.

The branch of science concerned with the investigation and measurement of spectra

produced when matter interacts with or emits electromagnetic radiation.

Spectrum spec/tum ["spEktr@m], n. (pl. spectra)

A characteristic series of frequencies of electromagnetic radiation emitted or ab-

sorbed by a substance.

This is how the Oxford dictionary [127] defines spectroscopy. But what does a spectrum tell

us about the microscopic properties of matter? The answer to this question is the aim of the first

section (2.1) of this chapter, which recalls the theoretical formalism connecting the macroscopic

observables of an optical experiment, the spectrum, with the microscopic description of matter in

terms of response functions. The second section (2.2) builds on the previously introduced definitions

to elaborate on the interpretation of time-resolved optical experiments in terms of electronic pop-

ulations and introduces the rate-equation analysis of optical transients, while the coherent effects

visible in ultrafast optical spectroscopies are briefly discussed in its last part (cf. sec. 2.2.2). When

the intensity of the light is comparable to the atomic fields, the response of matter is no longer linear

with respect to the electric field and nonlinear effects arise, as described in section 2.3. Of particular

interest are second order processes, which occur only for broken inversion symmetry, and therefore

are powerful tools for interface specific investigations. Among them, sum-frequency generation is

specifically relevant for this work and is given most attention. When not otherwise explicitly stated,

sections 2.1 and 2.2 are based on references [128], [129] and [130]. The section on nonlinear

optics, bases on [128],[131] and [132].
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2.1 The observable of an optical experiment: the susceptibility

Matter can be thought as a collection of charged particles: the positive nuclei and the negative

electrons. When an electric field is applied, these charged particles move accordingly. In metals

the presence of the field leads to a net displacement of the free electrons, the current, while in

insulators and semiconductors it produces a collection of oscillating dipoles. The displacement

r of the electron of charge e from the nucleus is governed by the following equation of motion

m
e

�

d2r
d t2

+ 2Γ
dr
d t

+Ω2r−
�

χ(2)r2 +χ(3)r3 + · · ·
�

�

= −E(t) (2.1)

with resonant frequency Ω and damping constant Γ .

For an electric field E(t) = 1
2E [exp(−iωt) + exp(iωt)] and neglecting anharmonicity, the

solution is given by

r(t) =
−eE0

2m
exp(−iωt)

Ω2 − 2iΓω−ω2
+ c.c. (2.2)

and the resulting dipole moment is p = −e · r

If the medium is treated as an ensemble of N atoms, each with fi dipoles oscillating with

frequency Ωi and with
∑

i fi = Z the number of electrons in the atom, then the overall ef-

fect of the electric field on the medium is to generate a time-dependent polarization P(t) =

−eN
∑

i fi 〈r(t)〉. It’s Fourier transform P(ω) = ε0χ(ω)E(ω) leads to the definition of the linear

susceptibility, i.e. the linear response function, in the frequency domain, of the medium to a

perturbing field of frequency ω:

χ(ω) =
Ne2

ε0m

∑

i

fi

Ω2
i −ω2 − 2iΓiω

. (2.3)

The fundamental physical meaning of (2.3) is that the dipoles are set to oscillate at the same

frequency of the incident field and in turn radiate into the medium and modify how the electric

field propagates. The overall electric field is then given by the incident and the induced com-

ponents. Another common way of expressing the response is in terms of the of the complex

dielectric function ε(ω) = ε1 + iε2, connected to the susceptibility by ε(ω) = 1+χ(ω).

A linear optical experiment ultimately measures the amount of incident light that is trans-

mitted and reflected by a sample. These macroscopic quantities are related to the microscopic

properties of matter respectively via the index of refraction and the absorption coefficient, ex-

pressed as the real and imaginary part of the complex index of refraction ñ(ω) = n+ik = (ε)1/2.
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Therefore, they can be determined from the linear susceptibility as

ℜ(χ) = n2 − 1 =
Ne2

ε0m

∑

i

fi
Ω2

i −ω
2

�

Ω2
i −ω2

�2
+ (2Γω)2

(2.4)

and

ℑ(χ) = 2nk =
Ne2

ε0m

∑

i

fi
2Γω

�

Ω2
i −ω2

�2
+ (2Γω)2

(2.5)

Since ℜ(χ) and ℑ(χ) are connected to each other by the Kramers-Kronig relations, measuring

the reflectivity and the transmission of a sample over the whole frequency spectrum in principle

allows the extraction of the full information on the linear susceptibility.

In order to solve (2.1) exactly, it is necessary to neglect anharmonicity, which is possible

if the displacement r is small. This holds only for electric fields, both incident and induced,

that are negligible when compared with interatomic fields, typically on the order of 1010 to

1011 V m−1. If the overall field intensity becomes comparable, then anharmonic components to

the displacement need to be taken into account and the solution of the equation of motion is no

longer exact. However, if anharmonicity can still be considered as a perturbation, being small

with respect to the linear term in r, the resulting polarization can be expressed as a power series

of the electric field

P = ε0

�

χ(1)E+χ(2)E2 +χ(3)E3 + · · ·
�

= P(1) + PN L , (2.6)

where χ(2) and χ(3) are respectively the second and third order nonlinear susceptibility tensors.

Nonlinear terms give rise to wave mixing phenomena, such as harmonic generation, as well as

controlling the interaction between matter and multiple electric fields.

Before moving on to discuss the nonlinear interactions, it is instructive to deeper understand

the connection between the linear response function, χ(1), and the microscopic structure of

matter. This is best achieved in a quantum-mechanical treatment.
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2.2 Susceptibility and electronic populations

When a solid is perturbed by an external electrical potential Φa(r, t) the overall potential is

given by

V (r, t) = V0(r, t) + e [Φa(r, t) +Φi(r, t)] ,

where Φi(r, t) is the induced potential due to the reaction of the electron distribution to the

applied electric field. The potentials are connected to the charge densities by Poisson equations

of the form ∇2Φ = 1/ε0 · ρ and the total potential Φtot = Φa + Φi to the applied external po-

tential by the dielectric function as Φtot = ε−1Φa [133]. The dielectric constant, and in turn

the susceptibility, can be determined in the linear response theory framework if the depen-

dence of the external potential and the induced charge density on space and time are written

as exp {i [q · r− (ω+ iδ) t]}, where q is the momentum of the photon. The term eδt ensures

that the perturbation goes to zero for long negative delays. The complex susceptibility is then

proportional to

χ(q,ω)∝
1
V

∑

kk′nn′σ

|



nk|eiq·r|n′k′
�

|2
f (En(k))− f (En′(k′))

En′(k′)− En(k)−ħhω+ iδ
(2.7)

Since photons only transfer small momenta, the formula can be expanded for q:

χ(q→ 0,ω)∝
e2

Vq2

∑

knσ

f (En(k+ q))− f (En(k))
En(k+ q)− En(k)−ħhω+ iδ

+
1

Vq2

∑

knn′σ
n6=n′

�

�e2



n′k′|r|nk
��

�

2 f (En′(k))− f (En(k))
En′(k)− En(k)−ħhω+ iδ

(2.8)

This expression highlights the contributions to the susceptibility due to intra- (first addend

on right hand side) and inter-band (second addend on right hand side) transitions. Interband

transitions occur only for a photon energy ħhω= En′(k)−En(k) that matches an optical transition

and are weighted by the occupation of the initial and final states as well as the matrix element

�

�e2



n′k′|r|nk
��

�

2
(2.9)

proportional to the dipole operator between the final and the initial state. These matrix elements

are commonly called the oscillator strength of the transitions.

From equation (2.7) and (2.8) it is clear that changes in the populations of the states due

to the effect of a perturbation field result in changes of the optical properties of the material,
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2.2 Susceptibility and electronic populations

which can be indirectly measured through absorption and reflection experiments. If the optical

properties at a given frequency are monitored as a function of the time since the electronic

density has changed, then it is possible to infer the time evolution of electronic populations.

This is at the basis of optical pump-probe experiments, where a perturbation field, the pump, is

used to transiently modify the electronic populations and a second field, the probe, is used to

measure the pump-induced changes on the dielectric function. The measurement of the probe

transmission or reflection as a function of pump-probe delay is called a kinetic trace.

2.2.1 Pump-probe experiments and rate equations

In order to understand the kinetic traces observed in time-resolved spectroscopy it is useful to

start by considering the simplest possible quantum mechanical system interacting with radia-

tion: the two-level system. This problem was addressed by Einstein in 1917, when he postulated

the existence of stimulated emission [134].

Two energy levels E1 (ground state) and E2 (excited state) of a system of N identical and

non-interacting atoms in a cavity, which are separated by the energy ħhω and have a thermal

population N = N1 + N2, are coupled radiatively by three possible transitions: spontaneous

emission, absorption and stimulated emission. As long as there is population N2 in the excited

state an electron can spontaneously relax to E1 with a probability per unit time A21, the proba-

bility of spontaneous emission. The two other processes require the presence of external sources

of electromagnetic radiation, with total energy 〈W (ω)〉= 〈WT (ω)〉+〈WE(ω)〉 given by the sum

of thermal and external energy. The probability of absorption is then B12 〈W (ω)〉 and the one

of stimulated emission B21 〈W (ω)〉.

The time evolution of the population in the states is described by the rate equation

dN2

d t
= −

dN1

d t
= B12 〈W (ω)〉N1 − (A21 + B21 〈W (ω)〉)N2 (2.10)

If at the time where the external field is turned on all the atoms are in the ground state, i.e.

N = N1, then the population in the excited state evolves as

N2(t)∝ [1− exp(−A21 t)] . (2.11)

Although this approach can seem rather simplistic, since it does not take into account coher-

ences between the two quantum mechanical states, rate equations can be used to describe the
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dynamical evolution of electronic populations, as demonstrated in the following with a quantum

mechanical approach [135].

If an atom interacts with an electric field of frequency ω the main contribution to the inter-

action is given by the dipole-dipole interaction, which Hamiltonian is defined as Ĥi = −eD · E,

where D is the total dipole moment of the atom. If
�

�1
�

,
�

�2
�

and
�

�3
�

are three eigenstates of

the non-interacting system, the eigenstates of the interacting system are a linear combination

defined by the coefficients C1, C2 and C3. Consider a pump-probe experiment performed on the

three-level system depicted in figure 2.1. The pump beam creates a population in state
�

�2
�

by

promoting electrons from the ground state
�

�1
�

. These electrons decay back to
�

�1
�

with the rate

Rpump

probe

Figure 2.1: Three level system interacting with

a pump and probe laser beam. TR indicates the

relaxation time of the intermediate state.

ΓR. The population in
�

�2
�

is monitored by the

probe beam, delayed by a time τ, which in-

duces a coherence ρ23 between state
�

�2
�

and
�

�3
�

that irradiates the signal. Thus, the pump-

probe intensity IPP is given by [136]

IPP ∝
∫ +∞

−∞
Eprobe(t,τ)ρ23(t)d t . (2.12)

The three level system interacting with

the pump and probe electric fields is best de-

scribed within the density matrix formalism

ρ =









|C1|2 C1C∗2 C1C∗3

C2C∗1 |C2|2 C2C∗3

C3C∗1 C3C∗2 |C3|2









(2.13)

where the diagonal elements ρii = |Ci|2 = Ni
N are the population densities in the states

�

�1
�

,
�

�2
�

and
�

�3
�

and ρi j is the coherence between states
�

�i
�

and
�

� j
�

.

The time evolution of the density matrix elements is given by the optical Bloch equations

(OBE)

˙̃ρi j = −
i
ħh

∑

a

�

µiaEρ̃a j +µa j Eρ̃ia

�

+ Γdissρi j (2.14)

where Γdiss is a phenomenological dissipation rate of the population or coherence. For the levels
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in the picture this results in the following system of coupled equations:

˙̃ρ11 =
iµ12Epump(t −τ)

2ħh
(ρ21 −ρ12) + ΓRρ22

˙̃ρ22 =
iµ12Epump(t −τ)

2ħh
(ρ12 −ρ21) +

iµ23Eprobe(t)

2ħh
(ρ32 −ρ23)− ΓRρ22

˙̃ρ33 =
iµ23Eprobe(t)

2ħh
(ρ23 −ρ32)

˙̃ρ12 =
iµ12Epump(t −τ)

2ħh
(ρ11 −ρ22)−

�

Γ ?12 +
ΓR

2

�

ρ12

˙̃ρ23 =
iµ23Eprobe(t)

2ħh
(ρ22 −ρ33)−

�

Γ ?23 +
ΓR

2

�

ρ23

ρ21 = ρ
∗
12

ρ32 = ρ
∗
23

(2.15)

The dissipation rates are defined as ΓR = 1/τR for the decay of the intermediate state pop-

ulation and Γ ?12, Γ ?23 for the pure dephasing of the coherences. Epump(t − τ) and Eprobe(t) are

the envelopes of the pump and probe pulse. The only assumptions made for writing the equa-

tions are that ωpump and ωprobe are well separated spectrally, such that the only interactions

possible are the ones depicted in figure 2.1, and that the lifetime of
�

�3
�

is much longer than

the duration of the probe pulse. These are plausible assumptions in the experiments performed

in this work. The equations reduce to the form of the rate equation (2.10) for infinitely short

dephasing times (Γ ?i j →∞), at least for times larger than the duration of the pulses and the

coherences are expected to become more and more relevant for dephasing times that approach

in order of magnitude the relaxation times. In order to get further insight on how strongly

the optical transients are affected by the coherences the OBE are solved numerically for three

different sets of parameters. The pulse durations are of 40 fs and 20 fs for the pump and probe

respectively and the intensity of the pump is 100 times larger than the one of the probe. Since

the dephasing time in molecules can vary from tens of femtoseconds to picoseconds depending

on the size of the molecules and lacking a literature value for the dephasing in the specific case

of SP6, the pure dephasing time is kept fixed to 10 fs for computational costs. The relaxation

time τR = 1/ΓR is varied over three orders of magnitude from 30 fs to 3 ps. The coherences are

found to affect mostly the onset of the optical transient, as exemplary shown in figure 2.2 for a

relaxation time of 300 fs. The figure compares the optical transient with the calculated pump-
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Figure 2.2: Comparison of the calculated

ρ22 and the optical transient for a relax-

ation time of 300 fs and a pure dephasing

time of 10 fs. The presence of the coher-

ences leads to a retarded maximum in the

transient signal compared with the popu-

lation.
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and clearly shows that the effect of the coherences is to

shift the maximum of the transient to larger positive delays.

How this transient shift affects the evaluation of the relaxation times in a rate equation

picture is discussed in figure 2.3, where the optical transients obtained for relaxation times of

30 fs, 300 fs and 3000 fs are depicted (gray dots) from top to bottom and compared with the

best fits for five fitting procedures that differ on how the transient is treated.

A (green): Given the expression for the population N(t) obtained from the rate equations,

the intensity of the pump-probe signal results from its convolution with the cross-correlation of

pump and probe intensities [137]

IPP =

∫ +∞

−∞
N(t)

∫ +∞

−∞
Iprobe(t

′ −∆t)Ipump(t
′ − t)d t ′d t . (2.16)

The cross correlation of two Gaussian pulses is again a Gaussian pulse and this fitting method

fixes its FWHM to the addition in quadrature of the FWHM of pump and probe and the time

zero of the onset of the population to ∆t = 0 as dictated by the simulations. The only fitting

parameter is the relaxation time τR

B (yellow): The function used is the same as in A but time zero is allowed to freely vary.

C (red): Same fit function as in A and B but the FWHM is also considered as free parameter.

D (dark red): The convolution of a step-like function with a Gaussian curve, which would

correspond to equation (2.16) in absence of recombination, results in the error function

erf
�

(t − t0)/τp

�

, where τp takes into account the width of the pulses. The optical transients

can thus be fitted by the product of an error function with the exponential decay obtained from

the rate equations. In this case, time zero is fixed to ∆t = 0, while τp is a free parameter.
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2.2 Susceptibility and electronic populations

E (violet): In this case the same error function approach as above is used but both t0 and

τp are left as free parameters.

F (light blue): Here the onset is ignored and the transients are fitted with a simple expo-

nential decay starting at the maximum intensity and with t0 = 0.
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Figure 2.3: From top to bottom: comparison of the theoretical pump-probe transients calculated

from the OBE for three relaxation times 30 fs, 300 fs and 3000 fs with fits resulting from different

methods as discussed in the text.

The resulting relaxation times τ are reported in the legend of the figure, while table 2.1 re-

ports the relative error with respect to the expected theoretical value of τR = 30,300 or 3000 fs.
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2.2 Susceptibility and electronic populations

Table 2.1: Errors introduced in by fit-

ting optical transients with the rate equa-

tions, and thus ignoring the coherences,

instead of using the full Bloch equations

treatment.

Method
Relaxation time (fs)

30 300 3000

A 42 % 6.2 % 0.6 %

B 8.3 % 2.4 % 0.4 %

C 0.1 % 1.7 % 0.2 %

D 57 % 4.8 % 0.35 %

E 0.6 % 0.3 % 0.1 %

F 25 % 0.2 % 0.1 %

The results evidence several aspects. First, the error introduced increases drastically with

decreasing relaxation time, i.e. when relaxation and dephasing times become comparable as it

was qualitatively expected from the equations. Second, the error increases for methods where

time-zero is kept fixed such as A, D and F. For example, despite methods D and E use the same

fit function, the introduced error in the case of the fastest relaxation time goes from 57 to 0.6 %.

Finally, the more accurate convolution methods A,B and C do not improve significantly the er-

rors compared with the other two methods, which are computationally less expensive. This

comparison allows to conclude that fitting approaches based on rate equations describe suffi-

ciently well the optical transients, even when dephasing and relaxation times are comparable,

as long as time zero is allowed to be a free parameter. Moreover, the temporal shift of the

transients with respect to the center of the pump and probe cross-correlation, could in principle

contain information about the pure dephasing time [138]. This however requires the precise

experimental determination of the pump-probe cross-correlation at the sample position.

Based on these results the transients presented in chapter 5 and 6 have been generally fitted

with method E or F, depending on whether or not the transient presented effects due to higher

order interactions such as those presented in the next section.

2.2.2 Higher order interactions: coherences in time-resolved spectroscopies

Until now only the classical description of pump-probe experiments was treated, where pump

and probe interact sequentially. It means that the pump interacts with the sample first and the

effects, both on the populations and coherences, are subsequently monitored by the probe. This
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2.2 Susceptibility and electronic populations

approach is definitely valid when pump and probe pulses are separated in time. With pulses

of finite duration, however, it is natural to imagine scenarios where pump and probe do not

interact sequentially but are mixed in time.

A full analytical description requires to treat pump and probe fields symmetrically and

thereby consider all possible time orderings of the interactions between the two fields and mat-

ter. Calculating the response of the medium at the probe frequencyωprobe in the presence of the

pump electric field corresponds to calculate the polarization at ωprobe and the pump induced

correction to the linear response is given by the third order nonlinear response χ(3)(ωprobe)

[136, 139].

The detection scheme of a linear optical pump-probe experiment, such as time resolved

transmission or reflection, is normally homodyne, i.e. the intensity of the signal field is de-

tected without retaining any phase information. As a consequence, such experiments do not

allow the detection of the evolution of the coherences, which nevertheless affect to some ex-

tent the transient signals at early pump-probe delays. Sequential coherences, such as the ones

discussed in the previous section, have been shown to vary the onset of the transient. However,

as long as the time zero is a free fit parameter, the rate equation description reproduces the

full treatment [137]. Non-sequential contributions, instead, can strongly affect the early-time

dynamics, especially if one of the fields has a broadband spectral distribution. Mixed terms,

indeed, lead to effects such as two-photon absorption, stimulated Raman amplification and,

mostly relevant for this work, cross-phase modulation [140]. This, similar to the case of self-

phase modulation discussed in appendix B, arises when the intense pump beam modulates the

real part of the refractive index in time. This modulation, in turn, generates a time-dependent

modulation of the phase of the probe pulse, which leads to a redistribution of energy over the

different frequencies. The effects, which depend on the temporal distribution of the different

wavelengths in the probe spectrum (the chirp) [141], are detected as wavelength dependent

oscillations around the time origin [142] and can severely affect the interpretation of early dy-

namics in weak transient spectra [138]. Nevertheless, such effects are present only for times

where the pump and the probe electric field are simultaneously interacting with the sample, i.e.

within their temporal cross-correlation. For any time before and after the time interval around

the origin, the kinetic traces reflect the dynamics of the electronic populations.
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2.3 Second-order phenomena as spectroscopic tools

When the amplitude of the applied electric field becomes of the order of the atomic electric field

the lowest-order correction term P(2) = χ(2)E2 becomes comparable to the first order response.

This induced second order polarization, in turn, acts as a source term for an electric field EN L

∇×∇× EN L +
1
c2

∂ 2

∂ t2
EN L = −

1
ε0c2

∂ 2

∂ t2
PN L

Considering an incident field containing two different frequencies

E(r, t) = E(t)ê = [E1 exp (−iω1 t) + E2 exp (−iω2) t] ê ,

the induced second order polarization P(2)(t) = ε0χ
(2)E2(t) takes the form

P(2)(t) =ε0χ
(2)
�

2E∗1E1 + 2E∗2E2+ (OR)

+E2
1 e−i(2ω1)t + E2

2 e−i(2ω2)t + c.c.+ (SHG)

+2E1E2e−i(ω1+ω2)t + c.c.+ (SFG)

+2E1E∗2e−i(ω1−ω2)t + c.c.
�

(DFG)

(2.17)

In general, the two different frequencies do not have to be in the same electric field but there

can be two fields E1 and E2, each with its own propagation direction. This means that P(2), E1

and E2 are vector quantities that can have components in each of the three space dimensions and

χ(2) is a third rank tensor with 27 elements. The most general formulation for the polarization

is thus

Pi(ωn +ωm) = ε0

∑

jk

∑

(nm)

χ
(2)
i jk (ωn +ωm,ωn,ωn)E j(ωn)Ek(ωm) (2.18)

where i, j, k are the Cartesian coordinates of the fields and the notation (nm) indicates that the

sum ωn +ωn is fixed while both the frequencies are allowed to vary and can take both positive

and negative values.

Before discussing the properties of the tensor χ(2), it is interesting to inspect equation (2.17)

in detail. The second order polarization accounts for four different processes:

Optical rectification (OR): the generation of dc field by an intense optical beam.

second-harmonic generation (SHG): generation of a field at the doubled fundamental fre-

quencies

Sum-frequency generation (SFG): generation of a field at the sum of the incoming frequencies
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Difference-frequency generation (DFG): generation of a field at the difference of the incoming

frequencies

Energy needs to be conserved in all these processes. This implies that, in the particular case

of DFG, the mixing of a field of frequency ω1 with one of frequency ω2 to generate ω3 =

ω1−ω2 requires the annihilation of a photon atω1 and the creation of one atω2. This effective

amplification of the field oscillating at ω2 is called optical parametric amplification and is the

working principle of the optical parametric amplifier (OPA) introduced in section 3.2.

Symmetry requirements of the χ(2) tensor

The second-order susceptibility tensor χ(2) determines the amplitude of the second order pro-

cess. Furthermore, the susceptibility must satisfy symmetry requirements that have important

practical consequences: reality, permutation and spatial symmetry. They are reviewed in this

section, starting from the latter.

The spatial symmetry of the susceptibility tensor reflects the structural properties of the

medium. Each medium belongs to a point symmetry group defined by symmetry operations S

under which it is invariant and the spatial symmetry implies that χ(2) also remains unchanged.

The symmetry operation is a second-rank tensor and the spatial symmetry requirement can be

written as

(î · S†) ·χ(2) : (S · ĵ)(S · k̂) = χ(2)
i jk . (2.19)

There are as many equations like the one above as the number of symmetry operations in the

group and they can be used to reduce the number of independent tensor elements in χ(2). The

most important consequence of equation (2.19) occurs for centrosymmetric materials, i.e. those

possessing an inversion symmetry. If the symmetry operation of the inversion is S · ê = −ê then

eq. (2.19) results in χ(2)
i jk = −χ(2)

i jk = 0.

A second order effect can only arise when inversion symmetry is broken.

Besides being forbidden in 11 crystal classes out of 32, those which are centrosymmetric,

second-order effects also do not arise in amorphous solids. Indeed, even if the constituent

molecules are lacking inversion symmetry, their dipole oscillations would interfere destructively

due to the lack of long-range order. Inversion symmetry, however, is definitely broken at a sur-

face or an interface. Therefore, second-order nonlinear effects are extensively used to study

interfacial properties.
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Both the polarization and the electric field are real, being physically measurable quantities,

such that

Pi(−ωn −ωm) = Pi(ωn +ωm)
∗ and E j(−ωn) = E j(ωn)

∗ , Ek(−ωm) = Ek(ωm)
∗

This is the reality condition that links the positive and negative frequency components of the

susceptibility:

χ
(2)
i jk (−ωn −ωm,−ωn,−ωm) = χ

(2)
i jk (ωn +ωm,ωn,ωm)

∗ (2.20)

Finally, the intrinsic permutation symmetry is a consequence of i, j, k, n and m being dummy

indices and therefore:

χ
(2)
i jk (ωn +ωm,ωn,ωm) = χ

(2)
ik j (ωn +ωm,ωm,ωn)

For a lossless medium, i.e. far away from resonances, there is also overall permutation sym-

metry. If it applies, then all the frequency arguments can be freely exchanged as long as the

corresponding Cartesian indices are exchanged as well.

2.3.1 Sum-frequency generation spectroscopy

From the discussion above, second-order optical phenomena are clearly useful to generate dif-

ferent frequencies starting from the fundamental of a laser or to get insight on the symmetry of

a crystal, but it is their resonant nature that makes them really powerful.

The general expression of the second-order susceptibility for sum-frequency generation is

given by [131]

χ
(2)
i jk (ω3 =ω1 +ω2) = −

N

2ε0ħh2

∑

a,b,c

ρ(0)
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Figure 2.4: Possible resonances in a SFG experiment: non resonant, one photon resonance: either

ħhω1 or ħhω2 are resonant with a transition, two photons resonance: the sum frequency ħhω3 is reso-

nant with a transition, double resonance: all the photon energies are resonant with a transition. The

ground, intermediate and final levels are labeled
�

�g
�

,
�

�i
�

and
�

� f
�

respectively. Dashed lines indicate

virtual levels

where a, b and c are dummy indices indicating the states, ρ(0)
aa is the population density in state

�

�a
�

at equilibrium and µξ is the dipole operator along the ξ-axis. ħhωab, ħhωbc and ħhωca are the

transition energies between the states and Γ is the linewidth of the transition. As in the case of

the linear susceptibility, χ(2) is resonantly enhanced if the photon energy of at least one of the

fields matches the energy of an electronic transition. There are three different classes of possible

resonances in a sum-frequency generation (SFG) experiment, which are depicted in figure 2.4.

One-photon resonances arise when the photon energy of one of the incoming waves matches a

transition and is also called intermediate state resonance. Two-photon resonances require the

sum of the two incoming photon energies to match the transition and are therefore also called

final state resonances. Double resonances occur when all the photon energies match an electronic

transition. In this latter case both denominators of the corresponding term in equation (2.21)

are resonant and the signal is doubly enhanced [143]. The output photon energy of one- and

two-photon resonances is the same and they can not be distinguished for two fixed values of

the incoming wave frequencies. A typical experimental scheme for SFG uses one tunable (or

broadband) beam to match the resonances (the resonant beam) and a second beam, commonly

called the upconverting beam, at a fixed frequency. Identification of intermediate or final state

processes is possible by using different fixed frequencies for the upconverting beam.

Since its first application in 1988 [144], SFG is extensively used to probe vibrations of

molecules at interfaces [145–147]. Here, one of the two incoming beams is a broadband in-

frared (IR) beam, being resonant with the vibrational transitions, while the upconverting beam
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is a narrowband visible (VIS) beam. If one of the frequencies contained in the IR field matches

a vibrational transition Ωvib
i , the resulting SFG spectrum is enhanced at ω=ωupconv.+Ωvib

i
.

This work instead presents SFG as a suitable technique for the spectroscopy of electronic

DOS

ISFG

E E

resonant

1

3

2

broadband

800 nm

hWLC

SFG
probe

Figure 2.5: (Top) Beams used in the electronic SFG exper-

iment. (Bottom) Energy scheme and relevant transitions

for a broadband and a resonant SFG experiment

transitions in solids. The scheme

is depicted in figure 2.5. A visible

beam of frequency ω1 = 800nm (=

1.5 eV) is used to upconvert a broad-

band white-light continuum (WLC)

ranging from 480 to 700 nm, corre-

sponding to 1.8 to 2.6 eV. Such a

broadband spectrum has the advan-

tage over the fixed photon energy of

resonant SFG that tuning of the fre-

quency is not required for mapping

the whole resonant density of states

(DOS), thereby substantially sim-

plifying the experiment (cf. chap-

ter 4). The photon energies of the

beams are such that a two-photon resonance is expected, for the materials used in this work,

as depicted. To the best of my knowledge a similar scheme has never been used before for the

spectroscopy of solids and only once for molecules in solution [148].

Finally, the spectral intensity of a SFG spectrum is given by

I ∝
�

�

�[F(ω3) · ê3] ·χ(2) : [F(ω2) · ê2] · [F(ω1) · ê1]
�

�

�

2
(2.22)

where F(ωi) is the tensorial Fresnel coefficient relating the incoming field at frequencyωi with

the effective field inside the crystal and êi is the polarization vector. The propagation direction of

the generated SFG is defined by momentum conservation k‖SFG = k‖1 +k‖2. A detailed treatment

for the determination of the Fresnel coefficients and the effective fields, as well as the SFG

geometry is given in reference [149].
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3. Worktools
Experimental details

A common characteristic of the excitation relaxation processes discussed in chapter 1, both for ex-

citons or free carriers, is that they occur on ultrafast timescales ranging from few femtoseconds

(fs) to hundreds of picoseconds (ps). Investigating processes on such short timescales requires tech-

niques, the so-called pump-probe spectroscopies, that make use of short laser pulses of few tens of

femtoseconds. While section 2.2.1 introduced their theoretical background, section 3.1 discusses

their practical aspects by focusing on time-resolved excited state transmission spectroscopy, one of

the complementary techniques used in this work. The time-resolved electronic sum-frequency gen-

eration (tr-eSFG) setup, developed and firstly demonstrated in the context of this thesis, will be

extensively explained in a dedicated chapter (cf. chapter 4). Both experiments require a laser sys-

tem that provides pulses of well defined intensity and temporal, spectral and spatial distribution,

such as those provided by a femtosecond pulsed laser. Moreover, both experiments are based on the

ability of generating and compressing a white-light continuum (WLC). Both the laser system and

the WLC compression setup used in this work are presented in section 3.2. Section 3.3 describes

the preparation of the ZnO, SP6/Glass and SP6/ZnO samples investigated in the experiments. Fi-

nally, section 3.4 briefly illustrates the optical cryostat used to keep the sample in a well defined

environment in terms of temperature and pressure.

3.1 Probing ultrafast processes: pump-probe spectroscopies

Ultrafast processes are to a spectroscopist the analog of fast moving objects to a photographer.

As the latter can acquire sharp and detailed pictures only by using an exposition time that is

shorter than the movement, so the spectroscopist needs to use an exposition time that matches

the time scale of the processes of interest. Only so is it possible to obtain a spectrum that

constitutes a well defined temporal snapshot of the process and does not integrate over multiple

timescales. A series of snapshots taken at different times then allows to determine the temporal
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3.1 Probing ultrafast processes: pump-probe spectroscopies

evolution of the system. However, the analogy ends here because the physical processes relevant

to this work happen on timescales on the order of hundreds of picoseconds at most. To date, the

record-holding integrated circuit operates at a frequency of 1 THz [150], corresponding to time

intervals of 1 ps, but more common scientific instruments operate in the MHz to GHz regime,

making it impossible to use electronics to achieve the required time resolution. A way to reach

temporal resolution in the femtosecond regime is to make use of ultrashort laser pulses, as

short as a few tens of femtoseconds, in a so-called pump-probe experiment. A first laser pulse,

the "pump", is used to perturb the system, e.g. by exciting electrons or phonons, and thereby

inducing a change in its optical and electronic properties. These changes are monitored by a

second laser pulse, the "probe", for example by measuring the reflection or the transmission of

the sample at the probe wavelength. The probe pulse needs to be significantly weaker than the

pump to avoid further changes to the measured quantities. Varying the time delay ∆t between

pump and probe pulses allows to resolve the dynamics in time. The temporal overlap between

the maxima in time of pump and probe pulses defines ∆t = 0 and is called time zero (t0).

Typically, each acquired delay point averages over thousands of pump-probe pairs. During the

time interval between two subsequent pairs of pump-probe pulses, i.e. the inverse repetition

rate of the laser, the system is required to relax to its equilibrium conditions, such that every new

pulse pair can again induce and probe the dynamics in a repeatable manner. Thus, the signal at

negative delays, i.e. when the probe pulse reaches the sample before the pump pulse, coincides

with the static signal acquired in absence of the pump. If the system does not relax, i.e. if at

least one process lasts longer than the inverse repetition rate of the laser, they do not coincide

and the measurements are affected by a quasi-stationary background. The time resolution of

the experiment is given by the duration of the pulses and, usually, the measured response is

given by the convolution of the system response with the cross correlation of pump and probe

pulses, defined as

AX C(τ) =

∫ +∞

−∞
Ipump(t)Iprobe(t −τ) .

3.1.1 Time-resolved excited state transmission spectroscopy

Time-resolved excited state transmission (tr-EST) spectroscopy is an example of a pump-probe

technique. Its mechanism is schematized in the inset of figure 3.1. Here, the pump excites the

sample with photon energies exceeding the optical bandgap energy and creates an electronic
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Figure 3.1: Exemplary tr-EST trace for a 25 nm thick film of SP6 on ZnO measured with 3.7 eV

pump and 2.0 eV probe photon energy. A sudden drop in the transmission is observed for ∆t = 0

as well as a subsequent double exponential recovery that reflects the dynamics of relaxation of the

excited electronic population. The offset is due to dynamics exceeding the inverse repetition rate of

5µs. Inset: schematics of the technique.

population in the previously unoccupied states. The probe photon energy is chosen to be smaller

than the optical bandgap but resonant to transitions from the transiently excited states to unoc-

cupied states even higher in energy. In this work, a WLC (see section 3.2.1) ranging from 480

to 700 nm, corresponding to 1.8 to 2.6 eV, is used to probe the transmission through the sample

as a function of pump-probe delay. Figure 3.1 depicts an exemplary tr-EST trace measured for

25 nm of SP6 on ZnO with a pump photon energy of 3.7 eV and 2.0 eV probe. The plot shows

the measured relative change of transmission ∆T/T as a function of the delay ∆t. A sudden

drop of the transmission is observed at the time zero t0. This change is due to the onset of

absorption at the probe photon energy, due to the electronic population created in the excited

states by the pump pulse. At positive delays (∆t > 0) this population can relax via the multiple

channels described in section 1.1.1 and section 1.1.2, which influence the optical properties of

the system measured by the probe pulse. In fact, as explained in chapter 2, the matrix elements

of an optical transition depend not only on the transition dipole moment, i.e. how good two

energy levels couple with the probe beam, but also on the population of the involved initial and

final states. The measured temporal evolution depends strongly on the relative importance of

the relaxation processes and how they affect these electronic populations. At negative delays
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the probe reaches the sample before the pump and no intensity change is expected. However,

the trace plotted in figure 3.1 shows a non-zero intensity for ∆t < 0. As explained before, this

is due to a process that survived the inverse repetition rate of ∆t = 5µs. In other words, the

system exhibits dynamics that have been triggered by one pump pulse and measured by one

probe pulse reaching the sample at least one inverse repetition rate later.

3.2 The femtosecond laser system

Both tr-EST and tr-eSFG experiments require not only ultrashort laser pulses, but also the abil-

ity of tuning the central wavelength of pump and probe pulses as well as generating the WLC.

Both can be achieved via non-linear optical processes for which pulses of high peak power are

needed. Laser pulses with these characteristics are obtained in the used setup by regenera-

tive amplification of the output pulses of a Ti:Sapphire mode-locked oscillator. The employed

laser setup, a commercial tunable femtosecond laser system from the company Coherent, is de-

picted in figure 3.2. It is based on the fully automated, hands-free oscillator Vitara T and the

regenerative amplifier RegA. In both cases the laser active-medium is a Sapphire crystal doped

with Titanium atoms, whose absorption and emission range from 400 to 600 nm and 680 to

1100 nm, respectively, with an emission maximum at 790 nm. Both the Vitara and the RegA are

pumped by continuous wave optically pumped semiconducting lasers (CW-OPSL) emitting at

532 nm, with 5 or 12 W power respectively (Verdi G5 and G15). The pump laser of the oscillator

is integrated in the box.

The cavity of the Vitara is sealed to guarantee highest stability. Its working principle is

similar to the one of the Coherent Micra previously installed in the laboratory and explained in

detail in [151]. Modelocking is achieved in a passive way, by exploiting the electro-optical Kerr

effect that occurs when the refractive index of the medium is dependent on the intensity (see

appendix B), i.e.

n(r, t) = n0 + n2 I(r, t) , (3.1)

where n0 is the linear refraction index, n2 ∝ χ(3) is the first non-linear perturbation of the

refractive index in centrosymmetric materials and I(r, t) is the space and time dependent in-

tensity of the laser pulse. The spatially non-uniform intensity of the laser pulse leads to the

formation of a refractive index gradient lens that focuses more strongly the most intense part
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Figure 3.2: Schematic overview of the used commercial Coherent tunable femtosecond laser sys-

tem: it consists of a Ti:Sa oscillator (Vitara), a regenerative amplifier (RegA) pumped by a CW-OPSL

(Verdi G) and a collinear optical parametric amplifier (OPA 9450). The RegA output is split by a 50-

50 beamsplitter (BS). One half is used to drive either the OPA or doubled to 400 nm, to generate

the pump beam in the UV. 10 % of the remaining half generates the WLC. Bottom: spectra of the

pulses used in this work.

of the beam in a self-sustained way. This allows to cut the less intense parts and the continuous

wave emission with a slit in the cavity. The activation of the Kerr-lens is obtained by intensity

fluctuations in the cavity, induced by a movable mirror that modifies the resonator length. Fur-

thermore, the temporal intensity variations lead to another non-linear optical process, called

self phase modulation (SPM), that widens the frequency spectrum of the pulse and leads to the

emission bandwidth needed to support ultrashort laser pulses. Indeed, in the case of Gaussian

pulses, the bandwidth and temporal duration are related as ΔtΔν ≥ 1
π2 ln2. To compensate

for the positive group velocity dispersion (GVD) induced by self-phase modulation and pulse

propagation, the pulses are compressed down to 20 fs by a prism compressor in the cavity [152].

A deeper analysis of GVD is given in appendix B.

The Vitara T emits 6.25 nJ pulses centered at 800 nm (1.55 eV) with a bandwidth of 60 nm

and a repetition rate of 80 MHz, defined by the length of the resonator. A regenerative amplifier

RegA is used to amplify the Vitara output, whose pulse energy is not sufficient to efficiently drive

the non-linear optical processes required for wavelength conversion or WLC generation. Chirped

pulse amplification is used in order to avoid damages to the RegA active medium by the high
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peak energies obtained during the amplification. Before entering the cavity, the Vitara output

is thus stretched, i.e. the frequency components are separated in time while going through a

specific arrangement of dispersive gratings [153]. The stretched pulses are then coupled into

the amplifier cavity with a tunable repetition rate by a high-speed acousto-optic modulator made

of Tellerium Dioxide (TeO2), the cavity dumper. They are then amplified for approximately 20

round trips (depending on the repetition rate), after which the population inversion of the Ti:Sa

crystal is completely depleted and the cavity dumper ejects the beam from the cavity. Another

acousto-optical modulator, the Q-switch, degrades the quality of the cavity during around 3µs,

to restore the population inversion before the next pulse is coupled in. The output of the RegA

is compressed down to 40 fs by a second set of dispersive gratings, this time set to introduce

negative group velocity dispersion [154].

For the experiments presented here the repetition rate of the RegA was tuned either to 40

or 200 kHz and the pulse energy reaches values of 10µJ.

As depicted in figure 3.2 the RegA output is split in two by a 50-50 beamsplitter (BS) after

compression. One half is used to generate the pump pulses either via second-harmonic genera-

tion (SHG) to generate 400 nm photons or by driving an optical parametric amplifier (Coherent

OPA 9450). The theory behind both processes was developed in section 2.3 and the working

principle of an OPA has been extensively explained in [155] and [156]. The output is com-

pressed making use of prism compressors. Of the remaining 50 % of the RegA output, 10 %

is used to generate the white-light continuum (WLC), as elucidated in section 3.2.1. Tempo-

rally matching the optical paths of all the different beams at the sample requires the remaining

800 nm pulses to travel for additional 6 m. Therefore, a dedicated prism compressor has been

installed to compensate for the acquired temporal dispersion before generating the WLC.

3.2.1 Broadband white-light continuum for optical probing and electronic sum-

frequency generation.

Optical experiments, whether linear or non-linear, probe inter-state transitions as resonances.

The photon energy at which these resonances occur is, in most cases, unknown before the ex-

periments are performed and photoinduced relaxation mechanisms may involve multiple reso-

nances in a broad energy range [157]. Furthermore, in many cases, the effect of photoexcitation

is to broaden and shift the resonances, e.g. by inducing bandgap renormalization [158, 159]. It
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3.2 The femtosecond laser system

is therefore of great advantage to simultaneously probe as many resonances as possible, using

a broadband continuum combined with energy-dispersive detection, instead of a tunable nar-

rowband source. Additionally, broadband pulses can support shorter temporal durations than

the narrowband counterpart and thus improve experimental time resolution. The latter is only

possible if the temporal shape of the pulse as a function of frequency is well-known and con-

trollable. For this purpose the setup developed by Wegkamp et al. and described in [160] and

[161] is used.

The mechanism leading to WLC generation by focusing intense laser pulses in transparent

media [162] is a delicate interplay of higher order non-linear optical effects such as self focus-

ing (SF), self phase modulation (SPM), plasma and shock wave formation [163]. The simplest

model considers only the interplay of SF and SPM. Here SF creates a positive lens in the ma-

terial that leads to beam collapse and filament formation, such that the threshold intensities

for SPM can be obtained. Due to the rapidly changing intensity in time and the consequent

changing refractive index (cf. eq. (3.1)), the leading edge of the pulse generates red-shifted

spectral weight and the trailing edge blue-shifted one, such that a broad continuum is gener-

ated. Given a fixed pulse energy, the total frequency shift is inversely proportional to the pulse

duration, increasing for shorter incident pulses [128]. Another consequence of SPM is that the

instantaneous frequency is time dependent, in other words the pulse is chirped and reaches

time durations in the picosecond time scale for a 3 mm thick crystal. This GVD increases even

further due to propagation of such a broadband pulse through dispersive media, as for example

the windows of the cryostat or air itself. An algebraic description of SPM and its effects to the

pulse duration is given in appendix B.

In the current setup a white-light continuum is generated by focusing with a 50 mm focal

length lens 5 % of the RegA output intensity, corresponding to 20 pJ pulse energy, in a 3 mm

thick sapphire plate with its optical axis perpendicular to the surface, i.e. in the so called C-

or Z-cut. Sapphire has been chosen instead of a YAG crystal to extend the generated photon

energy range further in the UV, even though it requires an higher input power [164]1. The beam

is then recollimated using an off-axis parabolic mirror with 2 " diameter and a focal length of

1The use of CaF2 has been considered. However its much lower damage threshold leads to WLC intensity

fluctuations, even if the crystal is constantly moved, that can be detrimental for experiments where long integration

times are required, such as tr-eSFG.
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Figure 3.3: Schematic representation of the

white-light continuum setup with the genera-

tion and the compression stages as described in

the text.

The setup is schematized in figure 3.3.

After recollimation, the WLC beam enters a

pulse shaper consisting of a dispersive grat-

ing (G - Richardson Gratings, 600 g/mm,

blazed at 500 nm), a focusing mirror (FM -

focal length 250 mm) and a deformable mir-

ror (DM) in a configuration such that both the

dispersive element and the DM are at a focal

distance f from the FM. The DM 2 consists

of an aluminum coated polymeric membrane

which can be uni-directionally displaced by

electrostatic forces generated by 30 metallic

electrodes placed behind it. Situated in the

Fourier plane of the compressor, it acts as a

folding mirror and is vertically tilted such that

the light travels back and is picked by a lower planar mirror after which it is guided and focused

to the sample. It was shown by Martinez that this particular configuration of a pulse shaper,

also known as 4 f -compressor, does not introduce any phase shift due to the traveled distance

[165]. However, this holds only if the grating is working in Luttinger configuration, since oth-

erwise third- and higher-order dispersion is introduced. Furthermore, a slight detuning of the

DM position from the Fourier plane can be used to best adapt to the shape of the GVD to the

shape of the deformable membrane, such that optimum compression is achieved, as explained

below. 45 % of the RegA output travels over a motorized delay stage (DS) before being focused

to the sample and use as pump pulse for the WLC characterization described below. This DS

allows to control the optical path, and thus the temporal delay, with respect to the WLC.

To characterize the temporal shape of the continuum we use a solid-state ultrafast optical

switching, i.e. the pump-induced changes of optical properties of a material, as gating element,

following the approach of [160] and [166]. They corresponds to the gate function G(t − t ′) in

2The deformable mirror is manufactured by ADAPTICA Srl, Padova, Italy.
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3.2 The femtosecond laser system

the spectrogram expression

S(ω, t) =

�
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∫ ∞

−∞
E(t ′)G(t − t ′)e−iωt ′d t ′

�

�

�

�

, where E(t ′) is the electric field of the WLC.

Compared to the usual non-linear gating techniques, such as frequency-resolved optical

gating (FROG) [167], this approach does of not require phase matching conditions over the

whole spectral range and can be realized in reflection or transmission in the optical cryostat

with the same setup of a time-resolved pump-probe experiment. Consequently, it provides pulse

characterization with the very same experimental conditions and allows the compensation of

GVD generated by the WLC generation process and by all the optical media in the beam path

(e.g. lenses and cryostat windows). For best pulse characterization it is required that the pump-

induced transient variation of the optical properties of the gating medium occurs over the whole

wavelength range of the continuum and that it is instantaneously triggered (within the pump

pulse duration). Cilento et al. and Wegkamp et al. have shown that these conditions are hold for

both VO2 and LSMO [160, 166]. Here the pump induces an instantaneous step-like variation

of the optical properties that lasts for times much longer than the duration of the WLC. Tuning

the pump-WLC delay as in a normal transient transmission/reflection experiment corresponds

to changing the delay (t − t ′) of the gate function. In this work both VO2 thin films and LSMO

bulk crystals have been used routinely, depending on the experimental configuration. The first

provides a smaller contrast, i.e. a smaller amplitude change, but allows for measurement in

transmission if thin films are used, while the latter can be only used in reflection.

The top panel of figure 3.4 (a) shows the time- and wavelength-resolved transient trans-

mission change ∆T/T of a 20 nm film of VO2 measured with the uncompressed WLC probe,

which was sent through the switched-off 4 f -compressor. The group delay (GD) is extracted

as a polynomial fit of the time-zero response vs. wavelength, i.e. the wavelength dependent

group delay τG(λ), and is plotted as a white line. Several procedures can be applied to extract

the t0 response: a) the data is smoothed and the half maximum of the rise is extracted, b) the

derivative is calculated to find the maximum and c) the rising edge is fitted with a normalized

error function I(t) = 1/2
�

(t −τG(λ))/τrise + 1
�

. Method c) gives the most accurate results

but requires high signal-to-noise ratios. For routine compression method a) is used since it

gives the best trade-off between accuracy and speed. The extracted GD shape differs from the

one expected for a WLC propagating through normally dispersive media. Indeed it exhibits a
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Figure 3.4: (a) Time and wavelength resolved transmission change of VO2 measured with the

uncompressed (top) and with the compressed (bottom) WLC. (b) Corresponding reconstructed in-

tensity envelopes compared to the transform-limited pulse. The curves are shifted along the time

axes for clarity.

parabolic shape with maximum at 580 nm, instead of peaking at the red extreme. This can

have multiple reasons, as explained in [168]. The interplay of grating angle and the distances

of grating or DM to focusing mirror play a subtle role in the ratio between the introduced second

and third order GVD and lead to an overall phase shift even for switched-off DM. Furthermore,

the mirror membrane is fixed only at the two extremities, such that a residual deformation can

be expected for its center. The reconstructed intensity envelope shown in black in figure 3.4

(b) exhibits the oscillations typical of third and higher order terms in the GVD (see simulated

spectra in appendix B).

The intensity envelopes I(t) are reconstructed with the knowledge of the spectral intensity

I(ω) and the spectral phase Φ(ω), calculated as the integral of the extracted τG(ω)

Φ(ω) =

∫ ω

0

τG(ω
′)dω′ (3.2)
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which leads, by Fourier transformation, to

I(t)∝
�
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Æ

I(ω)eiΦ(ω)e−iωt dω
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2

(3.3)

Once the spectral phase is known it is possible to calculate the deformation∆z(ω) of the mirror

membrane necessary to compensate for it [169]

∆z(ω) = Φ(ω)
c

2ω
, where c is the speed of light. (3.4)

The longitudinal position of the different frequencies on the mirror membrane is measured by

acquiring a calibration spectrum with a slit mask placed in front of the mirror, to allow for map-

ping of ∆z(ω) in ∆z(x). An algorithm implemented in IGOR Pro containing the manufacturer

calibration allows to transform the desired deformation into the voltage applied to the corre-

sponding actuators. Usually few iterations of spectrogram acquisition, GD extraction, phase and

deformation calculation are needed to achieve best results. The residual non-linear phase (a

linear phase is equivalent to adding a constant τG(ω) that corresponds to moving the arbitrary

t0) extracted in each cycle is added to the previous ones to achieve pulses close to the transform

limited.

The bottom panel of figure 3.4 (a) shows the group delay obtained after two iterations of

the algorithm. The corresponding intensity envelope is plotted in green in panel (b) together

with the transform limited, in red. It can be clearly seen, that the compression works best

for the central wavelengths, while it almost does not act on the extremities due to the fixed

membrane ends. Figure 3.4 (b) compares the reconstructed temporal intensity envelops of the

uncompressed (UC), compressed (C) and transform-limited (TL) pulses. Although the main

peak of the compressed pulse coincides in FWHM with the transform-limited pulse, it still shows

strong oscillations due to higher-order dispersion which do not allow to define a pulse duration.

Finally, the replica shown in the 2D plots at negative delays arise from cutting the red side of

the spectrum at the mirror edge and also influence the temporal envelope, as demonstrated by

the wings visible in the transform-limited I(t).

For the experiments presented in this work it is finally relevant to discuss the effects of

the compressor on the spatial shape of the WLC. Figure 3.5 (a) shows the fits of the spot pro-

files measured with a CCD camera with 2 by 2µm size pixels for seven different wavelengths,

selected by inserting the calibration mask in front of the DM and opening one slit at a time.
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Figure 3.5: (a) Fits of the spot profile for 7 dif-

ferent wavelengths in the WLC corresponding

to the slits of the calibration mask and their cen-

ter position (b) Horizontal (x, red) and vertical

(y, blue) profile center position as function of

wavelength.

While the positions along the horizontal (x)

axis almost coincide, the profiles show a

strong dispersion (on the order of 100µm)

along the vertical (y) axis. In reference

[170], Martinez shows the effects of a fi-

nite beam size on the transmitted amplitude

across a grating compressor for the plane of

diffraction (defined as x,z plane with z be-

ing the propagation direction). He demon-

strates that a Luttinger configuration is re-

quired for avoiding astigmatic aberrations.

Furthermore, he stresses the importance of

recollimation of the beam to avoid tempo-

ral distortion of the pulse after it leaves the

compressor. No effects are considered along

the y-z plane. However, in order to exit

the compressor the beam needs to be tilted

down, which can lead to aberrations and

coma from the focusing mirror, even for opti-

mally aligned optics. Kane and Squier state in

[171] "most stretchers require that the beam

be tilted out of the plane of diffraction, which

puts an uncompensatable spatial chirp on the beam". Much effort was put at the beginning of

this work to minimize this spatial chirp, that results especially detrimental for the non-linear

optical experiments, where the intensity scales quadratic with the radius of the spot. Assuming

that the spot profile of the RegA output does not affect the shape of the filaments in the sapphire

[172, chap. 14], we tried to identify the relevant parameters in the compressor alignment. One

first critical point is the alignment of the off-axis parabolic mirror, whose mount does not have

a fine tuning for the vertical position. A second point is given by the tilting of the grating and

its azimuthal rotation. The latter can be fine tuned by looking at the dispersed stripe in the

far field. The position of the grating with respect to the focal plane of the mirror controls the
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3.3 Sample preparation

recollimation of the beam and thus the introduction of spatial chirp on the horizontal direction.

Finally, we tried to minimize the vertical chirp by reducing the overall size of the beam into the

compressor with an iris at the entrance, in a trade-off between imaging properties and transmit-

ted intensity. A further step to reduce the vertical aberrations would be to increase the overall

length of the 4-f compressor by reducing the groove density of the grating and accordingly

increasing the focal length of the focusing mirror.

3.3 Sample preparation

This work investigates the exciton and charge relaxation dynamics in ZnO and in the model hy-

brid inorganic organic system (HIOS) composed by the spirobifluorene derivative 2,7-bis(biphenyl-

4-yl)-2’,7’-ditertbutyl-9,9’-spirobifluorene (SP6) and ZnO. This section describes the prepara-

tion of the samples used.

ZnO Chapter 5 presents the results obtained on a hydrothermally grown ZnO single crystal

purchased from MaTeck GmbH and cut along the non-polar (1010) surface, which has been

used without further preparation. Its defect energetics and dynamics have been compared with

those of a 125 nm ZnO film grown by molecular beam epitaxy (MBE) on the (1010) surface

of an unprepared single crystal 3. The growth is performed with a substrate temperature of

330 K and the Zn is evaporated by an effusion cell with a deposition rate of 5.5 nm min−1.

The oxygen is provided as plasma in front of the sample substrate and the plasma brightness

is such that it ensures oxygen rich growth atmosphere. The base pressure in the chamber is

of 10× 10−10 mbar and increases to 10× 10−6 mbar during deposition. After deposition the

samples are further annealed to 700 K.

SP6 on ZnO(1010) The exciton dynamics in the HIOS have been investigated on SP6 films

deposited on ZnO (1010) and, for comparison, on an inert glass substrate. The samples have

been prepared by sublimation in UHV environment with base pressure below 1× 10−10 mbar

[173]. The previously described hydrothermally grown ZnO single crystal was used as semi-

conducting substrate. It has been prepared by repeated cycles of Ar+ sputtering at 0.75 keV for

3The thin films were grown by Mino Sparenberg in the group of Prof. F. Henneberger at the Humboldt Universität

zu Berlin.
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3.3 Sample preparation

10 min and annealing at 850 K with heating and cooling rates of 20 K/min [107]. The glass

substrate, instead, was a microscope cover slip which has been sonicated in ethanol and used

without further preparation. The molecules are sublimated with a Knudsen-type effusion cell

at a base temperature of 570 K and the substrates are kept at 300 K during deposition.

To ensure that SP6 does not fragment upon sublimation, proton nuclear magnetic resonance

(NMR) was performed on a solution of SP6 molecules in deuterated benzene before and after

evaporation respectively and compared with the predicted NMR spectrum. All spectra show

identical peak positions, confirming that no chemical change occurs to the molecules when

heated [173]. We deposit 20 nm thick films on ZnO and 25 nm on glass. The thickness is

monitored during deposition by a quartz microbalance.
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Figure 3.6: (a) Comparison of the luminescence spectra at 300 K of the SP6 film on glass (pink),

ZnO (blue) and a diluted solution in toluene (green). (b) Comparison of the luminescence spectra

at 10 K (bottom) with the data presented in reference [7] (top). All spectra are in good agreement,

showing the same ground state progression and relative peak intensity.

The films have been characterized by photoluminescence (PL) spectroscopy after excitation

at 3.7 eV. Panel (a) of figure 3.6 compares the emission spectrum of the films (in pink for the

glass substrate and in blue for the ZnO) with the one of a very diluted solution in toluene 4

at 300 K, while panel (b) compares the emission at 10 K (bottom) with the data presented in

4The luminescence measurements in solution have been performed thanks to Pierre Schwach and Annette Trun-

schke at the department of inorganic chemistry of the Fritz Haber Institute
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reference [7] and measured at 5 K for a SP6 film on ZnMgO. All the spectra coincide, both in

energy position and in the relative intensity of the emission lines, suggesting that the molecules

are not strongly influenced by the different environments.

3.4 Sample environment

For most of the experiments presented here the samples needed to be kept under controlled

temperature and pressure conditions. To achieve this, a continuous flow optical cryostat (Ox-

ford Intruments Optistat CF-V) is used. The cryostat is fixed to and x,y,z translational stage with

micrometer screws via an in-house-made support such that all the translational degrees of free-

dom can be precisely controlled. The rotation of the cryostat is defined when mounting it into

the holder.

Figure 3.7: Custom-

designed sample holder

to allow simultaneous

measurement of two

samples and azimuthal

rotation for non-linear

optical experiments

The sample is kept in vacuum and the cryostat is pumped

with a turbomolecular pumping station from Pfeiffer (HiCube

ECO 80) that allows to achieve base pressures of 1× 10−7 mbar.

The cryogenic liquid is guided to the heat exchanger through

a vacuum-insulated transfer tube. The returning gas is used to

cool the radiation shield of the cryostat and the flexible part of

the transfer tube, thus shielding the incoming liquid from ther-

mal radiation. The sample can be cooled with either liquid ni-

trogen, to achieve temperatures around 90 K, or liquid helium,

with which it is possible to reach 4.2 K if the transfer tube is con-

tinuously pumped. The temperature is measured and controlled

with an external controller, the Mercury ITC, that also regulates

the heating and the coolant flow. Both heater and temperature

sensor are directly attached to the cold finger of the cryostat. Fig-

ure 3.7 shows the custom-designed sample holder, which allows

measuring simultaneously two different samples. The principal

sample is glued onto a circular mask (3) which allows to change

the azimuthal orientation (see chapter 4). The plate is then held against the main part (1) by a

screwed down retaining plate (4). A reference sample can be clamped between two retaining
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3.4 Sample environment

slabs (2) and the main part. The whole holder is fixed to the cold finger by a retaining screw

through a slit (5). The sample can be placed from 3 to 5 mm apart from the cryostat window,

to allow for the maximum acceptance angle of the laser beams.
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4. Proof of principle
Time-resolved electronic sum frequency generation

4.1 Motivation

The efficiency of hybrid inorganic organic systems (HIOS) is determined by multiple factors, as

discussed in section 1.2. The most relevant ones are summarized in figure 4.1. Here (1) indi-

cates exciton formation, (2) exciton radiative recombination, (3) exciton diffusion towards and

away from the interface, (4) formation of a charge transfer exciton or an interface electronic

state and (5) charge separation at the interface. Clearly some of these processes, as exciton

formation and diffusion, are bulk properties of either the organic or inorganic semiconductor

which can be addressed by linear optical techniques such as time-resolved excited state trans-

mission (tr-EST). Others, like charge separation and energy transfer, or the formation of new

hybrid electronic states as charge transfer excitons, are instead interface specific processes.

Figure 4.1: Processes at a hybrid organic inorganic interface. (1) Exciton formation, (2) Exciton

recombination, (3) Exciton diffusion to or away from the interface, (4) Formation of charge transfer

exciton and (5) Charge separation.

In time-resolved linear optical spectroscopies the spatial resolution along the propagation

direction is determined by the penetration depth of the pump and the probe beams in the

material. As depicted in figure 4.2 (a), systems as SP6 and ZnO with a band gap of 3.4 to 3.6 eV
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are transparent to visible light that passes-through the whole bulk of the organic and inorganic

semiconductors. The intensity of the ultraviolet (UV) pump pulse decays exponentially along

the propagation axis, due to absorption, and the ratio of photons absorbed in the first 10 nm

is approximately 20 times larger than that absorbed in the last nm before the interface, for an

exemplary penetration depth of 25 nm. Therefore, the pump-induced signal originating from

the interface may be buried under the bulk contribution, which itself may not be affected at all

by the presence of the interface. Thus, to access interface-specific processes with linear optical

spectroscopies requires tricks such as comparing the properties of the HIOS with those of the

single constituents or reduce the thickness of the layer in order to limit the bulk contribution.

Nevertheless, when it comes to the investigation of a realistic device, where the thickness of the

layers is designed in order to optimize light absorption or emission, the disentanglement of the

interfacial signal from the bulk signal can become as hard as looking for a needle in a haystack.

The situation would be substantially different if it was possible to exclusively investigate the

interface with a specific technique. In this second case, shown in panel (b), it would be still

necessary to reach the interface with a sufficiently intense pump beam to drive the excitation,

but the probe signal would arise only from the few layers of material at the interface.

(a) (b)

Figure 4.2: (a) Linear optical probe: the probe beam is transmitted through the whole sample and

the signal is mostly generated at the surface, i.e. far away from the interface due to the larger pump

intensity. (b) Interface-specific technique: the probe signal is generated at the interface and is free

from any bulk background.

The most common surface-specific spectroscopies are either based on electrons, such as

photoelectron spectroscopy and electron scattering, or work at grazing incidence. The surface
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specificity is in both cases a consequence of the short penetration (or escape) depth of the

probe. Neither of them is, however, suited for addressing electronic states that arise at an in-

terface buried by a thick layer of material. Section 2.3 presented non-linear optical processes

as a powerful instrument to investigate the optical properties of a material with interface speci-

ficity, being forbidden, in the dipole approximation, for crystals with inversion symmetry and

amorphous solids. Indeed, vibrational sum frequency generation is an established technique

to look at the interface-specific vibrational modes of molecules, an thereby gain an insight on

the molecular structure and orientation at the interface, which can substantially differ from

the bulk structure. Electronic transitions have been mostly investigated with second harmonic

generation by tuning the photon energy across an electronic resonance. Besides not being able

to distinguish between intermediate and final state resonances as discussed in section 2.3, this

technique requires to repeatedly tune the photon energy and the spectra consist of discrete

points around the resonance. Furthermore, kinetic traces, and thus information about the dy-

namics, are often measured only at the resonance energy and are seldomly frequency resolved

[174]. Electronic sum-frequency generation (eSFG) spectroscopy results, both static and time-

resolved, have been published by only one group which looked at various dyes at the air water

interface [148, 174] by using an uncompressed white-light continuum (WLC) generated in wa-

ter as resonant beam and the fundamental of a Ti:Sa laser at 800 nm for upconversion and a

second setup is currently under development in the Saykally group at the University of Califor-

nia Berkeley, again for the investigation of liquid interfaces.

There are several technical difficulties that need to be addressed in a time-resolved electronic

sum-frequency generation (tr-eSFG) experiment:

1. In order to measure electronic transitions, typically in the visible (VIS) or near-infrared

(IR), the resonant beam has to be in the visible range of the spectrum. Therefore, the

sum frequency beam is in the UV spectral range and an efficient and almost flat detector

response in this region is required.

2. Second order susceptibilities are 9 to 11 orders of magnitude smaller than linear sus-

ceptibilities, leading to signals of merely hundreds of photons per second. The detector

quantum efficiency and noise floor needs to be optimized for low photon fluxes.

3. When aiming at time resolved measurements, the expected pump induced change is usu-

ally 10 to 20 % on top of an already small signal. In other words the change of the number
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of photons impinging on the detector is on the order of few tens of photons. As a conse-

quence tr-eSFG requires detectors with high dynamic range.

4. The group velocity dispersion of light usually increases with increasing frequency. Conse-

quently a broadband visible pulse is much more strongly dispersed in time than a broad-

band infrared pulse. Since sum-frequency generation (SFG) requires the resonant and

upconverting beams to be overlapped in time, acquiring an eSFG spectrum entails to vary

the arrival time of the resonant pulse with respect to the upconverting one.

This chapter describes how these issues have been addressed in this work and demonstrates

the first tr-eSFG experiment on a solid state sample. ZnO was used for the characterization of the

setup for three reasons. First, it is expected to give high second order signal from the bulk since it

does not possess inversion symmetry. Second, there is extensive linear absorption spectroscopy

data to compare the energetic positions of the resonances observed. Third, as discussed in

section 1.3, ZnO is an ideal candidate for a cheap, abundant and optically transparent inorganic

semiconductor for HIOS and, therefore, the substrate of choice for the hybrid systems studied in

the group. Since its bulk signal will contribute to the SFG spectra of any future complex system,

it is necessary to characterize its response as a first step. At this point, it is relevant to stress

that the intensity of the SFG signal is modulated by the azimuthal crystal symmetry. As shown

in appendix A, the azimuthal dependence for the non-polar surface of ZnO is different than the

one of the bulk crystal and this allows the separation of surface and bulk contributions.

4.2 Experimental Setup

The time-resolved electronic sum-frequency generation experiment is based on the compressed

white-light continuum (WLC) setup described in section 3.2.1. The experiments have been per-

formed at a repetition rate of 40 kHz to minimize contributions from long-lived in-gap states

(IGS) as will be discussed in section 5.2. The left panel of figure 4.3 shows the experimental

setup. The output of the RegA at 1.55 eV (= 800 nm) is split in two beams by a 50/50 beamsplit-

ter (BS). 50 % is used to drive the OPA. Its output at 2.05 eV (=604 nm) is frequency-doubled

to 4.1 eV (=302 nm) and serves to pump ZnO well above the band gap. It is sent across a mo-

torized delay stage which controls the relative path length with respect to the WLC, i.e. the

pump-probe delay. The remaining half of the RegA output is further divided by a 90/10 BS .

70



4.2 Experimental Setup

Figure 4.3: (Left)Experimental setup. The RegA output is divided in two parts by a 50/50 BS. One

part drives the optical parametric amplifier (OPA) which output is frequency-doubled to 4.1 eV and

used as pump beam. It goes across a motorized delay stage to control the pump probe delay. The

remaining part is further divided by a 90/10 BS: 10 % is rotated to s-polarization with a λ/2 plate

and generates the WLC, which is compressed before reaching the sample. The rest is sent across

a delay stage to control the delay with the WLC and is used for upconversion, with either s- or p-

polarization. (Right) Scheme of the pulse trajectories, with the sample surface on the x − y plane.

The fundamental beams propagate along the x − z plane at a separation angle of 1° . The WLC

impinges at 45° on the sample. The 4.1 eV pump propagates along the y − z plane at a 45° angle

with the sample surface. Due to momentum conservation the eSFG field is emitted between the

reflected fundamental beams.

The 90 % transmitted beam is used as upconverting beam and goes across another delay stage

to control the relative delay with the WLC. The procedure for time integration of the SFG signal

in order to take into account the group velocity dispersion (GVD) of the WLC is described in

detail in section 4.2.3. The remaining 10 % is rotated to s-polarization with a λ/2 wave plate

and generates the WLC. The experiments have been performed with both s- and p- polarized

upconverting beam by rotating the polarization with another λ/2 plate. In the following the

WLC, i.e. the resonant beam, and the 800 nm upconverting beam are called the fundamental

beams.

The right panel in figure 4.3 schematizes the beam geometry at the sample. The fundamen-

tal beams propagate along the x−z plane, while the sample surface defines the x− y plane. The

white-light is focused onto the sample at 45° with a spherical mirror of 250 mm focal length.

The upconverting beam forms an angle of 1° with the WLC and is focused with a 300 mm focal
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Figure 4.4: Measured transmission curve of the Semrock-FF01-390/SP-25 filter [175] (green) com-

pared with the calculated (red) and measured (light blue) eSFG spectra. All traces are normalized

at maximum for clarity.

length lens. The pump, instead, propagates along the y − z plane and impinges on the sample

after being focused with a 300 nm focal length lens at an angle of 45° from above. This way its

reflection goes towards the laser table, where it is blocked by a beam dump, and the scatter of

the pump light in the detector is minimized. The eSFG is measured in reflection and the beam

is emitted between the reflected fundamental beams due to momentum conservation. All three

beams are recollimated with a 100 mm focal length lens and the fundamental beams are used as

a guide to align the eSFG output into the detector. In order to avoid scattering of the fundamen-

tal beams into the detector, and in particular from the second harmonic of the 800 nm, they are

blocked with a mechanical slit which allows the eSFG to pass through. A spectral filter, the short

pass filter FF01-390/SP-25 from Semrock, is used to further block both the visible beams and

the pump scatter light. Its measured transmission curve, obtained from the company’s website

[175], is shown by the green line in figure 4.4, together with the theoretical prediction of the

eSFG spectrum (red), calculated by convolving the spectrum of the WLC with the spectrum of

the upconverting 800 nm beam, and the measured spectrum (light blue). All curves are nor-

malized to one for clarity. For a WLC spectrum ranging from 480 to 700 nm (1.8–2.6 eV) we

expect an SFG spectrum ranging from 303 to 379 nm (3.3–4.2 eV). From the transmission curve

of the filter it is already clear that it cuts some of the SFG spectrum as well, as can be seen at
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the high-energy edge of the measured spectrum. Unfortunately, the high-energy cut off of the

short pass filter is not due to the multilayer coating, but to the substrate and no alternative filter

with comparably large transmission bandwidth could be found on the market. Since the SFG

scales linearly with the intensity of the WLC and the 800 nm pulses, respectively and the second

harmonic scales quadratic with the 800 nm beam intensity, the latter is one order of magnitude

more intense and, despite blocking it geometrically, the scattered 400 nm light is sufficient to

saturate the detector if no spectral filter is used. The discrepancies between the low-energy tail

of the theoretical and the measured SFG spectrum are discussed in section 4.2.3.

Before being focused onto the detector entrance, the SFG beam is sent to a galvanometer

mirror rotationally oscillating at a frequency of 500 Hz. An optical chopper situated in the

pump beam is synchronized to the galvanometer mirror such that it is possible to measure the

perturbed and unperturbed eSFG spectra simultaneously as two vertically separated stripes on

the detector. The referencing to the unpumped eSFG is treated in detail in section 4.2.4.

4.2.1 Spectrometer

SFG detection requires to frequency resolve the emitted signal. In order to do so, the beam is

aligned into the entry slit of a spectrometer, to which an imaging detector is attached. Even

though the imaging chip is the most critical component of the detection setup, as discussed in

section 4.2.2, the importance of the spectrometer should not be underestimated. One of the

requirements at the moment of choosing the spectrometer was to find the right compromise

between energy resolution and transmission through the spectrometer.

Figure 4.5 shows the design of the used spectrometer. The light is focused onto the entry

slit, from which it is recollimated by a spherical mirror to a dispersive grating and from there

refocused to the detector with another spherical mirror. The focal lengths of the two mirrors

determine the magnification of the spectrometer, which in our case is specified to be 1, i.e. the

focal lengths are equal ( f1 = f2 = 300 mm). The spectral resolution of a spectrometer, defined

as the ability of the system to separate two closely spaced spectral lines, is determined by the

groove density of the grating (the more dispersive the grating the higher the angular separation

of two spectral components), the length of the spectrometer (the longer the spectrometer the

wider the spatial separation on the detector) and the width of the wider slit between entrance

and exit one (the resolution decreases as the width increases). A longer focal length spectrom-
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Figure 4.5: Design of the spectrograph: the SFG signal is focused onto the entry slit, reflected to a

dispersive grating and from there reflected again to the detector. Image adapted from [176].

eter improves the spectral resolution at the expense of the intensity of light transmitted and the

spectral bandwidth that actually illuminates the detector. Since the aim of the experiment is to

image the whole SFG spectrum at once, the best compromise was found by using a 303 mm fo-

cal length spectrometer (Andor Shamrock 303i) with a 300 lines/mm grating blazed at 300 nm.

The spectrograph is equipped with an electron multiplying charge coupled device (EMCCD) for

simultaneous detection of the whole SFG spectrum with a pixel size of 16μm. The EMCCD

technology and the reason for this choice is discussed in the next section. For the minimal

aperture width of the entrance slit and the width of the exit slit defined by the pixel size of the

detector the manufacturer specifies an energy resolution of 3.4 to 6.3 meV (corresponding to

about 0.4 nm), in the eSFG energy region.

However, the SFG signal has a natural angular divergence of the single colors due to mo-

mentum conservation at the generation. Furthermore, the signal is focused at the entrance slit

with a lens, which introduces a chromatic aberration and, in practice only one color is optimally

focused on the slit. This results in a finite width of the spot and the entrance slit needs to be

kept open to 100μm. Thereby, the entrance slit becomes the dominant one in the calculation of

the spectral resolution, which becomes nominally 10 meV at an energy of 3.4 eV (in wavelength

the resolution is of 1.08 nm).

In the case of sum frequency generation, the ability of distinguishing two adjacent spectral

lines in a material is ultimately determined by the spectral bandwidth of the upconverting pulse.
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Since the bandwidth also determines the time resolution in the inverse way (cf. sec. B.1), a

compromise needs to be done between the temporal and the energy resolution. For the 800 nm

pulse used, it results in an energy resolution of 66 meV for the measurements performed at a

pulse duration of 40 fs and 40 meV for those performed at 60 fs duration.

Finally, figure 4.6 shows the efficiency of the grating in percent for both s- and p-polarized

light as function of wavelength for the region of interest. The data has been digitized from

[177]. Both spectra are almost flat in this energy region, while the grating is evidently more

efficient for light polarized perpendicular to the grooves.
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Figure 4.6: Efficiency of the used grat-

ing with 300 lines/mm and blazed at

300 nm in the eSFG spectral region.

The data has been digitized from [177].

4.2.2 Detection

The most critical aspect in setting up the tr-eSFG experiment has been to find the optimal

detector, which should fulfill the following requirements:

1. Second order susceptibilities are roughly 9 to 11 orders of magnitude smaller than the

linear ones. Therefore, the expected signals are on the order of few tens to hundreds photons

per second. Indeed, as a first test, we measured the SFG signal of GaAs at 375 nm with a photo-

multiplier voltage of 800 V, obtaining a countrate of 80× 103 photons /s. This corresponds to

a 30 % probability of having one SFG photon per pulse. Therefore, the detector needs to have

almost single photon sensitivity.

2. Each kinetic trace consists roughly of 150 points and a single measurement is estimated

to take at least 90 minutes. Furthermore, the expected signal changes are roughly 10 to 20 % of

the static SFG spectrum and, given the low photon flux, many spectra need to be averaged for

good statistics. Therefore, it is crucial to minimize the acquisition time for a single delay point.
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3. During such a long scan the laser output intensity may fluctuate and drift. As a con-

sequence it is important to have a reference for each single data point. We solve this issue

by taking both perturbed and unperturbed spectra for every delay point, as described in sec-

tion 4.2.4. This dictates the shape of the detector, which needs to accommodate two vertically

separated spectra.

Every detector pixel is in principle a photodetector transforming a photon into current.

The common technologies differ in how this current is extracted and can be divided into three

main technologies: charge coupled device (CCD), complementary-metal-oxide-semiconductor

(CMOS) and photodiode arrays. The latter are available only as single stripes and thus incom-

patible with requirement number 3. The others are described in the following.

Before doing so, however, it is important to consider what is relevant when trying to measure

such low signals. There are two parameters which need to be taken into account: detector

sensitivity and signal-to-noise ratio (SNR).

The sensitivity is itself determined by two fundamental parameters: the system noise floor

and the quantum efficiency. The first dictates the intrinsic limit that needs to be overcome by

the number of photons in order to be detectable, while the second is a measure of the ability of

a detector to convert photons. These parameters vary largely among different detectors.

The overall noise of a measurement is given by the sum in quadrature of the read, the

darkcurrent and the shot noise, i.e. overall noise =
p

( read )2 + ( darkcurrent )2 + ( shot )2.

The read noise is the noise introduced in the read-out process and increases for faster read-out

rates, while dark current is mostly due to thermally excited electrons in the semiconducting

detector. Together they result in the system noise floor. Shot noise instead is a measure of the

intensity variation in the signal itself, i.e. the fluctuations of the signal due to the corpuscular

nature of photons.

Charge coupled device (CCD) Camera

In a conventional CCD camera the active element (i.e. pixel) is typically a silicon diode pho-

tosensor. If this diode is irradiated with photons of sufficient energy it emits an electron. This

electron is transferred through a series of parallel registers to a linear serial register (imagine

a drain in a bathtub) and the resulting current is then amplified and read out. The CCD is a

serial read out device (it essentially measures row by row) and, as such, it is not possible to
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read out an entire sensor rapidly without significant sacrifices in SNR. The noise floor is directly

given by the read-out noise: the unavoidable spurious current that occurs in the final read-

out/amplification step by the charge to voltage conversion. This factor is a constant depending

only on the read-out speed and the SNR is improved in CCD cameras by increasing the exposure

time and decreasing the read out speed. Note that, if the exposure time is increased the dark

current noise also increases and therefore the CCD needs to be cooled down to minimize the

effect of thermal electrons, usually done by Peltier elements.

Complementary-metal-oxide-semiconductor (CMOS) Camera

Recently an increasing number of scientific applications have utilized CMOS cameras. The sen-

sors in CMOS devices differ from those in CCDs because they are active: in general, both ampli-

fication and the conversion of current to voltage occurs on the chip itself. This requires CMOS

sensors to have smaller features than those of CCD cameras which results in many benefits,

such as the possible spatial resolution (for imaging applications), ruggedness, image acquisi-

tion time and cost. Unfortunately, current generation CMOS detectors have significantly lower

sensitivity for weak signals. To overcome the low sensitivity problem in both classes of devices,

one would like to amplify the signal without amplifying noise floor. Currently this is done with

two different approaches: iCCDs and EMCCDs.

Intensified charge coupled device (iCCD) Camera

In an intensified charge coupled device (iCCD) camera, incident photons first impinge on a

photocathode where they cause the emission of electrons. These electrons are then acceler-

ated under a high voltage towards a series of electron multiplying tubes (called micro-channel

plates). The resulting cloud of emitted electrons can then be detected directly by an electron

bombardment CCD or indirectly using a fluorescent phosphor screen and CCD. The degree of

amplification is determined by the gain voltage applied to the micro-channel plates. iCCD cam-

eras can sample smaller time windows than CCD or EMCCDs because the high voltage necessary

to generate the signal can be rapidly switched on and off, thereby functioning as a gate or rapid

shutter. This is often used in conjunction with kHz laser systems, which can directly trigger the

camera such that one single image is acquired per laser pulse and the background photon noise
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can be minimized. While iCCD cameras offer superior time resolution over CCDs and EMCCDs

the increased time resolution comes at the expense of quantum efficiency. Also, the spectral

response of an iCCD is primarily determined by the photocathode material. On a per photon

basis CCDs and EMCCDs are approximately twice as efficient as iCCDs.

Electron multiplying charge coupled device (EMCCD) Camera

EMCCD cameras overcome the signal amplification problem by adding an additional amplifica-

tion register to the conventional CCD: an amplification step before the signal is read off the sen-

sor. This on-chip amplification means that signals can be straightforwardly made larger than the

read out electrical noise. The idea behind the EMCCD is to keep the quantum efficiency of a con-

ventional CCD, but at much higher read-out speeds by using a frame transfer structure, as shown

in figure 4.7. It features two areas: an imaging area where the image is captured and a storage

imaging
area

storage
area

read-out
register

multiplication
register

on-chip
charge to
voltage
conversion

output

Figure 4.7: The architecture of an electron

multiplying charge coupled device detector. It

consist of an imaging area where the image is

captured, a storage area where the image is

transferred in parallel, a read-out register and a

multiplication register. This last register is used

to amplify the signal before charge to voltage

conversion by impact ionization.

area where the image is stored while a new

image is acquired. This stored image is then

shifted at conventional read-out speeds to the

read-out register and to a multiplication reg-

ister, before, finally, the charge is converted to

voltage. The amplification step in an EMCCD

takes advantage of a process which is intrin-

sic in read-out registers and is commonly con-

sidered a source of noise: clock-induced, or

spurious, charge. This occurs when an elec-

tron with sufficient energy creates additional

electron-hole pairs by impact ionization. EM-

CCDs increase the probability of impact ion-

ization by clocking the charge through the

register with higher voltage. Furthermore,

the length of the register is increased to in-

crease the number of cells where amplification can occur. Thanks to the amplification step the

EMCCD technology completely eliminates the limitation of read-out noise. The greatest source

of noise in this kind of detector is multiplicative noise, related to the uncertainty inherent to the
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amplification process and the statistical variation of the probability of amplification to occur.

This type of noise is not affecting the noise floor of the instrument, but rather increases the shot

noise, i.e. the fluctuations of the signal around the main value. These fluctuations have been

estimated to be a factor
p

2 ∗ (shot noise). However, multiplicative noise is the most relevant

only if dark current has been eliminated. Otherwise, thermally generated electrons can also be

amplified in the gain register and appear in the image as noise spikes. Therefore, when the CCD

is used in the electron multiplying mode, it is essential to cool it down to temperature values of

about −80 ◦C. Cooling, which is usually thermoelectric with Peltier elements, is fundamental

even for low exposure times, since significant dark current can be generated even in the read-

out register. Evidently, for relatively low signals, EMCCDs can be run at much smaller exposure

times than conventional CCDs at the equivalent SNR. Assuming an adequate SNR, the smallest

possible exposures in an EMCCD are given by the amount of time necessary to shift the charges

off the chip.

This discussion makes clear that, working at 40 to 200 kHz where no gating is possible in

an iCCD and requiring fast acquisition and read-out times to minimize the overall measure-

ment time, the best-suited detector for time-resolved electronic sum-frequency generation is an

EMCCD. Our setup uses the Newton 970 from Andor Technologies with the BV sensor, whose

quantum efficiency in the spectral region of interest is plotted in figure 4.8. It has 1600 × 200

active pixels of 16× 16µm2 size. The rectangular-shaped detector is advantageous over other

imaging sensor for spectroscopy since it reduces the number of unexposed pixels contributing

to the noise, while it still allows to accommodate the two vertically separated spectra.

400380360340320300

Wavelength (nm)

80

60

40

20

0

Q
u
a
n
tu

m
 E

ffi
ci

e
n
c
y 

(p
e
rc

e
n
t)

Figure 4.8: Quantum efficiency curve

of the backthinned EMCCD sensor used

in the tr-eSFG experiments for the

wavelength region of the SFG signal.
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Figure 4.9: eSFG spectra as a

function of time delay between

WLC and upconverting pulse.

Clearly the spectral shape de-

pends on the time delay and re-

flects the group velocity disper-

sion of the WLC.

4.2.3 Time integration of the static eSFG signal

Static eSFG is acquired with two fundamental pulses and, ideally, both are transform-limited

Gaussian pulses. In that case, the upconverting pulse, being spectrally narrower, is necessarily

temporally longer. Consequently, it is sufficient to center both pulses in time to obtain the whole

SFG spectrum and the time resolution of the experiment is given by the temporal width of the

longest pulse between the pump and the upconverting pulse. In reality the situation is quite

different. As discussed in section 3.2.1, the temporal structure of the white-light continuum is

strongly affected by third- and higher-order GVD. This results in the appearance of wings and

oscillations in the temporal intensity, even if the full width half maximum (FWHM) of the main

peak coincides with the one of the transform limited intensity profile. One of the consequences

is that the spectral components appearing in the eSFG spectrum depend strongly on the relative

delay between WLC and upconverting pulse, as shown in figure 4.9. The figure shows the eSFG

spectra for different delays in the range from −120 to 40 fs. Analogous to the bottom panel of

figure 3.4(a), at large negative delays, only the red edge of the spectrum is visible, while the

blue edge is relatively more intense for positive delays. If one would restrict the measurement

to only one delay point, some of the wavelength components would not be captured at all.

This is clarified further in figure 4.10. The top panel plots the SFG intensity as a function of

wavelength and delay Δt between the WLC and the upconverting pulse, measured with the very

same mirror deformation as used for the bottom panel of figure 3.4(a). The replica at negative

time delays, due to the cutting of the WLC spectrum at 700 nm on the deformable mirror, are

80



4.2 Experimental Setup

Figure 4.10: (Top) 2D plot of the eSFG intensity as a function of wavelength and time delay∆t. The

replica due to the cutting of the spectrum at the 700 nm edge on the deformable mirror are clearly

visible. The uncompressed red edge of the white light, due to the fixed end of the mirror membrane,

affects the lower energy edge of the eSFG. (Right) Spectrally integrated eSFG intensity as function

of delay. (Bottom) Comparison of the SFG spectrum at ∆t = 0 and the spectrum integrated over

the time delay in the yellow lines, differing only at the low energy edge.

again clearly visible. Moreover, the lower energy region of the spectrum is evidently affected

by the uncompressed red edge of the WLC. This is presented in the bottom panel, where the

spectrum taken for a delay∆t = 0 is compared with an eSFG spectrum integrated over the time

span indicated by the yellow lines at −80 fs<∆t < 80 fs. Clearly, the spectra overlap perfectly

over the whole spectral range except for the low-energy edge. Since this part of the spectrum

corresponds to energies of about 3.3 eV, i.e. in the energy region expected for the ZnO excitons,

it is not sufficient to fix the time delay at the time origin but it is necessary to integrate over

a window of time. The right panel in figure 4.10 shows the total eSFG intensity vs. delay,

obtained by spectrally integrating the two-dimensional of the top panel. It corresponds to the

shape of the reconstructed time envelope of the WLC shown in figure 3.4b when convoluted

with the upconverting pulse. The FWHM of the main peak is obtained by fitting with a Gaussian

curve, which results in 61 fs, in good agreement with the duration of the 800 nm pulse for that
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Figure 4.11: Labview implementation of the on-chip time integration of the eSFG signal. The

"MOVE" subvi sets the stage to move at the velocity set previously (0.0024 mm s−1), the program

waits the "acceleration time" then the camera starts acquiring for 10 s during which the stage is

moving at constant velocity and the SFG spectrum is integrated directly on the EMCCD chip. "Check

& wait" controls that at finished acquisition the stage is indeed at the final position and then it is set

to move again in backward direction, while another spectrum is acquired.

experiment.

One of the requirements when measuring tr-eSFG, is not to change the spectral shape by

exposing the detector to different spectral regions for a different amount of time. This has

to occur for each point of the UV pump - SFG probe delay and the overall exposition time

has to be minimized in order to minimize the measurement time. This is accomplished by

integrating the eSFG spectra for the time window indicated above directly on the EMCCD chip.

Figure 4.11 shows how I have implemented the scanning procedure in labview. The exposition

time on the EMCCD is set to 10 s and the delay stage of the upconverting pulse is moved to

a delay of −80 fs. The velocity of the stage is set to 0.0024 mm s−1, which corresponds to

traveling in 10 seconds exactly the distance of 160 fs1 and is set to move (both operations are

performed by the "MOVE" subvi). The stage is only allowed to accelerate and reach the constant

velocity for 200 ms before starting the aquisition. The distance traveled in the meantime of

1The beam travels twice the distance of the stage, since it gets on the stage, is retroreflected and goes out again.
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0.48µm corresponds to a time interval of 3.2 fs. At this point, the stage travels with constant

speed and the camera starts acquiring ("NEWTON ACQUIRE"). This way, the eSFG spectrum is

automatically integrated on the chip, with the same exposure time for every wavelength. Once

the stage reaches the delay ∆t = 80 fs and the camera has stopped to acquire (both controlled

by the "CHECK & WAIT" subvi), another measurement is started, this time with the stage moving

backwards. This procedure is repeated for every pump-probe delay and the two spectra, which

are identical, are then averaged and give the spectrum at the corresponding delay. Comparison

of the spectra acquired with the stage moving forward and backward is used at the beginning of

a measurement series to make sure that the velocities are set correctly for the required 800 nm-

WLC delay range.

4.2.4 Referencing

Due to the required long integration time, a tr-eSFG scan takes approximately 90 minutes, for a

typical value of 100 delay points acquired. Since the pump-induced variations of the signal are

about 10 to 20 %, an average of at least four scans is needed to acquire sufficiently good statis-

tics. This results in an overall measurement time of six hours. Such a long time is comparable

with potential power drifts and fluctuations of the RegA output, which, in turn, result in even

stronger fluctuation of the UV pump and of the WLC intensities due to the nonlinear optical

processes. Therefore, it is crucial to simultaneously acquire a reference of the unpumped sig-

nal, which can be subtracted from the pumped spectrum in order to obtain the pump-induced

SFG intensity variations. Acquiring background spectra of the pump and of the unpumped SFG

signal at the beginning of each scan is not sufficient for a reliable compensation of the WLC fluc-

tuations and thus it is necessary to take the reference for every delay point. We achieve this by

using a galvanometer scanner similar to the one depicted in figure 4.12. A galvanometer scan-

ner, or in short galvanoscanner, is based on the principle that a current flowing through a small

pivoting coil in the field of a permanent magnet, generates a magnetic field that acts against

the permanent magnetic field and induces the coil motion. If an alternating current is applied,

the coil will oscillate perpendicular to its axis. If a mirror is connected to the rotation axis of the

coil, then a laser beam incident on the mirror will be scanned continuosly from the minimum

position of the deviation to the maximum, with the deviation amplitude and frequency set by

those of the current. In order to achieve high frequencies and limit the friction and consequent
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Figure 4.12: Galvanometer scanner: yellow: per-

manent magnet rotor, blue: coil, gray: magnetic

core. The current applied to the coils generates

a magnetic field that sets the rotor to move and

the mirror connected to the rotor rotates around

the axis. If an AC current is applied the mirror

is set to rotationally oscillate, with amplitude and

period dictated by those of the current.

heating up of the coil, current galvanoscanners are designed in the so-called rotating magnet

configuration, as shown on the right panel of figure 4.12. Here the coil (in blue) is fixed around

a magnetic core (gray) while the permanent magnet (yellow) rotates as a consequence of the

current circulating through the coils.

Usually, galvanoscanners are driven by an alternating sinusoidal current and the mirror

oscillates between the maximum and minimum rotation. With laser systems running at a rep-

etition rate of 1 kHz, the mirror and the chopper are both driven at half the frequency of the

laser in a synchronized fashion. Every second laser pulse results in, for example, an unpumped

SFG spectrum that reaches the mirror when it is at the minimum angular deviation, and vice

versa for the next pulse (chopper open and mirror at the maximum deviation), which generates

the pumped SFG spectrum. This is schematized in panel (a) of figure 4.13, where the red curve

represents the oscillation of the mirror and the green and blue arrows the arrival times of the

pumped and unpumped eSFG photons respectively. The resulting image on the CCD detector

consists of two horizontal stripes (pumped and unpumped spectra) which are vertically offset,

as shown in panel (c). At 40 or 200 kHz the situation is rather different. These frequencies

are too high to be achieved with the current galvanoscanners and choppers, and much more

than two pulses would hit the mirror during the oscillation period, leading to a vertically quasi-

continuous stripe. In order to resolve two separate stripes, the sinusoidal wave driving the

galvanoscanner needs to be replaced by a square wave. The mirror switches from one position

to the other, and hundreds of pulses are integrated at each extremum. The switching time be-

tween maximum and minimum is dictated by the inertia of the rotor and by the bandwidth of

the function generator and amplification circuitry. The rotor inertia also determines the ampli-
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Figure 4.13: Shape of the current wave necessary to obtain two discrete stripes on the detector, as

in panel (c). (a) For low repetition rate (e.g. 1 kHz) the mirror can be driven by a sinusoidal wave

synchronized with the laser such that each pulse coincides with the deviation extrema. (b) For high

repetition rate synchronization with the laser is not possible and the sinusoidal wave would lead to

a vertically quasi-continuous stripe. A square wave is required to separate the spectra.

tude of the oscillations around the extremal positions. We use the dynAxis®-XS scanner from

the company SCANLAB and operate it at a frequency of 500 Hz. The driving electronics and the

control interface were built at the electronic workshop of the Fritz Haber Institute.

At the high repetition rates used in the experiments neither scanner nor chopper are syn-

chronized with the laser and the chopper receives the trigger from the same frequency generator

that drives the scanner. Still they need to be set in phase with each other, such that contribu-

tions from pumped and unpumped spectra are not mixed. This is realized by monitoring the

luminescence signal, which originates exclusively from the pump and setting the phase delay

between the mirror oscillation and the chopper such that on one of the regions of interest on

the detector (lower or upper line) the luminescence is not visible.

4.2.5 Intensity of the upconverting pulse

As discussed in equation (2.22) of section 2.3, the intensity of the SFG signal is linearly pro-

portional to the intensity of the white-light continuum and the upconverting 800 nm beam,

respectively. The pulse energy of the WLC is very low, typically on the order of 10 pJ nm−1

[164]. In order to increase the SFG intensity it is thus only possible to increase the intensity of

the upconverting 800 nm beam. However, it is fundamental not to trigger any dynamics with

multiple-photon processes induced by the 800 nm beam. In the case of ZnO the origin of these

dynamics can be twofold:

1. one and two photon absorption from IGS, such as populated defect states.

85



4.2 Experimental Setup

2. three photon excitation of valence band (VB) electrons across the gap.

A linear transient reflectivity experiment was performed to characterize the dependence of

the ZnO dynamics on the power of the 800 nm beam. Here, the changes in reflectivity induced

by the excitation at 800 nm were measured integrating over all white-light pulse frequencies.

The results are plotted in figure 4.14.

Figure 4.14: Dependence of the transient visi-

ble reflectivity of ZnO on the 800 nm pulse flu-

ence. The figure clearly shows a threshold behav-

ior for an 800 nm power of 40 mW (3.66 mJ cm−2).

At this power a non-zero signal appears before

the cross correlation of the pulses, indicative of

a pump-induced dynamics surviving the repetition

rate of the laser.
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The figure shows the reflectivity changes induced by the 800 nm pump pulse as a function of

pump-probe delay and of pump power. Clearly, the pump-induced reflectivity changes show a

threshold behavior for pump powers above 40 nm, corresponding to a fluence of 3.66 mJ cm−2.

At lower fluences the changes in the reflectivity have a temporal duration that is comparable

to the cross-correlation between the 800 nm pulse and the white-light continuum shown in

figure 4.10, thus indicating that no population is created by the upconverting pulse. At higher

fluences instead the traces show a non zero offset at negative delays, indicative of a population

living longer than the inverse of the repetition rate of the laser. For a repetition rate of 200 kHz,

this population lives longer than 5µs. In ZnO, this kind of dynamics, as will be discussed in

detail in section 5.2, can originate only from intra-gap (i.e. defect) states.

Thus, to avoid the creation of a population with the 800 nm upconverting pulse, for all the

performed experiments its fluence was kept to 1.83 mJ cm−2 at most, corresponding to a power

of 20 mW in figure 4.14.
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Figure 4.15: eSFG spectrum of

ZnO for two polarizations of the

upconverting beam, p-polarized

in green and s-polarized in red.

In black for comparison the eSFG

spectrum of GaAs (p-polarized

800 nm). Clearly the two ZnO

spectra differ from the reference

spectrum, exhibiting two reso-

nances around 3.4 eV, whose ori-

gin is explained in chapter 5.

The first eSFG spectrum of a solid is shown in figure 4.15. Here, the eSFG spectrum of

ZnO is plotted for the two different polarizations of the 800 nm upconverting beam, while the

polarization of the WLC is kept perpendicular to the plane of incidence, i.e. s-polarized. GaAs

was used as reference and its spectrum is given by the black line in the graph. GaAs has a

zincblende structure, which is also non-centrosymmetric in the bulk, and was chosen as refer-

ence because it does not exhibit resonant transitions at the WLC and eSFG energies. Thus, its

eSFG spectrum reflects the shape of the convolution of the fundamental beams. All the spec-

tra have been measured with an electron multiplication gain of 200 and exhibit count rates on

the order of 20× 103 counts per 10 s exposure time, leading to an average of 10 photons per

second per pixel at the maximum resonance. Comparing the three spectra, two resonances are

clearly visible for ZnO at an energy of about 3.4 eV, corresponding to the band gap energy. This

section focuses on the technical aspects of the experiment and the nature of the resonances will

be discussed in detail in chapter 5.

Figure 4.16 shows the proof of principle of time-resolved electronic sum-frequency gen-

eration. The static eSFG spectrum of ZnO and the luminescence background due to the UV

pumping only are plotted in green and blue respectively in the left panel as function of SFG
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Figure 4.16: Proof of principle of the time-resolved electronic sum-frequency generation for both

upconverting pulse and WLC s-polarized. The left panel shows the static SFG spectra and the lu-

minescence of ZnO. The right panel shows the false color plot of the tr-eSFG intensity measured at

100 K as function of SFG wavelength on the y-axis and the pump-probe delay on the x-axis. The

plot clearly shows that dynamics are visible at the eSFG resonance (3.43 eV) and at the maximum

of the luminescence (3.38 eV). The spectra in the areas held by the coloured rectangles have been

averaged and compared in figure 4.17.

wavelength (left y-axis) and SFG energy (right y-axis). Both traces are normalized to the max-

imum SFG intensity. The right panel shows the pump-induced eSFG changes in false colors as

a function of pump-probe delay after photoexcitation at 4.1 eV. The spectrum is obtained with

the time integration procedure explained in section 4.2.3, with an exposition time of 10 s and

an EMCCD gain of 200, and by averaging over four scans. Clearly, dynamics are visible at the

eSFG resonance at 3.43 eV (361 nm) and the luminescence maximum around 3.38 eV (367 nm).

Figure 4.17 shows the eSFG spectra integrated over four selected delay ranges, delimited

by the colored lines in figure 4.16. The spectra have been binned in wavelength, such that

each data point is averaged over two EMCCD pixels. In violet the averaged background at

negative delays between −1.5 to 0.6 ps, in blue the averaged spectrum between 71 to 111 fs,

corresponding to the maximum pump-induced variation, in red the spectrum at a pump-probe

delay of 200 ps and in yellow the one at 400 ps. The black line results from the sum of the two

static eSFG and the luminescence spectra depicted in the left panel of figure 4.16, and defines

the static background intensity IBG(λ).
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Figure 4.17: eSFG variation for four

selected pump-probe delays, with re-

spect to the background given by the

sum of the static eSFG spectrum and

the luminescence. The traces clearly

show a pump-induced variation, both

at positive and negative delays, for

both the eSFG resonance at 3.43 eV and

the maximum of the luminescence at

3.38 eV.

The traces clearly show a pump-induced variation at the eSFG resonance and at the max-

imum of the luminescence. We define the variation of the eSFG signal at a time delay t as:

∆IeSFG(t,λ)
IBG(λ)

=
IeSFG(t,λ)− IBG(λ)

IBG(λ)
, (4.1)

Where IeSFG(t,λ) is the measured eSFG intensity. To calculate the variation of the resonant

eSFG peak we average the value over 6 points, corresponding to the interval (361± 1) nm. We

observe a maximum variation of −30.6 % at time zero and a minimum variation of −4.7 % at

400 ps, in line with the expected values discussed in section 4.1. The intensity of the lumines-

cence peak around 367 nm has also been averaged on the interval (367± 2) nm. Its variation

ranges between−20 % and−12 %. Finally we observe a variation of 18.6 % at the lowest energy

shoulder of the luminescence, integrated over the interval between 370 nm and 375 nm. This,

due to the width of the peak, constitutes the smallest ∆IeSFG variation we are able to resolve

per nm.

Despite the low signals and the long integration times, these results demonstrate that time-

resolved electronic sum-frequency generation is a feasible experiment and chapter 5 will discuss

the results obtained.

Next steps towards the application of eSFG as interface specific technique at an HIOS in-

terface with ZnO require the full characterization of its azimuthal dependence and the identi-

fication of the azimuthal angles at which the bulk eSFG contribution is zero, as described in
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appendix A. This was, however, not possible since in the setup used it is not possible to rotate

the sample without opening the cryostat. Since the resonances are visible at low temperatures

only (cf. chapter 5), the error introduced on the position of the measured spot by heating

up the sample, opening, rotating and cooling down again is too large for a precise azimuthal

characterization.
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5. Impurity
Effects of defect-related in-gap states on charge and

exciton dynamics in ZnO

With its 3.4 eV bandgap and an exciton binding energy of 60 meV, ZnO could potentially represent

an ideal candidate both as transparent electrode as well as substrate for resonant energy transfer

in hybrid inorganic organic systems. The efficiency of charge and energy transfer processes be-

tween semiconductors depends strongly on the timescales of charge carrier and exciton relaxation

processes. Furthermore, exciton lifetimes and diffusion as well as free carrier conductivity can be

strongly affected by the presence of defects; their density and energetic position strongly depends on

the sample growth conditions. Also, as discussed in section 1.3, the literature values for relaxation

timescales in ZnO are quite divergent. Here, energy and charge carrier relaxation pathways in the

bulk of ZnO are investigated with complementary all-optical techniques: static and time-resolved

photoluminescence spectroscopy, time-resolved excited state transmission and the newly developed

time-resolved electronic sum-frequency generation (tr-eSFG). Two excitation densities, one above

and one below the Mott density, have been used in order to discern between the electron-hole-

plasma and exciton dynamics. Moreover, defect-related dynamics have been tackled by comparison

of the response of a single crystal with the one of a thin film deposited by molecular beam epitaxy

on a single crystal substrate. The energy levels landscape of both samples are investigated by static

spectroscopy (section 5.1) and show the presence of a defect band 1.7 to 2.7 eV below the conduction

band. The optical response of these defect states prevails the pump-induced linear optical response

after excitation above the Mott limit (section 5.2), both for light emission and transmission, and

their dynamics strongly influence the relaxation timescales of the electron-hole plasma. In the low

excitation regime, investigated by tr-eSFG and discussed in sections 5.3.2 and 5.3.3, the exciton-

polariton resonances are initially affected by the free carriers relaxation in the conduction band

(CB) and the formation of excitons is observed on a hundreds of picoseconds timescale.
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5.1 The ZnO: visible and near-UV spectral features

A first fundamental step towards the characterization of charge and exciton relaxation pathways

is the determination of the energy position of the relevant electronic states in the near band gap

region and the identification of their spectral signatures. These signatures have been inspected

by photoluminescence (PL) and electronic sum-frequency generation (eSFG) spectroscopy and

are presented in this section. As discussed in section 1.3, the exciton-polariton lines of the three

split valence bands are observed in reflection at 77 K at 3.371 eV, 3.378 eV and 3.418 eV for the

A,B and C valence band (VB) respectively [87]. The first two are visible with light polarized

perpendicular to the c-axis and the latter for light parallel to it. The PL spectrum at 10 K shows

the ground state emission of the A and B free excitons at 3.377 eV and 3.39 eV respectively and

longitudinal optical phonon (LOP) replicas for energies below the free exciton emission, with an

average separation of 72 meV [23]. All these emission lines are observed to merge together in a

single broad peak with a red-shift of roughly 60 meV at room temperature, which is attributed

to the temperature induced narrowing of the band gap [90, 91].

As presented in section 3.3, this work investigates a ZnO single crystal and compares its

energetics and dynamics with those of a homoepitaxially grown 125 nm film, both cut along

the (1010) non-polar surface. Unless otherwise stated, all experiments have been performed in

an optical cryostat at a base pressure of ∼ 1× 10−6 mbar and at a temperature of 100 K.

Figure 5.1 compares the PL spectrum of the ZnO single crystal, in black, with the one of the

thin film, in red. The experiments have been performed together with Francesco Bianchi in the

group of Sylke Blumstengel at the Humboldt University. The samples were excited at 354 nm (=

3.5 eV) by doubling the output of a Coherent Mira oscillator (repetition rate of 76 MHz) tuned to

709 nm. The static spectra have been acquired with an excitation density of 3× 1017 cm−3, well

below the average literature value of the Mott density of 3× 1018 cm−3 (cf. section 1.3). The

left panel shows the emission spectrum in an energy region from 1.5 to 3.5 eV measured with a

grating of 300 lines/cm, resulting in an energy resolution of 1.2 meV at 1.5 eV and of 6 meV at

3.4 eV. The two spectra are normalized at maximum emission, with the single crystal intensity

being a factor 1.5 lower than the one of the thin film. Both substrates manifest a well-defined

emission at 3.36 eV with clear vibronic replica at an average separation of (66± 15) meV. This

transition energy is associated to the emission of the free exciton and the replica separation is
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Figure 5.1: Comparison of the luminescence spectrum of a single crystal and a MBE grown film in

the visible and near-UV spectral range. The spectra are normalized to maximum for clarity. (Left)

Both samples show free excitonic emission and LOP replicas starting at 3.36 eV. The emission band

in the visible is assigned to the recombination of defect-trapped excitons related to the presence of

oxygen vacancies and interstitials. (Right) High resolution spectrum in the exciton emission region.

The spectra show two shoulder, labeled α and β and discussed below and the first LOP replica. The

broader single crystal emission suggests the higher probability of non-radiative decay with respect

to the thin film.

in good agreement with the one of the prevailing LOP replica of 72 meV [92]. Furthermore,

both samples exhibit an emission band in the visible, starting at 1.6 eV and ending at 2.8 eV.

However, these bands differ in the energy position of the maximum intensity: the single crystal

shows a rather homogeneous band over the whole energy window while the thin film emits

predominantly at higher energies. From the results of references [95, 99, 100] presented in

section 1.3, three kind of defects are responsible for this emission: oxygen vacancies centered

around 2.46 eV, oxygen interstitials around 2.28 eV and defect complexes involving oxygen

excess for the red emission shoulder centered at 1.8 eV. The relative weight of the bands in

the emission spectra differs for the two samples, suggesting that the single crystal has a higher

oxygen vacancy and defect complex to interstitial ratio than the molecular beam epitaxy (MBE)

sample. Moreover, the ratio of the FX to defect emission in the single crystal is 2.5 compared

with the 4.2 of the thin film, suggesting an overall higher density of defects in the former. The

right panel of figure 5.1 expands the spectrum in the energy region of the exciton emission.
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5.1 The ZnO: visible and near-UV spectral features

Again, the energy position of the PL lines is independent of the sample. The main emission

line consists of two peaks labeled α and β and centered at 3.363 eV and 3.376 eV respectively,

with a separation of 13 meV, in good agreement with the separation observed in reference [23]

for the A and B exciton emission. The emission at 3.31 eV is attributed to the first LOP replica

and its energy position agrees well with the literature values reported in section 1.3. The free

exciton emission from the single crystal is much wider than the one of the MBE film, suggesting

that defect trapping and other decay channels in the single crystal are more competitive to

luminescence than in the thin film.
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Figure 5.2: (Left) Static eSFG spectrum of the ZnO single crystal for two polarizations of the up-

converting beam (green p- and red s-polarized), compared to the photoluminescence spectrum.

Two clear resonances are observed around the onset of the CB and a broad feature, predominantly

in the s-polarized spectrum, at higher energies. The resonances are attributed to final state eSFG

transitions associated to the A,B and C exciton-polaritons, and the broad feature to intermediate

state resonances from the defect band. (Right) Cartoon of intermediate eSFG transitions for IGS at

energies corresponding to the emission band observed in the photoluminescence. For comparison,

the scheme of the final state transition occurring at the free exciton (FX) resonance.

The left panel of figure 5.2 compares the single crystal emission after excitation at 4.1 eV,

depicted in blue, with the the static eSFG spectrum measured for two different polarizations of

the upconverting beam, s-polarized in red and p-polarized in green 1. All the spectra have been

1eSFG spectra of the MBE sample were found to be strongly affected by the interference with the signal arising

at the interface between the thin film and the underlying single crystal substrate and are therefore not considered

in the following.
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measured with eSFG setup presented in chapter 4 and the RegA tuned at 40 kHz. The energy

resolution of the eSFG experiment is limited to 66 meV by the width of the upconverting pulse,

while for the PL it is 10 meV and limited only by the spectrometer. The luminescence spectrum

shows a broad peak centered at 3.37 eV without a clear structure, and the first LOP replica at

3.1 eV. The broad emission is attributed to both peaks α and β , which cannot be resolved due

to the lower energy resolution of this spectrometer compared with the one used previously.

Two resonances are observed in the eSFG spectra: a broader resonance around 3.37 eV,

visible only for p-polarized 800 nm beam and a narrower one at 3.43 eV, observed for both

polarizations. The (1010) surface of ZnO is parallel to the c-axis, such that s-polarized light

has only components parallel to the c-axis while p-polarized light has both components parallel

and perpendicular. The energy positions and polarization dependence of the spectral features

are in good agreement with the observations of Thomas [87]. Therefore these transitions are

assigned to the exciton-polaritons associated with the three split VBs of ZnO at the Γ point: the

lower energy arises from the two almost degenerate VBs A and B and the higher one from VB

C. All these transitions are final sum-frequency generation (SFG) transitions, as schematized

by the free exciton (FX) resonance in the right panel of figure 5.2. The apparent shift of the A

and B peak with respect to the luminescence spectrum is attributed to a different relative ratio

between the contributions of A and B in the two probing methods.

Finally, one additional broad feature, labeled D, is observed in the s-polarized spectrum at

energies above 3.45 eV, while the p-polarized spectrum coincides with the GaAs reference. The

similarity of the GaAs and the p-polarized response strongly suggests that both arise from non-

resonant contributions, which are sample-independent. The s-polarized response, however,

can correspond either to final state transitions well within the ZnO CB, i.e. in the UV, or to

intermediate state transitions from populated in-gap states (IGS) to the CB, with a transition

energy given by the white-light continuum (WLC) photon energy and ranging from 1.9 to 2.4 eV,

well within the emission band attributed to defect states in figure 5.1. The latter process is

schematized in the right panel of figure 5.2 for three exemplary energies of 1.9 eV, 2.3 eV and

2.5 eV. Due to the good energetic agreement with the defect band observed in the luminescence

spectra, the feature is associated to IGS which appear to couple better with the s-polarized

geometry .

The excitonic nature of the A,B and C eSFG resonances is confirmed in figure 5.3. The
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Figure 5.3: Temperature dependence of eSFG spectral signature for (Left) s-polarized and (Right)

p-polarized 800 nm beam. The spectra all show a similar trend with the energy positions shifting to

lower values and the width increasing for increasing temperature, confirming the excitonic nature

of the transition lines.

figure presents the temperature dependence of the eSFG resonances for s-polarized (Left) and

p-polarized (Right) 800 nm beam. The trends are similar for both polarizations: the peaks widen

and shift to lower energies for increasing temperatures. The shift of the peak is attributed to

the band gap narrowing with increasing temperature and the widening to homogeneous broad-

ening. Our observations are in agreement with references [90] and [91], where the exciton

binding energy for the FX associated with the valence band A has been determined not to de-

pend on the temperature.

The combination of multiple techniques allows to identify the spectral features of the rele-

vant energy levels in the band gap region of the ZnO single crystal. Three resonances associ-

ated with the exciton-polaritons corresponding to the three crystal field split VBs are observed

at about 3.37 eV (A), 3.38 eV (B) and 3.42 eV (C). Furthermore, the first LOP replica is visible

at 3.31 eV and a band related to transitions from and to in-gap states at energies from 1.6 to

2.8 eV is detected both in emission and s-polarized eSFG spectra. The energy level alignment

for the near band-gap region is summarized in figure 5.4.
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to the CB minimum of the features observed in

the PL and SFG spectra. (1) The defect band
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(2) the three valence bands A,B,C respectively at

−3.37 eV, −3.38 eV and −3.43 eV

The next sections are devoted to get further insight on the dynamics associated to each of

these components after non-resonant excitation across the band gap.

5.2 High excitation regime: Influence of defect dynamics on ZnO

optical properties

Firstly, the charge carrier dynamics are investigated for excitation densities above the average

nominal Mott density of '3× 1018 cm−3, reported in section 1.3. At these densities, the pres-

ence of free carriers in the conduction and valence band is expected to screen the Coulomb

attraction of the electron-hole pairs, such that no bound excitons can form. However, the lit-

erature values of the Mott density are ranging over two orders of magnitude and a clear Mott

transition from bound excitons to free charges was never observed experimentally for direct

band gap bulk semiconductors [27]. As repeatedly mentioned throughout the text, the litera-

ture reports multiple values for the timescales associated to exciton and charge carrier relax-

ation processes. For excitation densities comparable to the ones used in this section (0.9 to

1× 1019 cm−3), table 1.1 reports (1) charge carrier thermalization in the CB to occur within

1 ps [112] predominantly via Auger recombination processes [19], which probability steeply

increases for densities above 2× 1018–3× 1018 cm−3, (2) exciton radiative and non-radiative

recombination in 900 ps and 200 ps respectively [89], (3) exciton-exciton scattering in a time

range from instantaneously to 12 ps [119, 120] and (4) electron-hole-plasma (EHP) decay in

1.2 ns [19]. Furthermore, recombination of IGS is observed in hundreds of ps to tens of ns.

Figure 5.5 shows time-resolved photoluminescence (tr-PL) measured on both the ZnO single
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Figure 5.5: (Left) tr-PL of the ZnO syngle crystal, in red, and of the MBE film in blue at the emis-

sion energy of 3.37 eV, compared with the instrument response function (IRF) of the single photon

counter spectrometer. Clearly, the excitons in the single crystal decay within the IRF of 30 ps, while

the MBE film shows a triple exponential decay. (Right) tr-PL at two energies in the defect band of

2.25 eV and 2.00 eV. Both samples show a lifetime much longer than 12 ns, with the single crystal

exhibiting also a fast decay component, on the order of 100 ps.

crystal and the MBE film. Analogously to the static luminescence, the samples were excited at

354 nm (= 3.5 eV) with a repetition rate of 76 MHz, this time with an excitation density of

1× 1019 cm−3. The excitation density was estimated from the pump fluence F as

N0 =
F

l0ħhω
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1+pεr
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�

, (5.1)

where l0 is the light penetration depth and is 50 nm for photonenergies above 3.3 eV [178] and

ħhω is the photon energy of the excitation beam. The second multiplier takes into account the

surface reflectivity and εr is the dielectric constant of (4.3+1.9i), extracted from [178].

In the left panel, the emission decay at an energy of 3.37 eV, corresponding to the emis-

sion energy of A at low excitation densities, is plotted as a function of time after excitation for

the single crystal (red) and for the MBE film (blue). Both are compared to the instrument re-

sponse function (IRF) of the single photon counting spectrometer, depicted in yellow. Emission

is clearly observed at this energy but, due to the high excitation density, it is to be attributed

to free carrier recombination from the conduction band rather than to bound excitons. In the

single crystal it decays within the IRF, which is less than 30 ps, while the emission decay in the

MBE film can be fitted with a triple exponential decay leading to time constants of 39 ps, 523 ps

and 33 ns, after deconvolution of the IRF. Several processes could be potentially responsible for
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5.2 High excitation regime: Influence of defect dynamics on ZnO optical properties

the multiple decay constants observed, and no concrete assignment can be made without fur-

ther investigations. Nevertheless, one plausible hypothesis is that the fast constants are related

to charge trapping by the defect band, as schematized in the inset of the figure. At equilibrium,

these IGS are populated levels that can be depleted by the excitation beam and, once empty, act

as traps for the electrons in the conduction band (processes i and ii), thus reducing the amount

of electrons that can radiatively recombine. The long time constant, instead, can indeed be

related to radiative recombination of CB electrons and VB holes (iii), and is consistent with the

nanoseconds lifetime of the conducting EHP measured by Hendry et al. [19]. The much shorter

lifetime observed on the single crystal, smaller than the instrument resolution of 30 ps, suggests

that, there, the electron trapping by IGS could be an extremely efficient process and represent

the predominant decay channel. The right panel of the figure shows the emission decay as a

function of time at two energies within the defect band, 2.00 eV and 2.25 eV. In both samples,

and independently on the energy, no dynamics can be resolved over the whole range and the

radiative lifetime of the defect states is longer than the inverse repetition rate at 12 ns. Qual-

itatively, however, the decay traces for the single crystal show a superimposed fast dynamics

which is compatible with the above described IGS re-population, both radiatively or not.

To address the nature of the charge carrier decay channels and thus explain the observed

time scales, the emission dynamics are compared with the changes in visible light transmission,

i.e. at energies smaller than the band gap energy. In an ideally pure semiconductor with band

gap higher than the highest probe photon energy, the transmission before photoexcitation is

expected to be maximum and the promotion of electrons in the conduction band should lead

to an increase in absorption and therefore a decrease in transmission. On the other hand,

for a semiconductor rich in impurities the situation is rather different, as schematized in the

right panel of figure 5.6. Here, before photoexcitation, the IGS can absorb in the visible and

photoexcitation leads to their depletion and a resulting increase in transparency. It is important

to remark that the time-resolved excited state transmission response results from the sum of

these induced absorption and transparency components. Depending on whether a given decay

pathway affects more strongly the hole population in the IGS or the electron population in the

conduction band, it results in an overall rise or decay of the time-resolved transmission (tr-T)

signal.

The samples are photoexcited at 3.8 eV photon energy with a fluence of 0.15 mJ cm−2, cor-
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5.2 High excitation regime: Influence of defect dynamics on ZnO optical properties

responding to a density of 8.6× 1018 cm−3 excited electrons. The experiments are performed

with a repetition rate of 200 kHz and the WLC is used as probe pulse. The small pump-induced

transmission changes do not allow broadband detection in the spectrometer and a lock-in am-

plifier is required. Thereby, the probe-energy is selected after interaction with the sample by a

series of nine color filters with bandwidth of 10 nm and central wavelength in steps of 20 nm

from 540 to 680 nm plus one at 694 nm.
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Figure 5.6: (Left) tr-EST of both the single crystal and the MBE ZnO sample when pumped at 3.6 eV.

Both samples show a pump-induced increase of transmission over the whole visible range. (Right)

This increase is explained with a depletion of the populated IGS by the pump pulse such that they

can no longer absorb.

The pump-induced transmission changes are plotted as false color plot in the left panel of

figure 5.6 as function of filter central wavelength and pump-probe delay, for the single crystal

on the upper and for the MBE film on the lower panel. The delay axis is linear in the −1 to

1 ps range and logarithmic from 1 to 400 ps. The energy axis on the right y-axis is obtained by

conversion of the filter central wavelengths and serves only as a visual reference.

Both samples show an abrupt increase in visible (VIS) transmission at the time overlap of

pump and probe beams, i.e. both samples become more transparent after photoexcitation. The

maximum transmission change occurs at 640 nm (∼ 1.9eV) in the single crystal and at 580 nm

(∼ 2.14eV) in the thin film. Already at a first qualitative glance, the two samples manifest

different recovery dynamics, with the decay of the induced transparency being longer for the

MBE film. At longer time delays, where the induced transparency has fully recovered, the

transmission of both samples becomes slightly negative, indicating an increased absorption in
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the visible range.
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Figure 5.7: Comparison of the tr-EST at a probe wavelength of 560 nm (2.2 eV) for the two ZnO

samples. See text for discussion.

To get a quantitative insight on how relevant the two expected induced transparency and

absorption components are in each sample, the kinetic traces are analyzed individually for each

probe wavelength. Figure 5.7 exemplarily shows the transient transmission changes for a probe

wavelength of 560 nm, corresponding to a probe photon energy of 2.2 eV. The dynamics can

be qualitatively divided in four time ranges, indicated in the figure: (1) a non-zero signal at

negative delays, more evident at this wavelength for the MBE film, (2) a fast component in

a time range of 1 to 2 ps, which is observed as rise exclusively in the MBE film, (3) a slower

double exponential decay for both samples and (4) a long time negative component.

The pump-induced transmission changes in both samples can be fitted by the empirical fit

function

∆T/T (t > 0) = A0 + A1 ∗ exp
�

−t
τ1

�

+ A2 ∗ exp
�

−t
τ2

�

+ A3 ∗
�

1− exp
�

−t
τ3

��

. (5.2)

Here A0 is the amplitude at negative delays and is extracted directly from the data, i.e. indepen-

dently of the fit. This signature is present for all wavelengths in the thin film and only at long

wavelengths in the single crystal. It is indicative of an excitation that is created by a pump-pulse

reaching the sample at least an inverse repetition rate of the laser before the interaction with

the probe. This excitation, thus, survives for longer than 5µs and constitutes a quasi-stationary

background to the measurements. The fit function is the same for both samples but the single

summands are not describing the same processes. For the single crystal, the first and second

addends describe the double exponential decay (range 3) and the third one the long time re-

covery in (4), i.e. the decay of the absorption. For the MBE sample, instead, the third addend
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5.2 High excitation regime: Influence of defect dynamics on ZnO optical properties

fits the initial fast rise of (2). The time-constants averaged over the whole wavelength interval

are summarized in table 5.1, where they are compared with the PL timescales.

Sample Hot carriers defect trapping PL IGS PL

(ps) IGS 1 (ps) IGS 2 (ps)

Single

crystal

tr-PL < 30.0ps > 12.0 ns

tr-EST – 1.2± 0.5 6.5± 0.4 100s of ps to ns –

MBE

film

tr-PL – 39.0 523.0 33.0 ns > 12.0ns

tr-EST 2.3± 0.4 26± 3 210± 10 – –

Table 5.1: Time constants for the four different recovery components in the tr-EST traces for the

single crystal and MBE film.

Strikingly, in the case of the MBE crystal, for which time constants could be extracted from

the tr-PL at 3.37 eV, strikingly, they are observed to agree in order of magnitude with the time-

resolved excited state transmission (tr-EST) results. The time constants obtained by tr-EST on

the single crystal are both below 10 ps, thus in agreement with the timescale observed in the

tr-PL experiment, where the charge carriers relaxed on less than 30 ps. This suggests that the

relaxation mechanisms leading to the decay of the CB electron emission are the same that lead

to a recovery of the VIS transmission in both samples.

As mentioned previously, an increased transmission (positive variation) is related to the

depletion of the IGS and a consequent induced transparency, and a decreased transmission

(negative variation) is related to the absorption due to the charge carriers in the CB. The pho-

toinduced transmission dynamics observed at early time delays are, for both samples, clearly

dominated by the IGS related induced transparency. The negative component, related to the

absorption from CB electrons is detected only at long time delays, once the relative ratio of

defect-localized holes and CB electrons is such that the hole response no longer dominates the

sample optical properties. Despite the qualitative similarities, the time scales observed for the

two samples are significantly different, suggesting that the multiple decay pathways, discussed

in figure 5.8, are differently relevant in each sample.

The fast 1 to 2 ps rise observed exclusively on the MBE sample, can be also viewed as fast

decay of a negative transmission variation, which can be related to the cooling of hot charge
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Figure 5.8: Summary of the relaxation processes

in ZnO after excitation above the Mott den-

sity. The photoexcited hot carriers relax to the

band edges via electron-electron scattering mech-

anisms (pink), the electrons are trapped in the

empty IGS (red dashed arrows) and finally, on

timescales of several ns to µs, the optical prop-

erties come to full recovery via radiative recombi-

nation.

carriers in the conduction and valence band, as schematized by the pink wiggling arrow. At

these electron densities, well above the Mott density, electron-electron scattering can become

a relevant scattering mechanism [19]. Hot carriers, thus, relax to the respective band edges

predominantly via many-body Auger-like relaxation mechanisms and indeed the obtained time

scale is comparable to the one assigned to many body charge annihilation by Hendry et al. [19].

The slow components (IGS 1 and 2), schematized by the dashed arrows, lead to a full decay

of the induced transparency and therefore are related to a process that substantially refills the

IGS. Thus, similar to the hypothesis discussed previously for the tr-PL data, they are associated

to electron trapping in the empty defect states. This defect trapping is additionally supported by

the fast decay of the IGS luminescence in the single crystal, which can be associated to a reduc-

tion of both the electrons in the CB and the holes in the IGS. The multiple timescales observed

are most probably due to different trapping probabilities for the various kinds of defects and the

generally longer relaxation times of the MBE film response are due to a lower density of defect

states, thus supporting the observations made in the static luminescence spectra. Moreover, the

involvement of two distinct defect distributions in the two samples is supported by the different

wavelength position of the maximum transmission change, which suggests that the dynamics

of the single crystal could be dominated by those of the defect complexes at 1.85 eV and in the

MBE sample by oxygen interstitials at 2.24 eV.

Finally, the unperturbed optical properties of ZnO are recovered on nanosecond to microsec-

ond timescales. The radiative recombination from CB and VB (blue arrow) is estimated to be

33 ns and in agreement with the persistence of a conducting EHP over nanosecond time scales
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as observed by Hendry et al. [19]. Moreover, the long-lived recombination dynamics of the

IGS PL and the non-zero quasi-stationary background, indicative of a process surviving the in-

verse laser repetition rate at 5µs, set the time scales necessary for a complete recombination

of electron-hole pairs strongly localized on the defect states (orange and green arrows) to be

longer than what can be resolved with either of the used experimental setups.

Summarizing, excitation of ZnO with photon doses that lead to an excited electron density

larger than the Mott density, also strongly depopulates IGS. Their presence severely affects the

pump-induced optical response and their re-population dynamics via electron trapping dictates

the early relaxation timescales observed in both tr-EST and tr-PL. Therefore, IGS are identified

to be the predominant energy loss channel in ZnO. Only in the MBE sample, where the defect

density is smaller, an additional negative component relaxing within 1 to 2 ps is detectable and

is related to the cooling of hot carriers in the conduction and valence bands. The full recovery

of the optical properties takes times on the order of nanoseconds to microseconds.

5.3 Intermediate excitation regime

The previous section identified IGS as a relevant relaxation pathway for the charge carriers in

ZnO when the excitation density is high. As a next step, it is relevant to investigate if, and how,

they instead affect exciton dynamics. To do so, the newly developed tr-eSFG experiment, where

all A, B and C exciton-polariton resonances are directly resolved, is used and the excitation

density ne is reduced to 1.5× 1018–3× 1018 cm−3. These excitation densities are slightly lower

than, or equal to, the average Mott density reported in section 1.3 (3× 1018 cm−3) and excitons

are expected to form. Since excitons are presumed to decay on ns to µs timescales, the repetition

rate of the laser is decreased to 40 kHz, which also minimizes the quasi-stationary effects of

the long-lived defect populations detected in the linear optical measurements. The samples

are excited with a photon energy of 4.1 eV, generated by doubling the output of the optical

parametric amplifier tuned at 605 nm.

The tr-eSFG spectra are depicted in figure 5.9, for two polarizations of the 800 nm upcon-

verting beam: p-polarized (ne = 1.5× 1018 cm−3) in panel (a) and s-polarized

(ne = 3× 1018 cm−3) in panel (b). As for the static spectra, the polarization of the WLC is

kept perpendicular to the plane of incidence, i.e. s-polarized, for all the measurements. The
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Figure 5.9: False color plots of the pump-induced variation of eSFG intensity as function of pump-

probe delay and eSFG energy for (a) p- and (b) s-polarized upconverting beam. The left panels

report the respective static eSFG and PL spectra as well as the energy positions of the kinetic traces

depicted in the bottom panels. The cuts are taken in correspondence of the A (black) ,B (violet)

and C (yellow) resonances at 3.37 eV, 3.38 eV and 3.43 eV respectively and at the LOP replica at

3.31 eV. Dynamics are clearly observed for both polarizations and can be divided in 3 different

processes. The intensity of all final-state resonances abruptly decreases at time zero and recovers

on a fast (1–2 ps) timescale. Step-like dynamics are seen at the energy of A and B in (b). A decrease

of the intensity of resonance A and B in (a) and an intensity increase at the energy of A and of the

LOP replica in (b) are detected on a long (200 ps) timescale.

105



5.3 Intermediate excitation regime

eSFG intensity variation, defined as ∆ISFG = ISFG(∆t)− IBG , is shown as a false color plot as a

function of SFG final state energy and delay between the maximum amplitudes of the eSFG and

pump pulse electric fields (cf. section 4.2.3). The right y-axis reports the WLC photon energy

for reference. The background intensity IBG is given by the sum of the static eSFG and PL spec-

tra, which are depicted respectively in green and blue in each of the left panels of the figures.

Both the static and the time resolved spectra have been binned in energy for better clarity with

a bin width of three pixels2. As discussed above for the static eSFG spectra, two resonances are

detected for p-polarization: a wider one at around 3.37 eV due to the transitions from the va-

lence band (VB) A (3.37 eV) and B (3.38 eV) exciton-polaritons and a narrower one at 3.43 eV

for the C exciton-polariton. The latter is the only visible resonance for the s-polarized beam

configuration. The two-dimensional plots clearly exhibit pump-induced dynamics at the ener-

gies corresponding to all the spectral features, as further clarified by the kinetic traces depicted

in the bottom panels. The color code, indicated by the lines in the static plot, is the following:

resonance A in black, resonance B in violet, resonance C in orange and the LOP replica in the

luminescence in light-blue. The dynamics can be divided into three main time regimes: (1) a

fast relaxation, observed in all eSFG final state resonances, (2) a long time dynamics, visible as

intensity decrease for resonance A and B in panel (a) and as an increase for resonance A and

the LOP replica in the (b) and (3) a non zero intensity at negative delays in panel (b).

From the literature values reported in table 1.1 and the results of the static spectroscopy,

three different processes are expected to affect the ZnO response at these excitation densities.

In the first place, the exciton-polariton resonance energies are quasi degenerate with the onset

of absorption from the CB and the exciton-polariton continuum of states is indeed overlapping

with the CB continuum (see section 1.1.1). Therefore, the electron dynamics in the CB are

expected to affect the early response of the eSFG final state transitions to A, B and C. According

to the results reported in table 1.1 these dynamics occur on timescales of fs to few ps and are

related to the relaxation of the hot photoexcited carriers. At these excitation densities Auger

recombination is not a relevant scattering mechanism [19] and electron relaxation through the

continuum has been predicted theoretically to occur via electron-phonon scattering, first mainly

with LOPs (tens of fs) and then, when the excess energy is lower than∼ 10 meV, with acoustical

2The binning does not reduce the energy resolution, which is in any case limited by the bandwidth in energy of

the upconverting 800 nm pulse of 66 meV.
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phonon (AP) (picoseconds dynamics) [110]. In agreement with the theory, Deinert et al. and

Tisdale et al. [109, 111] observed ultrafast (20 to 40 fs) dynamics for excess energies larger

than 0.2 eV, which are substantially slowed down at lower energies.

Secondly, at excitation densities below the Mott density, the Coulomb screening in the CB

is not sufficient to contrast the electrostatic attraction of free electrons and holes and bound

excitons are formed. Two formation timescales are reported in the literature, depending on

whether the exciton is a surface or a bulk exciton. The first is formed on timescales as fast as

200 fs [109], while the second on timescales of hundreds of ps [19], i.e. one order of magnitude

larger. In both cases, the excitons are formed in excited states and the relaxation to the 1-

s ground state is observed to take several tens of ps [115, 179]. This relaxation occurs via

phonon emission and consequently is found to accelerate for increasing temperature [180].

Finally, the previous section (5.2) demonstrated that IGS can severely affect the dynamics

of charge carriers and excitons acting as trap levels. Section 5.1 showed that, at least when

both the fundamental beams are s-polarized, eSFG transitions involving IGS are observed as

intermediate state eSFG resonances. These resonances can thus allow to directly address the

IGS dynamics and their interplay with other electronic populations.

The next sections address the influence of these three aspects on the dynamics observed in

figure 5.9, starting from the latter in section 5.3.1.

5.3.1 In-gap states dynamics

A clear signature of IGS dynamics, which as seen in section 5.2 can be as long as several µs,

is visible in the pump-induced eSFG variation for s-polarized upconverting beam plotted in

panel (b) of figure 5.9. The eSFG variation ∆ISFG shows a non zero background at negative

delays indicative, as discussed previously, of a population excited by a pump pulse reaching the

sample at least one inverse of the repetition rate (25µs) before the eSFG probe. Figure 5.10

(a) compares the background intensity IBG (black), given by the sum of the static eSFG and

PL spectra, with the tr-eSFG intensity at negative delays (light blue). The static eSFG response

(green), to which the time-resolved eSFG intensity should converge for sufficiently long time

delays when the system is fully relaxed, shows, as discussed in section 5.1, a single resonance

corresponding to the exciton-polariton C. On top of this, the background intensity includes as

well the PL peaks of A and B and the first LOP. The eSFG intensity at negative delays, i.e. the
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Figure 5.10: (a): Comparison

of the tr-eSFG spectrum at neg-

ative delays with the static spec-

trum and the background in-

tensity. The discrepancy with

the latter indicates the presence

of excited populations surviving

the inverse laser repetition rate.

(b): eSFG variation for neg-

ative delays and at time-zero

clearly peaks at the energy of

resonance B, which is forbidden

by symmetry in the static case,

as schematized in (c). (d): The

pump induced depletion of the

IGS leaves them as available in-

termediate states for a double

resonance with B.
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long-lived response, clearly differs from the static background for all three exciton-polariton

lines, even for those which are not detected as static eSFG resonances. Moreover, the eSFG

variation ∆ISFG , i.e. the background-subtracted eSFG intensity, peaks in correspondence of the

exciton-polariton B at 3.38 eV for all delays, as exemplary shown in panel (b) of figure 5.10 for

time zero (50 fs, in orange) and at negative delays (light blue). Indeed, as it is visible in the

black and violet kinetic traces of figure 5.9 (b), the dynamics detected at the energy of A and

B are rather peculiar: the signal drops at time zero and then remains constant over the whole

measurement window.

The flat and long-lived dynamics, not even fully recovering after 25µs, are a clear signature

that the A and B exciton polariton resonances are visible in the tr-eSFG spectra, contrary to

the static one, thanks to a long-lived pump-induced effect that couples to them. This effect

is associated with the depletion of the IGS, which couple to the exciton-polariton resonance

through the mechanism illustrated in panel (c) and (d) of figure 5.10. Before photoexcitation,
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panel (c), the IGS are fully occupied and the eSFG transition to the exciton-polariton A or

B is blocked by symmetry. After photoexcitation, panel (d), a number of IGS is depleted by

the pump-pulse and can act as intermediate SFG resonant levels. The eSFG transition to the

exciton-polariton becomes an allowed double resonance. The observed dynamics, however, do

not reflect the exciton-polariton dynamics but rather those of the defect levels.

5.3.2 Conduction band dynamics

As discussed above, all final state exciton-polariton resonances, i.e. all resonances but those

discussed in the previous section, are isoenergetic to final state resonances within the CB. With

the band gap energy of ZnO ranging from 3.37 eV at room temperature to 3.44 eV at low tem-

perature [76], the excitonic resonances are at most 60 meV higher than the onset of absorption

to the CB continuum. Thus, in the eSFG spectra, they overlap with the CB region where the ex-

pected predominant scattering mechanism is with acoustic phonons and the relaxation should

occur on timescales of tens of picoseconds.

The kinetic traces measured at all these resonances are compared in the delay range −1

to 5 ps in figure 5.11. The figure includes the kinetic traces extracted at resonance A and B

for p-polarized upconverting beam, in pink, the one extracted at resonance C for the same

polarization, in light green, and two traces for resonance C measured with s-polarized beam

obtained from two different data-sets and plotted in gray and light-blue respectively. These last

two measurements differ in density of excited electron, being 1.5× 1018 cm−3 for the gray one

and 3× 1018 cm−3 for the light blue, with the latter corresponding to the experiment shown in

figure 5.9 (b).

All traces have been fitted with a single exponential decay multiplied by an error function

which takes into account the rise of the signal at the time overlap between pump and probe

pulses t0:

∆ISFG = Θ(t− t0) ·
h

Mi · exp
�

−
t − t0

τ

�

+ M f

i

, with Θ(t− t0) =
1
2

�

1+ erf

�

t − t0

τp

��

(5.3)

Here τ is the decay time of the signal and τp is the cross correlation of the eSFG field and the

pump field. Mi and M f are respectively the initial and final amplitude of the signal. The fits are

plotted in figure 5.11 as dash-dotted lines of darker colors than the data. The time constants

extracted from the fit are summarized in table 5.2.
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Figure 5.11: Dynamics measured at the three resonances A, B and C for different upconverting

polarization. All traces are normed to 1 for clarity and have been fitted (darker lines) with a single

exponential decay, obtaining similar timescales for all resonances and polarizations.

Resonance A/B p-pol C p-pol C s-pol ne cm−3

τ (ps)
2.1± 0.5 1.8± 0.6 1.9± 0.2 1.5× 1018

1.3± 0.2 3× 1018

Table 5.2: Signal decay constants extracted from exponential fit to the data for the traces presented

in figure 5.11

All resonances exhibit a comparable decay time, with the data point at higher excitation

density exhibiting a slightly shorter timescale. At excited electron densities of 1.5× 1018 cm−3,

all timescales range between 1.8 ps and 2.1 ps, with the slower relaxation time corresponding to

the lowest energy resonance. This is in agreement with the predicted ps timescales for electron-

phonon scattering, which are expected to increase for energies approaching the CB minimum.

Despite exciting at energies well above the proposed energy for the transition from picosecond

to femtosecond dynamics of 10 meV, no femtosecond dynamics are observed, due to the limited

(160 fs) time resolution of the experiment.

Finally, the slightly faster relaxation for the higher excitation density is most probably to be

attributed to an interplay of electron-phonon scattering and Auger relaxation, since the proba-

bility of the latter steeply increases for electron densities larger than 2× 1018 to 3× 1018 cm−3
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[19].

Figure 5.12: Relaxation processes in the

ZnO CB at low excitation density. Elec-

trons with excess energy above 10 meV scat-

ter with LOPs within femtoseconds. Below

this excess energy they instead scatter with

AP with picoseconds relaxation timescales

that increase for decreasing excess energy.

The discussed relaxation processes are summarized in figure 5.12. The electrons, excited

with excess energy of 600 meV, relax to about 10 meV excess energy via emission of longitu-

dinal optical phonons. This process, occurring on tens of femtoseconds in reference [109],

cannot be resolved with the time resolution of the tr-eSFG experiment. Below this excess en-

ergy, the relaxation occurs via emission of acoustical phonons and couples to the continuum of

the exciton-polariton resonances, for which relaxation timescales of 1 to 2 ps are observed.

5.3.3 Exciton formation

As mentioned in the introduction to this section, at these excited electrons densities excitons

are expected to form, since the Coulomb attraction to the holes in the VB is no longer screened

by the other free carriers. In ZnO, the surface exciton (SX) has been observed to form within

200 fs in a highly exited state at the non polar (1010) surface [109], while, both on the oxygen-

terminated surface and on nanowires, the luminescence transients for the SX emission show

rise times on the order of several tens of picoseconds [115, 179]. This timescale difference is

related to the time the excitons need to relax from the highly excited electronic states to the 1-s

ground state, from which they recombine radiatively. A slightly different picture was presented

by Hendry et al. for bulk excitons: their THz spectroscopy experiments show that electron

and holes remain uncorrelated for most of the cooling process, i.e. the cooling occurs through

the electron-hole continuum, where the uncorrelated electron and holes have, on average, no

net center of mass momentum. Only after about 50 ps the imaginary part of the conductivity

switches from positive to negative indicating that a fraction of the free carriers is bound into

correlated excitons and at 200 ps all electron-holes pairs are bound excitons.
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Clearly, light emission from the ground state is thus a sufficient but not necessary evidence

for the existence of bound excitons and the emission rise-time can only give an upper limit for

the exciton formation timescales. Therefore, the investigation of exciton formation requires the

use of complementary techniques to PL, such as for example resonant absorption experiments,

that can directly look at higher excited excitonic levels with zero momentum. If these levels

become populated, i.e. excitons are formed, the transition is expected to be blocked and thus

the absorption intensity to decrease. Something similar should occur for resonant eSFG, which

can be interpreted as a sort of two-photon absorption process. Here, the intensity of the excion-

polariton resonances is expected to decrease after exciton formation, due to the blocking of the

final state SFG transition.

However, considering an exciton binding energy of 60 meV, the separation of the 1-s from

the 2-s excitonic level in ZnO is about 45 meV. Thus, they cannot be distinguished with the

energy resolution (66 meV) of the eSFG experiment and both contribute to the same eSFG peak.

If excitons are bound in hot states that successively decay to the ground emitting level, the eSFG

transients are thus expected to show the formation of excitons earlier than what is observed in

tr-PL. Otherwise, if the cooling occurs in the electron-hole continuum, the timescales should

coincide.

Panel (a) of figure 5.13 shows, in red, the temporal evolution of the pump-induced eSFG

variation averaged over the exciton-polariton resonances A and B (3.36 to 3.4 eV) and, in blue,

the variation integrated over the first LOP replica (3.29 to 3.35 eV) for the p-polarized upcon-

verting beam. Both traces are normalized at the maximum variation of the A/B line. At this

energy, after the initial fast relaxation discussed in the previous section, the eSFG intensity re-

mains constant for approximately 70 ps after which it decreases again, , i.e. ∆ISFG becomes

more negative. A similar behavior is observed at the energy of the first LOP replica, where no

initial dynamics are observed but only the signal decrease after about 70 ps. Radically different

dynamics are visible in panel (b), which reports the pump-induced signal at the same energies

as above but for the s-polarized configuration, where the eSFG does not couple directly, as final

state transition, with the excitonic levels. Instead, as discussed in section 5.3.1, A and B are only

observed in the tr-eSFG as a consequence of the pump-induced change in the IGS population.

Thus, their transients are expected to be dominated by the IGS dynamics. However, after the

initial step-like dynamics associated with IGS depletion, a steep rise is observed around 100 to
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Figure 5.13: (a) Pump-induced eSFG variation for p-polarized upconverting beam integrated over

the energy of the A and B exciton-polariton (red) and of the first LOP replica (blue). In both energy

regions the eSFG intensity decreases around 70 ps, indicative of exciton formation. (b) tr-eSFG

transients for s-polarized upconverting beam, where the intensity increases for long time delays.

These increase is interpreted as the onset of stimulated emission (see text.) (c) Exciton relaxation

processes. After photoexcitation, charge carrier cooling occurs through the e-h continuum until

bound excitons of quantum number n> 1 are formed. These excitons can be probed by eSFG. Only

excitons in n=1 recombine radiatively and are probed by PL

200 ps for both the energy of the exciton-polaritons and of the first LOP replica, which variation

even changes from negative to positive. The low signal to noise ratio, unfortunately, does not

allow to extract quantitative values for the rise time of these late dynamics in either of the two

polarization combinations.

In order to get a deeper insight in the origin of the signal rise in the s-polarization, fig-

ure 5.14 depicts the spectral shape of this signal variation. The spectrum at time zero (orange),

previously discussed in figure 5.10, shows the peak correspondent to the exciton-polariton B

that arises as double eSFG resonance involving the IGS.

At long positive delays (400 ps - violet trace) the eSFG variation∆ISFG becomes less negative
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5.3 Intermediate excitation regime

Figure 5.14: (Top) Comparison of the eSFG variation at

50 fs and at 400 ps. At long positive delays, a positive vari-

ation of eSFG intensity is clearly detected over the energy

range of excitonic emission. (Bottom) Difference between

the eSFG variation at long positive delays and at time zero

compared with the luminescence spectrum. Both traces are

normalized at maximum and evidently show the same spec-

tral shape, indicative of stimulated emission due to the pres-

ence of the eSFG photons.
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at the energy of resonance A and positive at the energy of the LOP. Subtraction of the first from

the latter leads to the red curve in the bottom panel, showing a narrower peak centered at

3.37 eV and a broader one at 3.2 eV. This spectral shape coincides with the one of the static

PL spectrum, shown in green for comparison, suggesting that the signal variation observed in

the s-polarized tr-eSFG spectrum is not related to a variation of the eSFG intensity but rather

to an increase in photoluminescence. Luminescence, however, is a spontaneous process and

therefore its detection is not time-resolved in a common pump-probe scheme, where it usually

appears as a constant background. Other methods, such as gating with another synchronized

pulse or time-correlated single photon counting, are required to measure PL transients. Here,

the gating is naturally provided by the presence of the eSFG photons, which trigger stimulated

light emission. The process can be understood as follows: the ultraviolet (UV) eSFG photons,

generated either non-resonantly or double resonantly by involvement of IGS, can induce the

radiative decay of excitons in the n = 0 level, as soon as it is populated. This is no longer a

spontaneous effect and consequently the exciton formation is resolved in time.

Thus, even though only qualitatively, eSFG allows to detect the exciton formation in ZnO.

The findings are summarized in panel (c) of figure 5.13. Just after photoexcitation the electron-

hole cooling occurs partially through the continuum and at about 70 ps bound excitons are

formed and lead to a decrease of the eSFG resonance. The excitons further cool down to the

n = 0 state and, at about 100 to 200 ps, the onset of stimulated emission is observed. Thus

the cooling mechanism proposed is neither a "hot exciton cascade", i.e. with the electron and

holes as correlated quasi particle, nor fully through the electron-hole continuum. Instead it
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5.4 Summary and discussion

involves the creation of excitons with zero momentum but higher electronic quantum number.

Nevertheless, all timescales are in good agreement with those reported by Hendry et al. for the

bulk exciton of ZnO [19].

5.4 Summary and discussion

Multiple linear and non-linear time-resolved optical techniques have been used to investigate

the charge carrier and exciton dynamics in ZnO, after excitation across the optical band gap

at 3.6 eV and 4.1 eV. The role of IGS in the charge carrier and exciton relaxation has been

addressed by comparison of a ZnO single crystal and a MBE grown thin film. In both samples,

photoluminescence spectroscopy identifies excitonic emission centered at 3.36 eV, with clear

vibronic replicas, with a separation compatible with the literature value of the longitudinal

optical phonons energy of 71 meV and 72 meV. Furthermore, a defect band in the energy range

between 1.7 eV and 2.7 eV has been observed.

The dynamics of these in-gap states dominate the early-time transmission changes at pho-

ton energies in the visible range. After photoexcitation with densities above the Mott density,

the samples become more transparent, indicating a depletion of the defect levels, which can no

longer absorb visible light. The induced transparency exhibits multiexponential decay, related

to the trapping of the charge carriers by at least two different kinds of defect states. The single

crystal, which among the two samples shows the higher defect to exciton emission ratio, also

exhibits faster recombination rates, due to the larger defect density. Once a sufficient number of

defects has been repopulated, a sign change of the sample response is observed, due to the pre-

dominance of light absorption from electrons in the conduction band. The MBE film also shows

fast (1–2 ps) charge carrier relaxation dynamics in CB and VB, which, due to the high electron

densities, are attributed to many-body electron-electron scattering events, such as for example

Auger recombination. The equilibrium population is restored by radiative recombination of

both charge carriers and IGS on nanosecond to microsecond timescales.

Electronic sum-frequency generation spectra show two resonances that depend on the po-

larization of the upconverting 800 nm beam. For electric field parallel to the incidence plane,

i.e. p-polarized light, eSFG detects a narrow resonance centered at 3.43 eV and a broad one at

3.37 eV. For s-polarized light, the first is the only resonance observed. The electric field configu-
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5.4 Summary and discussion

rations and the energy positions are compatible with earlier absorption measurements [87] and

the resonances are accordingly assigned to the A, B and C exciton-polaritons associated with

the split ZnO valence bands. Furthermore, the s-polarized configuration couples more strongly

with IGS, which act as intermediate SFG resonances and are detected at energies higher than

3.45 eV. Since it directly couples to excitons and IGS, tr-eSFG is used to investigate if, and how,

IGS affect exciton dynamics and to determine the rates of exciton formation and relaxation

pathways.

After photoexcitation with densities of 1.5× 1018 cm−3 and 3× 1018 cm−3, i.e. below and

equal to the nominal Mott density, all A,B and C exciton-polaritons exhibit initial fast dynamics

on a 1.8 to 2 ps timescale that increases with decreasing energy, i.e. approaching the bottom of

the CB, which are attributed to the initial relaxation of charge carriers in the conduction and

valence bands. At these lower excitation densities, Auger recombination rates decrease and the

decay is rather assigned to the relaxation of the carriers to the band edges via scattering with

acoustic phonons, in agreement with the calculations from reference [110]. For the slightly

higher excitation density, electron-electron scattering probabilities increase and the relaxation

timescale is observed to decrease.

As intermediate states for eSFG resonances, IGS lead to a double resonance with the exciton-

polaritons A and B even for the s-polarization, for which they are forbidden by symmetry in the

static spectrum. The dynamics observed at these energies, though, are mainly related to IGS

dynamics and are compatible with the IGS response seen in the PL at high fluences.

Finally, excitons are formed on a 70 ps timescale in higher electronic excited states, leading

to a decrease of the direct eSFG transition to the exciton-polariton and at the energy of the

first LOP replica. Once the exciton has cooled to the 1-s ground state, within 100 to 200 ps,

the presence of the UV eSFG photons results in stimulated emission, which is observed as an

increase of the intensity at energies corresponding to the A and B exciton-polaritons and to the

phonon replica.

The exciton formation mechanism proposed is thus the following: after photoexcitation

electron-hole cooling occurs mostly in the uncorrelated continuum by scattering with acoustic

phonons, in agreement with reference [19]. However, bound excitons are not directly formed

in the lowest state, but rather in higher electronic excited states from which they further cool

to n = 1.
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5.4 Summary and discussion

These results identify IGS as the main energy loss channel in ZnO, not only affecting the

charge carrier dynamics but also the optical properties of the material. Their presence thus

turns out to be detrimental for any possible optoelectronic application that uses ZnO either as a

near UV emitter or as an electrode. Therefore, the control and minimization of IGS densities in

the crystal growth is a fundamental step towards the realization of efficient ZnO-based devices.

Moreover, the probability of charge trapping by IGS depends on the square of the excitation

density since absorption of a photon is required to create the free carrier in the CB and of an-

other to deplete the IGS, before trapping can occur. Consequently, and contrary to the common

expectation, a reduction of the excitation density should lead to higher device efficiency.
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6. A tale of two states
The influence of long-lived excited states on charge

separation at the SP6/ZnO(1010) interface

While the functionality of a hybrid semiconducting system is typically determined by the interfacial

properties, its efficiency is also strongly dependent on energy relaxation processes occurring in the

bulk of the semiconductor, which lead to energy dissipation and decrease energy or charge transfer

rates across the interface. These processes include for example intramolecular vibrational relaxation

(IVR), (radiative) decay to the electronic ground state, transfer to long-lived triplet states via inter-

system crossing (ISC) and exciton diffusion to or away from the interface. They are investigated in

this chapter for the model hybrid inorganic organic system formed by the spirobifluorene deriva-

tive 2,7-bis(biphenyl-4-yl)-2’,7’-ditertbutyl-9,9’-spirobifluorene (SP6) and ZnO by time-resolved

excited state transmission (tr-EST) and photoluminescence (PL) spectroscopy. These complemen-

tary experiments allow the disentanglement of the multiple relaxation processes that follow exciton

formation in the organic dye and compete with charge separation (CS) at the ZnO interface. Within

1 to 2 ps after photoexcitation, IVR leads to the population of two long-lived states localized on the

two π-systems of SP6: a singlet exciton X6P and an intramolecular charge-transfer exciton X2P .

Additionally, ISC to a triplet state XT with microsecond lifetime is identified as an efficient relax-

ation channel. Comparison of the excited state dynamics of SP6 in the hybrid system (sec. 6.1)

with those on an inert substrate (sec. 6.2) reveals that only the X6P population is affected by CS

to ZnO, most probably due to a longer exciton diffusion length. Also, only X6P excitons radiatively

recombine and the PL spectrum coincides with the one of sexiphenyl (6P), strongly suggesting that

this lowest energy excited state is localized in the sexiphenyl backbone (sec. 6.3). The X2P pop-

ulation, on the contrary, decays only by ISC. Thus, the formation of X2P constitutes the largest

loss channel in the hybrid inorganic organic system (HIOS). The CS efficiency can be calculated

from the difference in PL intensity on both subtrate and, for the thick films investigated, is found

to decrease with increasing temperature due to the arising of competing decay channels that reduce

the diffusion length (sec. 6.4).
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6.1 Excited state dynamics at the hybrid SP6/ZnO interface

6.1 Excited state dynamics at the hybrid SP6/ZnO interface

Section 1.4 presented the hybrid system formed by 2,7-bis(biphenyl-4-yl)-2’,7’-ditertbutyl-9,9’-

spirobifluorene (SP6) and ZnO as a candidate model hybrid inorganic organic system (HIOS).

The molecular dye is characterized by a high emission yield, showing even stimulated emission

for sufficient excitation densities [6], and forms a type II energy level alignment with the non

polar (1010) surface of ZnO [7, 8]. Blumstengel and coworkers have demonstrated that this

energy level alignment favors the electron separation from a molecular electronic excited state

to the conduction band of ZnO, with transfer times that can become as short as 10 ps but are

limited by the exciton diffusion rate to the ZnO surface [7]. Fitting the charge separation (CS)

efficiencies extracted from time-resolved photoluminescence (tr-PL) experiments as a function

of layer thickness and temperature with a linear diffusion model, they extract an exciton diffu-

sion length of 10 nm at room temperature and an S1 lifetime of 300 ps.

The first step towards a deeper understanding of the relevant energy coupling and loss

mechanisms in the hybrid system is the characterization of the lifetime and dynamics of the

population in the electronic excited states and the comparison with those of the semiconducting

compounds when taken separately. Efficient charge separation at the SP6/ZnO interface is

possible only if the probabilities of the multiple exciton relaxation pathways in the bulk of the

organic layer are balanced favorably. In other words, the excitons generated at the surface

of the molecular layer need to reach the interface with ZnO and charge separate before they

decay via other channels or get trapped. To get an insight into the mechanisms that compete

with charge separation and determine its efficiency, therefore, requires the direct measurement

of the excited state and diffusion dynamics in the bulk of thick films. This is achievable by the

combination of complementary static and time-resolved linear optical spectroscopies, such as

photoluminescence (PL) and time-resolved excited state transmission (tr-EST) (see sec. 3.1).

After resonant photoexcitation of the system and consequent population of the electronic excited

states, the former addresses the radiative recombination from the lowest excited state into the

ground state, while the latter monitors the transitions to higher excited states, as a function of

pump-probe delay. This first section of the chapter reports tr-EST experiments performed on a

20 nm film deposited on the non polar surface of a ZnO single crystal and, for comparison, on a

25 nm film deposited on an inert glass substrate. The sample preparation is described in detail
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6.1 Excited state dynamics at the hybrid SP6/ZnO interface

in section 3.3. The experiments, unless otherwise stated, have been performed in the optical

cryostat (Oxford instruments Optistat CF-V, section 3.4) with a base pressure of ∼10−6 mbar,

cooling down the sample to 100 K with liquid nitrogen.

SP6 was excited with photon energies of 3.7 eV, slightly above the absorption maximum,

while probing with the white-light continuum (WLC), which is resonant to higher excited state

transitions, such as S1 → S2 or T1 → T2. The experiments have been performed at a rep-

etition rate of 200 kHz. Due to the very low pump-induced transmission change, the trans-

mitted white-light beam is filtered with bandpass filters of 10 nm width in the 540 to 700 nm

range and detected with a lock-in amplifier. To avoid photo damage, the maximum photon

energy is kept to 0.15 nJ per pulse. At 3.7 eV the absorption coefficient of SP6 is αSP6 =

4× 105 cm−1 and 40 % of the incident intensity is absorbed in the 20 nm film, resulting in an

average of 1.8× 1018 photons /cm3 absorbed per pulse. Considering a molecular density of

1.15× 1021 molecules/cm3, 0.1 to 0.2 % of the molecules are photoexcited.
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Figure 6.1: False color plot of the background subtracted transient excited state transmission of a

20 nm film of SP6 on ZnO . Please note the logarithmic x-axis in the range from 1 to 400 ps. Below:

Transmission change at 660 nm (1.94 eV) in light blue. Dark blue: Double exponential fit. Green:

fast component. Red: Slow component. Black: baseline
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6.1 Excited state dynamics at the hybrid SP6/ZnO interface

The top panel of figure 6.1 shows a background-subtracted false color plot of the excited

state transmission of SP6 on ZnO after photoexcitation, versus pump-probe delay (x-axis) and

central wavelength of the color filters (left y-axis, corresponding energy on the right y-axis).

Note the split x-axis: linear in the −1 to 1 ps range and logarithmic from 1 to 400 ps.

At the time of overlap between the pump and the probe pulse, the signal abruptly drops

in the whole measured wavelength range, with a distinct maximum pump-induced change at

640 nm (1.94 eV). This drop in intensity is indicative of the onset of excited state absorption

(ESA) across the S1 → S2 transition, which then decays double exponentially for positive time

delays. The relaxation dynamics are analyzed separately for every probe wavelength. The

bottom panel of figure 6.1 exemplary shows the normalized change of transmission ∆T/T

probed at 660 nm (1.88 eV). The whole trace is offset by a negative constant amplitude ADS

at negative time delays, which, as discussed in section 3.1, is indicative of an excited state

absorption (ESA) lasting longer than the inverse of the laser repetition rate, 5µs. The origin of

this ESA is discussed in more detail below. At early time delays, 0 to 250 fs, the electric field

of pump and probe pulse temporally overlap on the sample and generate coherent electronic

polarizations which, due to the complex structure of the WLC, interfere with each other [181].

This time and frequency-dependent interference pattern is reflected in the so-called coherent

artifacts, as discussed in section 2.2.2. Therefore, the recovery of the excited state transmission

(EST) is fitted with an empirical double exponential decay starting at ∆t = 250 fs, where we

can assume the coherences to have decayed and the amplitude of the signal to be related only

to the oscillator strength of the transition and the evolution of the excited state population

distribution1. The summands of the empirical fit function

∆T
T

= AIVR · e−(t−t0)/τIVR + APOP · e−(t−t0)/τPOP + ADS (6.1)

are plotted in the bottom panel of figure 6.1 together with the overall fit. AIVR and τIVR, in

green, are respectively the amplitude and the time constant of the fast decay component. APOP

and τPOP , in red, those of the slow decay and ADS , in black, the amplitude of the offset at

negative delays, which is determined independently of the fit.

Figure 6.2 shows the fit results for the fast exponential recovery as a function of probe pho-

ton energy (bottom axis) or wavelength (top). The fit amplitude AIVR is plotted in panel (a),

1According to the discussion in section 2.2.1, for dephasing times at least one order of magnitude shorter than

the recombination times, this approach introduces an error of about 1 % in the extracted decay times.
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6.1 Excited state dynamics at the hybrid SP6/ZnO interface

(a) (b)

Figure 6.2: Fit results for the fast exponential recovery as a function of probe photon energy. (a)

The amplitude exhibits a broad resonance centered at 1.85 nm. (b) The time constant is strongly

dependent on the probe photon energy and ranges from 6 to 2 ps.

while the time constant τIVR in (b). The amplitude shows a broad energy distribution and a

Gaussian fit (gray dashed line) yields a maximum energy of (1.87± 0.05) eV. The time constant

strongly depends on the probe photon energy: it spans from 2± 2 to 6± 2 ps, becoming faster

for higher resonance energies. This fast exponential recovery characterizes the response of the

sample shortly after the pump laser has populated the first electronic excited state by vertical

projection of the ground state population, within the bandwidth of the pump pulse. The lifetime

measured in an optical experiment, where the probe photons are mapping vertical transitions

in the potential energy landscape, is related to the population distribution in the initial state of

the transition. Thus, a broad amplitude distribution and a strongly energy dependent lifetime

are indicative of a population spread over multiple levels that relaxes to the bottom of the multi-

plicity, such as an initially vibronically excited electronic population undergoing intramolecular

vibrational relaxation (IVR).

The fit parameters of the slow exponential recovery are plotted in figure 6.3. Panel (a)

shows the amplitude APOP and panel (b) the time constant τPOP . The amplitude distribu-

tion is narrower and has a clear double peak structure with maxima at (1.85± 0.03) eV and

(2.12± 0.03) eV, labeled respectively X6P and X2P for reasons that will become clear in sec-

tion 6.3, separated by (270± 60) meV. The time constants show a similar energy dependence,
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6.1 Excited state dynamics at the hybrid SP6/ZnO interface

X6P

X2P

(a)

X6P

X2P
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Figure 6.3: Fit results for the slow exponential recovery as a function of probe photon energy. (a)

Two clear resonances are visible in the energy dependence of the amplitude. (b) The resonances

show clearly distinct time constants.

with the two resonances having two clearly distinct lifetimes of (140± 30) ps for X6P and

(230± 50) ps for X2P . Both lifetimes are on the order of magnitude of the S1 lifetime of 300 ps

estimated for an isolated molecule in reference [7]. As discussed above, the timescales mea-

sured in a tr-EST experiment depend directly on the population of the initial state of the transi-

tion and two resonances having different time constants must originate from two distinct initial

levels, i.e. they must map two different electronic or vibrational populations.

Regardless of their origin, these excited state populations can decay via multiple pathways

of given probability. Charge separation to the ZnO , with a rate limited by the diffusion of the

excitons to the interface, and luminescence have been identified as an efficient decay channels

in this system by reference [7], as discussed above.

Additionally, the presence of a pump-induced, non-zero offset at negative delays points at

the formation of a very long-lived excitation. This excitation has been generated by a pump

pulse perturbing the sample at least one inverse of the repetition rate before the probe is inter-

acting with it. In other words, working at 200 kHz, the excitation was generated at least 5µs

before it was probed. Therefore, this long-lived excitation has to be a so-called dark state, i.e.

an excited state that does not decay radiatively, such as a charge transfer exciton or a triplet

state, formed via intersystem crossing (ISC) from X6P and X2P . Figure 6.4 shows the amplitude
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6.1 Excited state dynamics at the hybrid SP6/ZnO interface

Figure 6.4: Baseline amplitude as a function of

probe photon energy (top) or wavelength (bot-

tom).

of the baseline at negative delays for the dif-

ferent probe photon energies, on the bottom

axis, or wavelengths, on the top axis. Simi-

lar to the slow exponential recovery term, this

amplitude peaks at 1.94 eV (corresponding to

640 nm). The magnitude ADS is comparable

to AIVR and APOP , which suggests that ISC

is a competitive process to luminescence and

charge separation. With a radiative lifetime

estimated to be on the order on hundreds of

ps (see section 1.4 and references [7, 8]), an

upper limit for the intersystem crossing (ISC)

timescale can be set to hundreds of ps as well.

Photoemission studies performed on this interface in our group show that the signature of this

long-lived state is only reduced when tuning the laser to 40 kHz, corresponding to a lifetime of

25µs [173]. Moreover, these experiments, individuate a relevant contribution of triplet-triplet

annihilation to the photoelectron dynamics. This implies that, in the experiments presented

here, the baseline at negative delays is a signature of a quasi stationary contribution that ac-

cumulates over multiple pulse trains and that it most probably originates from a triplet state

population with microsecond lifetime, labeled XT in the following.

The analysis of the amplitudes and decay constants gives a complete picture of the relaxation

processes at the hybrid SP6/ZnO (1010) interface, which are summarized in figure 6.5. Pho-

toexcitation projects an electronic population from the electronic ground state to highly excited

states. This vibrationally excited electronic population relaxes via intramolecular vibrational

relaxation in 2 to 6 ps, as indicated by the green arrow. Once the population is relaxed, two

long-lived ESA resonances are observed, named X6P and X2P , both with a lifetime on the order

of the S1 literature lifetime [7]. This two resonances originate from two distinct excited states,

since they have clearly different decay times of 140 ps and 230 ps. The electronic population

in these levels can decay via multiple pathways. On one hand the measurements presented

here directly detect the occurrence of intersystem crossing (ISC), black arrow, as an efficient

decay channel, as discussed above. On the other hand, reference [7] indicates both lumines-
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6.2 Tuning the balance of elementary relaxation processes: The role of the interface

cence (blue arrow) and charge separation (red arrow) at the hybrid interface as relevant decay

pathways in this system.

Figure 6.5: Competing elementary relaxation pro-

cesses at the SP6/ZnO (1010) interface after pho-

toexcitation: Intramolecular vibrational relaxation

(IVR, 2–6 ps) to two long-lived excited states X6P

and X2P , radiative recombination (PL) to the

ground state (∼300 ps from Ref. [7]), intersystem

crossing (ISC, hundreds of ps) and charge separa-

tion to the ZnO (diffusion limited from Ref. [7]).

6.2 Tuning the balance of elementary relaxation processes: The

role of the interface

Direct determination of the relevance of one specific relaxation pathway with respect to the

others in optical spectroscopy is complicated by the fact that, even assuming the recovery of the

excited state transmission to be directly related to a decay of the population in the electronic

excited state of the molecule, the decay rates of the multiple pathways sum up in one overall

decay rate. Disentanglement of the contributions is made possible by a modification of the

balance of the relaxation processes in a targeted way. For example, CS at the interface could

be avoided by a change of the substrate, such that type I energy level alignment is achieved,

i.e. the first excited state lies within the band gap of ZnO. This can be realized by substitution

of ZnO with a microscope cover glass. If charge separation to the ZnO is indeed a competitive

process at this interface, thus occurring on time scales comparable or even shorter than the

other relaxation channels, the life time for the population in the excited states is expected to

increase when charge separation is switched off.

Repetition of the transient transmission experiments for all probe wavelengths with the

25 nm thick SP6 layer deposited on glass yields qualitatively similar dynamics to those obtained

on ZnO. Figure 6.6 shows the background subtracted pump-induced transmission change as a
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Figure 6.6: False color plot of the background-subtracted transient excited state transmission of a

25 nm film of SP6 on glass. Note the logarithmic x-axis in the range from 1 to 400 ps. The orange

and light green rectangles indicate the energy region of resonance A and B, respectively. Compared

to figure 6.1, resonance A clearly shows a longer lifetime.

function of probe wavelength (left axis) and photon energy (right) and of pump-probe delay

(bottom). Again, note the logarithmic delay axis from 1 to 400 ps. As for the hybrid interface,

the transmission drops abruptly at time zero and recovers double exponentially. Furthermore,

the background at negative delays, indicative of the existence of a long-lived excited state, is also

observed. The energy regions of the X6P and X2P resonance are separated by the dashed line.

A qualitative comparison of this figure with figure 6.1 evidently reveals that the X6P resonance

lives longer on glass. This observation is in agreement with what is expected if charge separation

occurs at the SP6/ZnO interface. In a rate equation picture, the lack of the CS decay channel on

glass removes an addend from the exponent denominator, making the decay rate smaller and

therefore the lifetime longer.

A systematic fit to the transmission traces at every probe photon energy with equation (6.1)

results in a full set of fit parameters for the amplitudes and the decay times that can be compared

to the one of section 6.1 and allows to extract the relative importance of charge separation

among the relaxation pathways in the dye. The obtained amplitudes AIVR, APOP and ADS show

the same energy dependence as on ZnO and have a comparable magnitude. The time constants
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Figure 6.7: Comparison of the time constants for exciton decay in SP6 on glass (blue) and on

ZnO (green). (a) intramolecular vibrational relaxation. (b) S1 population decay resulting from

luminescence and intersystem crossing. Charge separation at the hybrid interface strongly reduces

the lifetime of resonance A but leaves resonance B unaffected.

τIVR and τPOP are compared to those on ZnO in figure 6.7. Panel (a) depicts the fast relaxation

time constant τIVR for SP6 on glass, in blue, and on ZnO (1010), in green, as a function of

probe photon energy. Indubitably, this fast time scale is not affected by the change of substrate.

On the other hand, panel (b) evidences that changing the substrate to an insulating one leads

to an increase in lifetime of the X6P resonance, as qualitatively remarked for figure 6.6. The fit

results in a lifetime of (250± 30) ps, compared with the 140 ps observed on ZnO. Remarkably,

however, the lifetime of the X2P resonance remains unaffected, being (230± 50) ps.

As far as IVR is concerned, its substrate independence is consistent with the diffusion limited

charge separation scenario presented in [7]. Diffusion occurs on a much slower timescale and

thus cannot compete with IVR. Furthermore, although these are bulk sensitive transmission

measurements, almost 50 % of the light intensity is absorbed in the first 10 nm of the film

which, in turn, dominate the signal. As a consequence, the eventual small increase in the time

constant due to the thin layer adjacent to the interface is buried in the rather large error bars

of the analysis.

In the case of the X6P resonance, interfacial charge separation can indeed compete with

luminescence and ISC and this is reflected in the shorter lifetime observed on ZnO. The X6P
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6.3 The nature of the excited states: emission properties

excitons diffuse to the interface and charge separate. A first estimate of an average time constant

for the diffusion of (300± 100) ps, thus on the same order of magnitude than the lifetime of

the state, can be given from the difference in time constants extracted on the ZnO and on the

glass substrate
1

τPOP(Glass)
−

1
τPOP(ZnO )

=
1

τDI F F
. (6.2)

It is remarkable that the charge separation decay channel is open only for X6P excitons,

without affecting X2P excitons. Indeed, as mentioned in section 1.4 and at the beginning of this

chapter, charge transfer was found to be limited by exciton diffusion to the interface and, as

long as the excited state is resonant with the conduction band (CB), to be extremely efficient

for excitons that are sufficiently close to the interface [7]. From this, clearly, there are two

possible reasons to explain the absence of CS signatures for the X2P population: either the state

is energetically not resonant with the CB or the diffusion length for excitons in this level is too

short for them to reach the interface. Either way, the formation of X2P population represents

an important loss channel for the CS process.

Summarizing, tr-EST experiments reveal, after a fast intramolecular vibrational relaxation

(IVR), the formation of two excited states with picosecond lifetime, labeled X6P and X2P . Fur-

thermore, a triplet state XT with nanosecond lifetime is efficiently formed via ISC. CS to the

ZnO CB, which was indicated as an efficient relaxation channel in reference [7], has been con-

firmed only for the X6P population, while the dynamics of X2P are unaffected by the change

of substrate. Since Blumstengel et al. [7] observed the signatures of CS in the tr-PL spectra,

the next session investigates more deeply the emission properties of the films, in order to gain

further insight in the nature of state X6P and X2P .

6.3 The nature of the excited states: emission properties

State X6P and X2P can have several origins:

1. They could actually be the same SP6 electronic state but located in two kind of molecules

that differ by a slight chemical or morphological modification occurred during sublimation.

This scenario was ruled out by the proton nuclear magnetic resonance (NMR) experiments

presented in section 3.3, which exhibited no difference in the position of the peaks for previously

sublimated and non-sublimated molecules when compared to the theoretical spectrum [173].
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2. X6P and X2P could belong to two different spin multiplicities, i.e. one is a singlet and

the other a triplet exciton. This scenario can be excluded due to the comparable lifetime of the

two states, with neither of them being comparable with the much longer lifetime observed for

the triplet.

3. The molecules could aggregate upon deposition. While the three-dimensional shape of

SP6 and the high density of the films should prevent the formation of extended aggregate chains,

smaller dimers or multimers cannot be excluded. As discussed in section 1.1.2, molecular ag-

gregates exhibit clear spectral signatures in the absorption and emission spectra. J-aggregates

have blue-shifted emission with respect to the monomer and their spectra are characterized by

a very narrow 0-0 line. The emission of H-aggregates, instead, has a rich vibronic structure

and overlaps energetically with the monomer emission. In either case, the emission shape de-

pends on the exciton delocalization, which rapidly decreases for increasing temperature due to

an increased disorder and exciton-phonon coupling [54]. Therefore, aggregate peaks exhibit

a strong temperature dependence, differing from the one of the monomer emission lines, and

rapidly increase with decreasing temperature.

4. The last possibility is that X6P and X2P are two distinct electronic states of the SP6

molecules. SP6 is constituted by two π-systems, one on the sexiphenyl backbone and the other

on the biphenyl, that are separated by a non-conjugated bridge, the spiro-link. As explained in

section 1.4, similar systems exhibit excited state localization in the separated π-groups, with

a consequent enhancement of their lifetime. The Kohn-Sham orbitals depicted in figure 1.10,

with the LUMO and LUMO+1 localized in the sexiphenyl and the LUMO+2 in the biphenyl,

suggest that a similar situation could be possible in SP6 as well. A strong localization could

be reflected by an emission spectrum resembling either the sexiphenyl or the byphenil one, de-

pending on where the lowest energetic state is localized and how strongly it interacts with the

environment.

While the first and second possibilities are excluded, up to this point both scenarios 3 and

4 are possible. One way of distinguishing between them is to look at the PL spectra, since both

of them have a well defined emission signature.

The most direct way to exclude the formation of aggregates is the measurement of the PL

spectra as a function of temperature, since, as just discussed, the aggregate lines show a different

temperature dependence than the monomer emission. The experiments have been performed
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Figure 6.8: Temperature dependence of SP6 luminescence on glass (left) and ZnO (right). The

spectra have been normalized at the (0-1) transition and do not show any clear signature of an ag-

gregate emission line showing a different temperature dependence than the rest of the progression.

at a repetition rate of 40 kHz to minimize any possible contribution of the long-lived triplet state

and temperatures below 90 K are achieved by cooling with liquid helium. Figure 6.8 shows the

temperature dependence of the photoluminescence spectra of SP6 on glass, on the left, and

on ZnO, on the right. The spectra have been normalized with respect to the (0-1) vibronic

transition. The energy positions and the relative intensity of the peaks remain unchanged for

almost the whole temperature range from 10 to 275 K, with broadening of the peaks and a

slight change in the amplitude ratios arising at around 150 K on both substrates. Obviously, no

signature of a line having a distinct temperature dependence is present in the spectra, which

therefore show no clear signature of the presence of aggregates.

Once the formation of aggregates has been excluded, the SP6 PL can be analyzed in more

detail in order to identify any possible signature of exciton localization, such as for example any

strong similarity of the spectral features with those associated to either one between biphenyl

and sexiphenyl.

The luminescence spectrum of SP6 on glass at 100 K is plotted in the left panel of figure 6.9.

The spectrum exhibits four distinct vibronic peaks, which can be fitted with a sum of Gaussian

functions, as shown by the violet line and the gray dashed curves, obtaining an energy separa-

tion of (160± 15) meV. This energy, that corresponds to about 1290 cm−1, matches the energies
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Figure 6.9: (Left) Luminescence spectrum of SP6 on glass at 100 K, in green. The spectra shows

four vibrational lines that have been fitted (violet line) with a sum of Gaussian peaks, indicated by

the dashed gray curves. (Right) Luminescence spectrum of 6P adapted from reference [182]. The

spectrum shows five vibrational lines, with the same progression as the spectrum of SP6.

of the CC stretching modes in the Raman spectra of reference [126] discussed in section 1.4.

The same energy separation also dominates the emission spectra of the majority of phenylenes,

where it has been assigned to the symmetric inter-ring CC stretch at about 1280 cm−1 [183].

For comparison, the right panel of figure 6.9 depicts the emission of sexiphenyl (6P) as

adapted from reference [182], showing a nearly exact vibrational progression of five peaks

with the same energy separation of (160± 10) meV. Table 6.1 compares the energy position

and full width half maximum (FWHM) of the peaks resulting from the Gaussian fit with the fit

results of Balzer et al. in reference [182].

The energy positions and the separation coincide within the experimental error, as quali-

tatively observed above. In both SP6 and 6P films the (0-0) line is narrower than the higher

progressions. According to reference [182], this is to be attributed to selfabsorption due to the

partial overlap with the steep onset of the absorption spectra visible on both molecules. The

two emission spectra differ only in the width of the peaks, which are systematically larger in

SP6, and on the relative intensity of the (0-0) line. Both differences can be attributed to the

different crystallinity of the two organic films. On the one hand, in the films measured in refer-

132



6.3 The nature of the excited states: emission properties

0-0 line 0-1 line 0-2 line 0-3 line Ref.

Energy (eV) 3.12 2.96 2.79 2.62 This work

FWHM (meV) 94.47 131.27 131.15 200.23

Energy (eV) 3.14 2.97 2.79 2.62 [182]

FWHM (meV) 75.00 112.00 120.00 −−

Table 6.1: Energy position and FWHM of the vibrational progression of the SP6 luminescence

spectrum at 100.00 K obtained from the fit with a sum of four Gaussian peaks and comparison to

the fit results on 6P from [182].

ence [182], 6P formed a crystalline, well ordered, needle like structure. On the other hand, the

shape of SP6 prevents crystallization and the films are amorphous, which naturally increases

the disorder and thus the width of the emission lines. Moreover, the (0-0) line is forbidden in

perfectly ordered 6P crystals but becomes allowed due to structural defects [184], which are

naturally present in the amorphous SP6 film, where the (0-0) line is more intense.

From this comparison it is evident that the emission spectrum of SP6 and 6P coincide, despite

the substantial differences in the molecular structure, with the presence of the spiro-link and the

tert-butyl decorated biphenyl in SP6. This coincidence of the two spectra strongly suggests that

the lowest energetic excited state of SP6, from which emission occurs according to Kasha’s rule

(see. sec. 1.1.2), is localized in the sexiphenyl backbone and it is not affected by the presence of

the second π-system in the biphenyl. Since reference [7] observes signatures of CS in the tr-PL,

this emitting state needs to be associated to the X6P resonance. Consequently, X2P is assumed

to be most probably localized on the biphenyl, and the decoupling due to the spiro-link could

support the comparably long lifetime. Furthermore, again as a consequence of Kasha’s rule,

X2P is higher in energy than X6P and the absence of CS from X2P to the CB cannot be attributed

to a lack of energy overlap with the CB but is rather related to a shorter diffusion length, as

suggested at the end of section 6.2.

Having determined that only X6P excitons are emitting, all possible relaxation pathways are

identified. This allows to write a full set of rate equations for the system, which describe the

time evolution of the population in the excited states. To do so, it is useful to summarize the

observations up to this point, which are schematized in figure 6.10.
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Figure 6.10: Summary of the relax-

ation pathways at the SP6/ZnO inter-

face. Two states A and B are de-

tected in addition to a long-lived triplet

state. A can decay via photolumines-

cence (PL), charge separation (CS) to

the ZnO and intersystem crossing (ISC)

to the triplet. B decays only via ISC and

a weak, if any, coupling to A.

1. tr-EST reveals two excited states X6P and X2P with a lifetime of about 250 ps on the inert

glass substrate.

2. A triplet state XT with a lifetime of at least 5μs is formed within comparable timescales

to radiative recombination.

3. Only the X6P population is affected by charge separation to the ZnO CB, and its lifetime

is decreased to 140 ps.

4. The luminescence occurs from only one state, localized on the sexiphenyl backbone.

Since Blumstengel et al. [7] observe an effect of the charge separation on the luminescence

lifetime, this state is associated to X6P .

5. Consequentely, according to Kasha’s rule, X6P is the lowest singlet excited state.

6. The coupling between the states cannot be excluded, but no clear rise time is visible in

the tr-EST of either resonance, suggesting that the coupling rate, if any, is small. In any case,

the coupling goes from state X2P to X6P and not vice versa, otherwise both populations, and

consequently their lifetimes, would be affected by CS.

These observations define the following rate equations for the population in A and B

⎧⎨
⎩

ṅ6P(t) +
!
Γ
(6P)
ISC + Γ

(6P)
L + Γ

(6P)
CS

"
n6P(t) = ΓC n2P(t)

ṅ2P(t) +
!
Γ
(2P)
ISC + ΓC

"
n2P(t) = 0

(6.3a)

(6.3b)

Here Γ
(6P)
ISC and Γ

(2P)
ISC are the respective rates of intersystem crossing, Γ (6P)

L and Γ
(6P)
CS are the

rates of luminescence and charge separation to the ZnO , occurring only for state X6P , and ΓC is

the rate of coupling from X2P to X6P . The integration of (6.3) is presented in appendix C, and

results in
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In equation (6.4a), the first summand represents the decay of the population n6p in state X6P

via ISC, PL and the CS to the ZnO conduction band. The second summand, instead, indicates

the rise of X6P population due to the coupling with X2P . Equation (6.4b) describes the decay of

the population in state X2P via the coupling to X6P and ISC to the triplet XT .

As mentioned previously, the tr-EST traces at X6P resonance do not show any rise ascribable

to the transfer of population from X2P . The long lifetime of X2P excludes a strong coupling

regime, where the transfer could occur on times faster than the time resolution of the exper-

iment. Therefore, the absence of the rise can be attributed to a weak coupling regime, that

mathematically corresponds to a vanishing ΓC . In this limit the rate equations for the X6P and

X2P populations reduce to
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(6.5a)

(6.5b)

from which it is evident that the X2P population relaxes exclusively via triplet formation.

The intersystem crossing timescale can be thus equaled to the X2P lifetime of (230± 50) ps.

Summarizing, two singlet excited states have been identified in SP6, labeled X6P and X2P ,

which exhibit comparably long lifetimes on the order of 250 ps on the insulating glass substrate.

Upon change of substrate to the semiconducting ZnO only X6P excitons have been found to

charge separate and the population lifetime decreases to 140 ps. Finally, the coincidence of

the emission spectrum of SP6 with the one of 6P, strongly suggests that the lowest energetic

state, which is identified with X6P , is localized on the sexiphenyl backbone. X2P , that is most

probably an intramolecular charge transfer exciton with the electron localized on the biphenyl,

can only decay via ISC, which timescale can be set to 250 ps. The formation of X2P population

represents thus a loss channel for the efficiency of the CS process. Nevertheless, the energy

remains stored in the triplet state XT and, as observed in photoemission spectroscopy [173],

triplet-triplet annihilation is an efficient process in SP6. The thereby generated highly excited
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6.4 Temperature dependence and charge separation efficiency

singlet excitons could still contribute to CS if they would efficiently relax back into X6P . This

relaxation pathway could potentially be identified by the observation of delayed emission.

The relaxation processes listed have different temperature dependencies. Blumstengel et al.

have shown that, for films up to 12 nm thickness, the charge separation efficiency increases with

increasing temperature (cf. figure 1.11), due to an increase of exciton diffusion probability [7],

similarly to what observed in [185]. Instead, luminescence and intersystem crossing rates are

expected to decrease with increasing temperature. Indeed, both of them depend on the wave-

function overlap between the states, which is decreased by the increasing exciton-phonon cou-

pling and disorder in the system. Consequently, temperature-dependent measurements can give

further insight in the relative importance of the decay channels, as shown by the PL temperature

dependence presented in the next section.

6.4 Temperature dependence and charge separation efficiency
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Figure 6.11: Fits of the temperature dependence of SP6 luminescence on glass (left) and on ZnO

(right) for a temperature range from 14 to 250 K. The traces have been fitted with a sum of four

gaussian peaks in a global way and are plotted as black dashed lines (green for the fit at 14 K to

achieve contrast with the black background).

The temperature dependent luminescence spectra of two freshly-prepared films of 25 nm

thickness are plotted in a waterfall plot in figure 6.11, where the results for glass are depicted
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6.4 Temperature dependence and charge separation efficiency

in the left and the ones for ZnO in the right panel. The curves have been all fitted with a sum of

four Gaussian fits, similar to the analysis performed in section 6.3, with a global fit. This allows

to extract the temperature dependence of the intensity, FWHM and energy position of all four

vibrational lines. The fits are superimposed to the data as black dashed lines and exhibit good

agreement with the experimental data on both substrates.

The energy position and the FWHM of the Gaussian peaks show the same temperature de-

pendence for both substrates and all emission lines. Figure 6.12 (a) and (b), show exemplarily

the trend for the most intense progression line, the 0-1 line.
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Figure 6.12: Temperature dependence of the energetic position and FWHM of the 0-1 line. The

same trend is observed on both substrates. See text for discussion. (a) Energy position: : the peaks

shift to the red from 14 to 125 K and then back to the blue for higher energies. (b) FWHM: the peak

width remains constant until 125 K and then increases non-linearly with increasing temperatures.

The energy position shifts to the red for temperatures from 14 to 125 K and then strongly

back to the blue. The FWHM remains constant for temperatures below 125 K and then non-

linearly increases for increasing temperatures. Both effects can be attributed to an increased

electron-phonon coupling, which probability increases with increasing temperature, as dis-

cussed above. Indeed, the broadening of the peaks can be directly related to phonon scat-

tering and consequent increase of homogeneous broadening, while a similar trend to the one

reported in figure 6.12 was observed in reference [182] for 6P and associated to the coupling

with phonons and consequent increase of disorder.

The identification of the temperature range where the luminescence starts to be affected by

electron-phonon coupling is fundamental in order to interpret the PL intensity variations as a

function of temperature. The emission intensity is related to the integral of the population in

the lowest excited state X6P , over the whole time window. As shown in appendix C, integration
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of equation (6.4a) results in

ILU M =
n6P(0)

Γ
(6P)
ISC + Γ (6P)

L + Γ (6P)
CS

+
ΓC nB(0)

�

Γ
(B)
ISC + ΓC

�

·
��

Γ
(6P)
ISC + Γ (6P)

L + Γ (6P)
CS

�

−
�

Γ
(B)
ISC + ΓC

�� (6.6)

and for the weak coupling limit (ΓC → 0) discussed in the previous section, the intensity of the

luminescence for SP6 on glass and ZnO becomes

IG(T )∝
n6P(0)

Γ
(6P)
ISC (T ) + Γ (6P)

L (T )
and IZ ∝

n6P(0)

Γ
(6P)
ISC (T ) + Γ (6P)

L (T ) + Γ (6P)
CS (T )

. (6.7)

The luminescence intensity is commonly observed to decrease with increasing temperature

[182, 186, 187]. According to equation (6.7) this would imply an increase of ISC and PL proba-

bility. However, both rates are observed at most to weakly decrease with increasing temperature

[188, 189]. Thus the reduction of the luminescence intensity has to be attributed to additional

relaxation channels that lead to a non-radiative decay of X6P population and which probability

increases with increasing temperature. To take this into account equation (6.7) is changed into

IG(T )∝
n6P(0)

Γ
(6P)
ISC (T ) + Γ (6P)

L (T ) + Γ (6P)
S (T )

and IZ ∝
n6P(0)

Γ
(6P)
ISC (T ) + Γ (6P)

L (T ) + Γ (6P)
CS (T ) + Γ (6P)

S (T )
(6.8)

where Γ (6P)
S (T ) is the rate of the additional vibrational scattering processes. Therefore, the

luminescence intensity of the film deposited on glass is expected to decrease with increasing

temperature, with a dependence that reflects the one of Γ (6P)
S (T ). The difference in temperature

dependence on glass and ZnO is then to be attributed to the temperature dependence of the

CS.

Figure 6.13 shows the temperature dependence of the PL intensity on both substrates (blue

on glass and green on ZnO) for the four progression lines. The photoluminescence intensity

on ZnO is systematically smaller than on glass. At low temperatures, the PL intensity on glass

shows a fast decrease with increasing temperature while the one on ZnO stays almost constant.

Instead, above 100 K the temperature dependence is almost identical on both substrates. The

first observation confirms the relevance of CS as decay channel on the semiconducting substrate.

The second suggests that the temperature dependence of the PL yield on glass is dominated by

a process that is counter-arrested by CS on the ZnO. At about 100 K, however, the temperature

dependence is dominated by a process that is not substrate dependent. The experiments pre-

sented here do not allow to pinpoint the corresponding processes. Nevertheless, the coincidence
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Figure 6.13: Comparison of the temperature dependence of the luminescence intensities for SP6

on glass and on ZnO.

of the temperature at which the behavior becomes substrate independent with the one observed

for the change in peak width and energy, strongly suggests the higher temperature regime to

be dominated by the activation of electron-vibron coupling. Therefore, the additional scatter-

ing channel with rate Γ (6P)
S (T ) is probably associated with inter- and intramolecular vibrational

scattering that depletes the X6P population via non-radiative decay.

From this discussion, clearly, several factors may substantially influence the energy and

charge loss channels at hybrid interfaces, and all this factors, in turn, affect the charge separa-

tion efficiency. The relative CS rate per initial excitation can be calculated as the difference of

the inverse PL intensity on ZnO and on glass (cf. eq. (6.8)) and is plotted as a function of tem-

perature on the left panel of figure 6.14, after being averaged over the four progression lines.

The gray dashed line serves as guide to the eyes. It is evidently dominated at very low temper-

atures by the strong temperature dependence observed on the glass substrate and afterwards

remains almost constant over the measured temperature range.

A similar temperature dependence is observed for the charge separation efficiency ηCS ,

which is defined as ηCS = (IG − IZ)/IG [7] and is plotted in the right panel of figure 6.14. The

efficiency decreases from 0.6 at 10 K to 0.2 at 225 K. For a purely diffusion-limited CS process,

and if diffusion was indeed temperature assisted as discussed above, the CS efficiency would in-
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6.4 Temperature dependence and charge separation efficiency
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Figure 6.14: (left) Temperature dependence of the ratio of charge separation rate and initial exciton

population. (right) Temperature dependence of the charge separation efficiency.

crease with increasing temperature. The trend observed here, instead, suggests that additional

scattering channels become progressively more relevant and compete with the temperature as-

sisted increase of diffusion length by reducing the exciton lifetime. In other words, while CS

remains a diffusion-limited process, its efficiency is reduced by competing decay channels that

shorten the effective diffusion length with increasing temperature.

Figure 6.15: Layer thickness dependence of the

charge separation efficiency compared with the

values of reference [7].
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Figure 6.15 compares the efficiency obtained in this work for a layer thickness of 25 nm at

10 K and 225 K respectively, with the one extracted from reference [7] at 5 K and 280 K. Clearly,

they differ in two main aspects: the absolute value and the temperature dependence. The

efficiency from reference [7] can be extrapolated to range from 0.1 to 0.2 at a film thickness of

24 nm, while in this work it ranges from 0.2 to 0.6. Besides the layer thickness, the only other

difference between the two experiments is that Blumstengel et al. have measured at 80 MHz. At

this repetition rate, as seen in the tr-EST measurements of section 6.1 and in reference [173],
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6.5 Summary and discussion: Multiple excited states and loss channels at the hybrid interface

triplet states play a crucial role in the excited state dynamics. With roughly one excitation pulse

every 12 ns and a triplet lifetime on the microsecond timescale, XT population accumulates over

multiple pulses. Once they undergo triplet-triplet annihilation, however, they produce highly

excited singlet excitons that can again relax to X6P and radiatively decay, increasing the PL

intensity. This process is expected to be more efficient on glass, since the lack of the CS channel

increases the probability for triplets to form, and ultimately leads to a reduction of the IZ to IG

ratio that determines the efficiency ηCS . Moreover, triplet and highly excited singlet excitons

could themselves act as scattering centers that decrease the exciton diffusion length by directly

inducing non-radiative decay of the X6P population and consequently reducing CS efficiency.

The difference in temperature dependence is instead most probably related to the interplay

of the increase of diffusion rate and scattering probabilities with increasing temperatures. For

sufficiently low layer thicknesses, on the order of the exciton diffusion length or thinner, the

increase of scattering events does not severely affect the CS, since the distance from the substrate

remains sufficiently short for the excitons to reach the ZnO. In this regime the temperature

induced increase of diffusion probability remains the dominating factor. For thicker layers,

however, the reduction of exciton lifetime via scattering events becomes indeed detrimental

because it stops the excitons from reaching the interface at all and the efficiency decreases with

increasing temperature.

6.5 Summary and discussion:

Multiple excited states and loss channels at the hybrid interface

The nature and the dynamics of the excited states of the organic dye 2,7-bis(biphenyl-4-yl)-2’,7’-

ditertbutyl-9,9’-spirobifluorene (SP6) and how they affect the efficiency of charge separation

(CS) at the hybrid inorganic-organic interface with ZnO have been extensively studied by means

of complementary linear optical techniques such as time-resolved excited state transmission (tr-

EST) and photoluminescence spectroscopy. Their combination allows to investigate different

aspects of the excited state dynamics and thus provide access to all relevant decay pathways.

The findings are summarized in the left of figure 6.16.

After photoexcitation at the absorption maximum of 3.7 eV, the molecules undergo in-

tramolecular vibrational relaxation (IVR) on a timescale of 2 to 6 ps, which strongly depends on
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6.5 Summary and discussion: Multiple excited states and loss channels at the hybrid interface

Figure 6.16: (Left) Summary of the excited state dynamics in SP6 and at the hybrid interface to

ZnO. See text for the discussion. (Right) A possible pathway to avoid the population of state X2P is

to excite the molecule at the onset of absorption, leading to the population of X6P only.

the photon energy of the probe pulse. The excitonic population is found to cool down into two

distinct excited states, labeled X6P and X2P , with comparable lifetime of about 250 ps on the

insulating substrate. Furthermore, a triplet state XT that lives longer than 5μs, corresponding

to the inverse repetition rate of the laser, is formed by intersystem crossing (ISC) on a timescale

of about 250 ps, i.e. comparable to the excited states lifetime. The excitons in X6P are the only

ones that radiatively recombine and, from the coincidence of the emission spectrum of SP6

with the one of sexiphenyl (6P), X6P is found to be strongly localized on the 6P backbone of

the molecule. Also, upon change of substrate to ZnO, the X6P excitons are the only diffusing

to the ZnO interface and separating. These process results in the reduction of the X6P lifetime

to 140 ps. The CS efficiency can be extracted from the difference of the emission intensities on

both substrates and ranges from 0.6 at 10 K to 0.2 at 225 K. The efficiency is thus observed to

decrease with increasing temperatures, opposite to the results of reference [7]. The observed

temperature dependence is attributed to the onset of inter- and intramolecular vibrational scat-

tering events, which probability is increasing with temperature and which decrease the effective

diffusion length of the excitons. The contrasting behavior of this work observations compared

to reference [7] is most probably due to the different thickness regime for the investigated films.

Indeed, the reduction of the exciton diffusion length by competing scattering events becomes

relevant only for films which thickness exceeds or equals the exciton diffusion length.

Instead, excitons in state X2P are found to decay only via formation of the triplet state XT by

ISC. The results suggest that state X2P is likely to be an intramolecular charge transfer exciton
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6.5 Summary and discussion: Multiple excited states and loss channels at the hybrid interface

with the electrons localized on the biphenyl group and the decoupling due to the non-conjugated

spiro-link explains the comparably long lifetime. Due to the strong localization, X2P represents

therefore an exciton trap state and its population constitutes the predominant loss channel

for the CS process at the hybrid interface. Nevertheless, the energy can remain stored in the

triplet, which, as known from reference [173] is likely to undergo triplet-triplet annihilation.

It is plausible that the highly excited singlet excitons resulting from the annihilation process

could relax to X6P and contribute to CS at later times. Further details on this process could be

obtained by looking at any signature of delayed fluorescence from X6P .

The results reported in this chapter evidence how the decoupling of π-systems in conju-

gated molecules severely reduces internal conversion between excited states and consequently

increases the lifetime of higher excited states. Moreover, the determination of the relaxation

pathway towards X6P , which leads to efficient interfacial charge separation, or towards X2P ,

ad the consequent exciton trapping, happens on the ultrafast timescale of intramolecular vibra-

tional relaxation. A reasonably approach to avoid the population of X2P is suggested in the right

panel of figure 6.16. Instead of exciting the molecules at the maximum absorption it should be

possible to excite at the onset of absorption, thus populating only X6P . This would obviously

reduce the amount of absorbed photons but should in principle lead to a higher efficiency per

photon. Again, as it was for ZnO, less is more.

143



144



7. Summary and outlook

The exciton and charge carrier relaxation pathways in hybrid inorganic organic systems (HIOS)

were investigated in this thesis with particular focus on energy loss channels. Indeed, when

aiming at the design of functional interfaces, all dynamical processes that occur in the system

and do not contribute to the intended charge or energy transfer process at the interface are to be

considered energy loss processes. Thus, these processes include (1) vibrational relaxation, both

in the conduction band (CB) of inorganic semiconductors or within the excited states manifold

of the molecules, (2) localization and trapping of excitons and charge carriers, (3) formation of

triplet or charge transfer excitons or (4) exciton recombination through radiative and non-ra-

diative pathways, among others. Since all these energy loss mechanisms determine the effi-

ciency of the interfacial processes and consequently of any hybrid-based device, understanding

to which extent their probability is affected by, for example, defect-related in-gap states (IGS) in

the inorganic semiconductor or long-lived excited states such as intramolecular charge transfer

or triplet excitons in the organic semiconductor represents a cardinal objective for fundamental

science. Moreover, external factors such as layer thickness, temperature or excitation density

can affect the balance of relaxation processes and alter their influence on the functionality of

the device.

In this thesis, these issues have been investigated with a combination of complementary

all-optical time-resolved spectroscopies that access the evolution of the excited electronic states

of the system as a function of time elapsed after photoexcitation, including time-resolved pho-

toluminescence (PL) spectroscopy and time-resolved excited state transmission (tr-EST). Ad-

ditionally, a novel non-linear optical technique, time-resolved electronic sum-frequency gener-

ation (tr-eSFG) was applied for the first time to the investigation of a solid state system, the

non-centrosymmetric crystal of ZnO, in the context of this work. tr-eSFG is potentially an in-

terface specific technique, since it is based on second order non-linear optical effects that arise

only where inversion symmetry is broken, and allows for the spectroscopy of interfacial elec-

tronic states in real devices, where the active interface is buried under layers of matter. Exciton
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dynamics and energy loss processes were investigated for the spirobifluorene derivative 2,7-

bis(biphenyl-4-yl)-2’,7’-ditertbutyl-9,9’-spirobifluorene (SP6) and the inorganic semiconductor

ZnO, both separately and in a combined model HIOS.

The combination of complementary all-optical techniques allows to obtain a comprehensive

picture of the exciton and charge relaxation processes in the model HIOS: the dominant energy

loss channels in both material classes are related to the presence of long-lived strongly localized

excited states, such as defect levels and charge transfer or triplet excitons. These excited states

act as electron or exciton traps, limiting the probability of radiative recombination or charge

separation at the hybrid interface. Furthermore, in both systems, the relaxation pathway is

exclusive, i.e. either the charges or excitons get trapped or not, and is determined already on

an ultrafast timescale immediately after photoexcitation.

The optical properties of ZnO were found to be affected by the presence of a defect-related

IGS band from 1.7 to 2.7 eV below the CB, which is partially depleted by the photoexcitation.

While in the low excitation regime, i.e. below the Mott density, the empty IGS only act as

intermediate states for electronic sum-frequency generation (eSFG) transitions, their influence

becomes much more extreme above the critical density. Here, the depleted IGS act as trap states

for the excited excitons in the CB, reducing their lifetime. In the specific case of the single crystal,

this trapping channel is even so efficient that no radiative recombination from the CB could be

observed. These results suggest that a successful device design based on ZnO requires the ability

of growing ZnO in a controlled way, such that the density of IGS is minimized. However, this is

not the only way to control the effects of defects states on the optical properties of ZnO. Indeed,

reducing the excitation density should limit the IGS influence on the ZnO optical properties and

excited state lifetime. This because, contrary to exciton formation, electron trapping by IGS is

a second order process that requires one photon to promote the electrons from the valence

band (VB) to the conduction band and another to deplete the IGS, before the free carrier can

be trapped. Therefore, the probability for this process to occur depends on the square of the

excitation density. The reduction of excitation density is achievable without reducing the overall

amount of absorbed photons by exciting over a wider, uniformly illuminated surface. In fact the

experiments presented here show that, at lower excitation densities, the trapping channel is no-

longer detrimental and excitons are observed to form on a hundreds of picoseconds timescale.

In the organic dye SP6, the experiments revealed two long-lived excited states of compa-
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rable lifetime (∼ 250ps), X6P and X2P , localized in the two π-systems of the molecule. These

two states are populated by intramolecular vibrational relaxation (IVR) within 2 to 6 ps. The

excitons in state X6P , which is localized in the sexiphenyl (6P) backbone, decay efficiently by

radiative recombination, intersystem crossing (ISC) to a microsecond-lived triplet state XT , and

charge separation to the ZnO CB. The efficiency of the charge separation (CS) process ranges

from 0.2 to 0.6 and decreases for increasing temperature. This behaviour, which contrasts with

the observation of reference [7], is attributed to the onset of thermally assisted intra- and inter-

molecular vibrational scattering events that, by reducing the X6P exciton lifetime, shorten the

effective exciton diffusion length. The excitons in X2P , instead, are found to decay exclusively

by ISC. X2P , which is associated to an intramolecular charge transfer exciton with the electron

localized in the biphenyl group, constitutes therefore an exciton trap and represents the main

energy loss channel for the CS process in the HIOS.

The localization of X2P is ascribed to the presence of the spiro-link between the two π-

systems. Non-conjugated bridges are included in conjugated systems in order to reduce aggre-

gation probability and thus preserve the optical properties of the monomers in the film. The

findings reported in this work, however, evidence how the decoupling of π-systems in conju-

gated molecules can severely reduce internal conversion between excited states, increasing the

lifetime of higher excited singlet states. Additionally, the reduced coupling of the excited states

implies that the relaxation pathway of a given exciton is determined already on an ultrafast

timescale, namely at the IVR stage. Therefore, the suggested approach in order to reduce the

population in X2P and increase the CS efficiency per absorbed photon is to excite the molecules

at the onset of the absorption such that only X6P population is created. Additionally, it is worth

to consider that the energy dissipated into the formation of X2P excitons remains stored in the

triplet state and that triplet-triplet annihilation is an efficient mechanism in this system [173].

Thus, it is plausible to hypothesize that part of the highly energetic singlets resulting from the

annihilation process could relax back into X6P and contribute to the CS at a later time. The

existence of this additional relaxation pathway could be proven by looking at the appearance

of delayed fluorescence from X6P excitons.

The identified energy loss channels, defect states and highly localized long-lived excited

states, are not exclusive of the investigated system. Accordingly, despite having been acquired

for a very specific model HIOS, these results are considered to be rather general and apply to
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other semiconducting systems. Both identified energy loss channels are strongly localized states

and their population occurs already during an initial ultrafast timescale. This finding suggests

that alternative relaxation pathways need to be considered in order to increase the efficiency of

hybrid based optoelectronic and light harvesting devices.

The results presented in this thesis lead to the conclusion that a full step-by-step map of

localization mechanisms and of the involved electronic states is ultimately required in order to

reach the goal of designing hybrid based devices in a top-down approach. The achievement of

this comprehensive picture requires further theoretical and experimental investigation, as little

literature regarding localization mechanisms in both organic and inorganic compounds is avail-

able. Molecular dynamics and density functional theory simulations could give, for example,

further insight on how the introduction of non-conjugated bridges alters the electronic struc-

ture and the dynamics of complex molecular systems. Experimentally, these theoretical studies

could be complemented using techniques that provide chemical and orbital specificity, as in, for

example, X-ray based spectroscopy. Now that free electron lasers in the X-ray regime give suf-

ficient time resolution for time-resolved X-ray spectroscopies, it should be possible to pinpoint

the electronic states that are involved in molecular charge transfer processes by investigating

the dynamics at X-ray absorption edges, with timescales as fast as the ones observed in this

work. For the specific case of SP6, a different response at the Carbon K-edge absorption should

be observed for the 6P backbone and for the spiro-linked biphenyl. The chemical specificity of

X-ray spectroscopy is also potentially attractive for the study of electron trapping dynamics due

to IGS, since, for example, an interstitial oxygen is expected to have a different response than

the oxygen covalently bond in the lattice.
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A. Second order non-linear susceptibility ten-
sor of ZnO

ZnO has wurtzite crystal structure and belongs to the symmetry class 6mm, for which there

are four non-vanishing χ(2) tensor elements. From references [131] and [128], in the crystal

axes frame chosen in figure 1.6, where the c-axis is perpendicular to the polar surfaces and the

non-polar ones lie on the plane formed by c- and a-axis, this elements are:

χaca = χbcb, χaac = χbbc , χcaa = χcbb and χccc . (A.1)

From which the tensor can be written as

χ
(2)
abc =









0 0 0 0 0 aca aac 0 0

0 0 0 aac aca 0 0 0 0

caa caa ccc 0 0 0 0 0 0









(A.2)

In the laboratory frame the plane of incidence is given by the x − z plane and, for an angle

of incidence of 45°, the incident fields are defined as

E1,p =
�

E1,x , 0, E1,z

�

and E1,s =
�

0, E1,y , 0
�

E2,p =
�

E2,x , 0, E2,z

�

and E2,s =
�

0, E2,y , 0
�

where p and s indicate the polarizations.

The generated sum-frequency generation (SFG) electric field is given by the general expres-

sion

ESFG,i =
∑

jk

χi jkE1, j E2,k where i, j, k are the cartesian indices. (A.3)

The crystal symmetry is reflected in the azimuthal rotation dependence. For a rotation

around the c-axis, corresponding as well to an azimuthal rotation of the polar surfaces, it results,

independently of the polarization of the incoming beams, in a constant value: p-polarized and

given by χcaa for both incoming beams s-polarized and s-polarized and given respectively by

χaac or χaca for the cross-polarizations E1,sE2,p and E1,pE2,s. Since in bulk ZnO the symmetry is

already broken along the c-axis, the azimuthal dependence of surface and bulk coincides.
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Second order non-linear susceptibility tensor of ZnO

The situation is different for the non-polar surface. Here we obtain for the bulk the following

azimuthal rotation dependencies:

For ss-input

ESFG =









E1,y E2,y sin(φ)
�

(χaac +χaca −χccc) cos2(φ)−χcaa sin2(φ)
�

−E1,y E2,y cos(φ)
�

χccc cos2(φ) + (χaac +χaca +χcaa) sin2(φ)
�

0









(A.4)

For sp-input

ESFG =









E1,y E2,x cos(φ)
�

−χaca cos2(φ) + (χaac +χcaa −χccc) sin2(φ)
�

E1,y E2,x sin(φ)
�

(χaca +χcaa −χccc) cos2(φ)−χaac sin2(φ)
�

−E1,y E2,zχaca cos(φ)









(A.5)

For ps-input

ESFG =









E1,x E2,y cos(φ)
�

−χaac cos2(φ) + (χaca +χcaa −χccc) sin2(φ)
�

E1,x E2,y sin(φ)
�

(χaac +χcaa −χccc) cos2(φ)−χaca sin2(φ)
�

−χaac E1,z E2,y cos(φ)









(A.6)

Figure A.1 shows the azimuthal dependence of the SFG intensity for p- and s-polarized

output, obtained as IP = |EP |2 = E2
x + E2

z and IS = |Ey |2. The plots are simulated with the

following values for the non-zero χ(2) components, all within the values presented in [78]:

χaca = χbcb = −1.2, χaac = χbbc = −0.5, χcaa = χcbb = −1 and χccc = 2.

The plots clearly show that the electronic sum-frequency generation (eSFG) intensity has

six maxima and several zero intensity points. Furthermore, the sp and ps configurations exhibit

different response. This, as can be seen in equations (A.5) and (A.6), is due to the fact that

in SFG an exchange of fields requires an exchange of tensor indices, allowing SFG to address

much more tensor components than SHG.

The (1010) surface further reduces the symmetry by breaking it along the b-axis of the

crystal frame. The χ(2) tensor thus becomes:

χ
(2)
abc =









0 0 0 0 0 aca aac aab aba

baa bbb bcc bbc bcb 0 0 0 0

caa cbb ccc cbc ccb 0 0 0 0









(A.7)
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Second order non-linear susceptibility tensor of ZnO
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Figure A.1: Azimuthal dependence of eSFG intensity of bulk ZnO in the [1010] direction. Plotted

are in green and blue respectively the p- and s- polarized intensities of the outgoing signal for the

three incoming polarization combinations ss (top), sp (middle) and ps (bottom). Clearly several

zero crossing points are observed. Furthermore, sp and ps configurations show the same azimuthal

dependence but different intensity, due to the coupling to different tensor components. See text for

discussion.

Exemplarily we calculate the electric field components for ss-configuration, which result in

ESFG =









E1,y E2,y sin(φ)
�

(χaac +χaca −χccc) cos2(φ)−χcaa sin2(φ)
�

−E1,y E2,y cos(φ)
�

χccc cos2(φ) + (χaac +χaca +χcaa) sin2(φ)
�

E1,y E2,y

�

χbcc cos2(φ) +χbaasin2(φ)
�









(A.8)

Clearly, the breaking of the symmetry due to the surface truncation introduces an Ez com-

ponent which is not present in the bulk. Figure A.2 compares the bulk response, in green, with

the surface response, in red, for a pss-geometry. The surface induced z-component modifies the

bulk eSFG intensity such that there no longer is any point where the intensity is zero and at

the previous zero-points of the bulk response, the eSFG intensity is fully given by the surface

response. Thus, being able to measure the azimuthal dependence of bulk and surface allows

to separate the two contributions and be surface sensitive even for non-centrosymmetric bulk.

The effect, obviously, depends on the magnitude of the tensor components and the image was

simulated with values of baa = 0.4 and bcc = 0.3 to make the effect evident. However, surface
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Figure A.2: Comparison of bulk and surface azimuthal dependence for pss-configuration. Clearly

the surface induced Ez field leads to a shift of the SFG intensity such that it no loger has zero points.

At the bulk zero points the signal is fully due to the surface response.

SFG signals tend to be two orders of magnitude smaller than bulk ones, such that in reality the

effect will be noticeable just at the zero intensity points of the bulk response.
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B. (Non-)Linear effects of beam propagation
on the temporal shape of pulses

This appendix summarizes the concepts of light pulse propagation that are relevant to the dis-

cussions in chapter 3 and chapter 4. It is based on [190, chap. 2], [191, sec. 2] and [132] . The

fields are treated as complex scalar quantities.

B.1 Time-bandwith relation

The general formulation for the electric field of a laser pulse is given by

E(t) = Re
�

�

�E(t)
�

�exp [iΦ(t)]exp(−iω0 t)
�

(B.1)

where
�

�E(t)
�

� and Φ(t) are the time-dependent envelope and phase and ω0 is the carrier fre-

quency. For a Gaussian pulse this results in

E(t) = Re
�

E0 exp(−Γ t2 − iω0 t)
�

. (B.2)

Its spectral amplitude can be obtained by Fourier transformation

E(ω) =
1
p

2π

∫ ∞

−∞
E(t)exp(−iωt)d t =

1
p

2π

∫ ∞

−∞
E0 exp(−Γ t2 − iω0 t)exp(−iωt)d t (B.3)

∝ E0 exp
�

−
(ω−ω0)2

4Γ

�

(B.4)

being also a Gaussian function of finite width Γ . The temporal and spectral full width half

maximum (FWHM) are given by

∆t = 2

√

√ ln 2
2Γ

and ∆ω= 2
p

2Γ ln 2

and the product yields

∆t∆ω= 4 ln2 or ∆t∆ν=
2
π

ln 2

In fact, the presented example of non-chirped, i.e. Φ(t) = 0, Gaussian pulses represents the

limiting case (Fourier-Limit) of this time-bandwidth relation. In general it holds that

∆t∆ν≥
2
π

ln2 . (B.5)
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(Non-)Linear effects of beam propagation on the temporal shape of pulses

B.2 Group velocity dispersion and the effect of dispersive media

A propagating wave in a linear medium must satisfy

�

∂ 2

∂ z2
−µ0ω

2ε(ω)
�

E(ω, z) = 0 with ε(ω) = ε0(1+χ) (B.6)

and thus

E(ω, z) = exp
�

−
(ω−ω0)2

4Γ

�

exp [−ik(ω)z] with k(ω) =
nω
c

. (B.7)

where ε(ω) is the dielectric function, χ the linear susceptibility, n the index of refraction and

k(ω) the absorption coefficient.

If k(ω) is expanded in a Taylor series up to the second order the pulse spectrum becomes

[190]

E(ω, z) = exp
�

−ik(ω0)z − ik′z · (ω−ω0)−
�

1
4Γ

+
i
2

k′′
�

(ω−ω0)
2
�

(B.8)

and the pulse’s temporal evolution is proportional to

E(t, z)∝ exp
�

iω0

�

t −
z

vφ(ω0)

�

�

· exp
�

−Γ (z)
�

t −
z

vg(ω0)

�2�

(B.9)

As a consequence of propagation in a linear medium:

1. the phase of the central frequency is delayed by an amount of time z
vφ(ω0)

where

vφ(ω0) =
�

ω
k(ω)

�

ω0
= c

n(ω) is the phase velocity.

2. the pulse keeps a gaussian envelope which is delayed by a time z
vg (ω0)

being vg(ω0) =
�

∂ω
∂ k

�

ω0
the group velocity

3. the pulse envelope is distorted since its form factor Γ (z) depends on ω from
1
Γ (z) = 1

Γ + 2ik′′z with the second derivative k′′ = d2k(ω)
dω2 known as the group velocity

dispersion.

If the field is written in the form E(t, z) = Ẽ(t, z)exp[iΦ(t)] it can be shown that propagation

leads to a quadratic term in the time-dependent phase. The instantaneous frequency is defined

as ω(t) = ∂Φ/∂ t. Figure B.1 (b) shows the effects of constant, quadratic and cubic phase

(respectively yellow, red, blue and black trace in panel (a)) on a Gaussian pulse (black trace in

panel (a)) . For the case of the Gaussian pulse with linear phase Φ(t) =ω0 t the instantaneous

frequency coincides with the carrier frequency. The pulse is said to be transform limited and
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Figure B.1: (a) Black: Spectral intensity of a gaussian pulse centered at 375 THz (= 800 nm) with

a bandwidth of 4.4 THz. Yellow, red and blue indicate a constant (transform-limited), quadratic

and cubic time-dependent phase, respectively. (b) Temporal pulse shape calculated for the reported

spectrum with the phases indicated by the corresponding color in (a)

it holds the equality in eq. (B.5). When a quadratic term at2 is added to the phase, then

ω(t) = ω0 + at varies linearly with time and the pulse is said to be "chirped". Media with

normal dispersion, such as optical glasses in the visible range, lead to a positive quadratic term

and the instantaneous frequency is smaller in the leading part of the pulse than in the trailing

pulse. The pulse spreads in time, as illustrated by the red curve of figure B.1 (b). The effect of

a third-order term in the phase, i.e. a instantaneous frequency increasing quadratic with time,

is visible in the blue curve. Third- and higher-order terms in the phase induce oscillations in

the temporal intensity.

B.3 Higher order non linear effects

When the electric field strength approaches the strength of the atomic fields (i.e. on the order

of 1011 V m−1) the dielectric polarization starts depending non-linearly on E(x, t), i.e.

P(x, t) = ε0

�

χ(1)E(x, t) +χ(2)E2(x, t) +χ(3)E3(x, t) + · · ·
�

(B.10)

= P(1)(x, t) + P(2)(x, t) + P(3)(x, t) + · · · (B.11)
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(Non-)Linear effects of beam propagation on the temporal shape of pulses

The second-order term in eq. (B.10), occurring for non-centrosymmetric media or where inver-

sion symmetry is broken, has been discussed in detail in section 2.3. Here we focus on the first

higher-order term occurring in centrosymmetric media, the third-order P(3)(x, t).

For the sake of simplicity we discuss the effects for a gaussian beam with radial symmetry

for which it is convenient to use polar coordinates.

The dielectric function ε(r, t) can be written as ε(r, t) = ε + 1
2ε2|E(r, t)|2 and the index of

refraction n(r, t) =
p

ε(r, t) becomes

n(r, t) = n0 +
1
2

n2 I(r, t) where I(r, t) = |E(r, t)|2 is the intensity of the field. (B.12)

Eq. (B.12) states that the temporal and spatial dependence of the pulse intensity affect the

refractive index of the medium as the pulse propagates through it. The two most relevant

effects arising from these index changes are discussed in the following, assuming a normally

dispersive medium (n2 > 0).

The Kerr lens effect

The spatial intensity dependence of a Gaussian pulse propagating through a χ(3) material

leads to the so-called Kerr lens effect. The intensity of such a beam can be written as I(r) =

I0 exp(−Γ r2) where r is the radial distance and n(r) = n0+
1
2 n2 exp(−Γ r2). In words, the index

of refraction has a gaussian profile and is maximum at the center of the beam.

The effects of light propagation through an optical medium are governed by the optical path,

defined as d = nl where n is the refractive index and l the propagation length in the medium.

For example, the focusing effect of a convex lens is given by the fact that the beam travels a

longer distance l in the center than at the edges such that the optical path at the center is larger.

In analogy, a gaussian beam traveling a constant length trough a χ(3) medium experiences

a gaussian focusing lens since the propagation distance is constant but the refraction index,

and thus the optical paht, is higher in the center. In turn this focusing leads to an increased

intensity at the center of the beam which further enhances the focusing effect. This self-focusing

effect stops only when the diameter of the beam is small enough that the linear diffraction is

sufficiently large to balance it.
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(Non-)Linear effects of beam propagation on the temporal shape of pulses

Self-phase-modulation

The temporal intensity dependence I(t) = exp(−Γ t2) induces a temporal modulation of the

refractive index ∆n(t)∝ n2 exp(−Γ t2). As a consequence, the wavevector k of a pulse propa-

gating along z

E(z, t) =
Æ

I(t)exp [i (ω0 t − kz)]

also depends on time since k = ω0
c n(t). The instantaneous frequency is then ω(t) = ω0 −

ω0
c
∂ n(t)
∂ t z. The frequency variation ∆ω=ω(t)−ω0 is thus given by

∆ω= −
ω0n2

2c
∂ I(t)
∂ t

z . (B.13)

New lower frequencies are created at the leading edge of the pulse, where the temporal

derivative of the intensity is positive, and higher frequencies emerge at the trailing edge. These

new frequencies are generated within the pulse temporal envelope but are not synchronized.

In fact, self-phase modulation leads to a quadratic term in the phase that further enhances the

natural group velocity dispersion (GVD) of a beam propagating in a dispersive medium.
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C. Rate equations

The populations in the two excited states of 2,7-bis(biphenyl-4-yl)-2’,7’-ditertbutyl-9,9’-spirobi-

fluorene (SP6) can be expressed in terms of rate equations, where the decay of the populations is

determined by the rates of the different decay channels. Following the discussion of section 6.1

and 6.2 we need to take into account the following observations:

1. There are two excited states with comparable lifetime

2. The luminescence coincides with the sexiphenyl luminescence (6P), such that only one of

the two states luminesce

3. Only one state is affected by the change of substrate

Regarding this last observation we need to add that reference [7] observes the influence of

charge separation in the luminescence, from which we conclude that the state diffusing to the

interface is also the state luminescing. Furthermore, for the most general case in which the two

states are coupled, the coupling needs to be from the state that does not luminesce and diffuses

to the other state. Otherwise the diffusion would affect the decay of both populations in the

time-resolved excited state transmission (tr-EST).

We define a state with population n2(t) which decays by intersystem crossing (ISC) and

coupling to the other state of population n1(t), decaying by ISC, luminescence and diffusion to

the ZnO . Thus the system of rate equations becomes:







ṅ2(t) +
�

Γ
(2)
ISC + Γ12

�

n2(t) = 0

ṅ1(t) +
�

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

�

n1(t) = Γ12n2(t)

(C.1a)

(C.1b)

This coupled rate equation system can be solved for t as follows :

Equation (C.1a) is an homogeneous differential equation of the form ẏ + a y = 0, which is

solved as

n2(t) = n2(0) · exp
�

−
�

Γ
(2)
ISC + Γ12

�

t
�

. (C.2)
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Rate equations

Equation (C.1b) instead is a non-homogeneous differential equation of the form ẏ + a(t)y =

g(t), where a(t) and g(t) are arbitrary functions of time. Its general solution is given by solving

y(t) = e−A(t)

�

c1 +

∫

g(t) · eA(t)d t

�

where

A(t) =

∫

a(t)d t

Substituting (C.2) in (C.1b) one obtains:

ṅ1(t) +
�

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

�

n1(t) = Γ12n2(0) · exp
�

−
�

Γ
(2)
ISC + Γ12

�

t
�

(C.3)

and the general solution is given by

n1(t) = exp
�

−
�

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

�

t
�

·

·
�

c1 +

∫

Γ12n2(0) · exp
�

−
�

Γ
(2)
ISC + Γ12

�

t
�

· exp
�

+
�

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

��

d t

�

=

= n1(0) · exp
�

−
�

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

�

t
�

+
Γ12n2(0)exp

�

−
�

Γ
(2)
ISC + Γ12

�

t
�

�

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

�

−
�

Γ
(2)
ISC + Γ12

�

(C.4)

where the initial condition n1(t = 0) = n1(0) was introduced.

Summing up the population in the two states is given by



















n2(t) = n2(0) · exp
�

−
�

Γ
(2)
ISC + Γ12

�

t
�

n1(t) = n1(0) · exp
�

−
�

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

�

t
�

+
Γ12n2(0)exp

�

−
�

Γ
(2)
ISC + Γ12

�

t
�

�

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

�

−
�

Γ
(2)
ISC + Γ12

�

(C.5a)

(C.5b)

Finally, the luminescence intensity is related to the integrated population in state 1, which

is the only one emitting and given by the integral of (C.5b)

I1 =
n1(0)

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

+
Γ12n2(0)

�

Γ
(2)
ISC + Γ12

�

·
��

Γ
(1)
ISC + Γ (1)L + Γ (1)CS

�

−
�

Γ
(2)
ISC + Γ12

�� (C.6)
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