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The dynamics during plasma expansion are studied with the use of a versatile particle-in-cell simulation with
a variable neutral gas density profile. The simulation is tailored to an rf plasma expansion experiment1. The
experiment has shown the existence of a propagating ion front. The ion front features a strong electric field
and features a sharp plasma potential drop similar to a double layer. However, the presented results of a
first principle simulation show that in general the ion front does not have to be entangled with an electric
field. The propagating electric field reflects the downstream ions, which stream with velocities up to twice as
high as that of the the ion front propagation. The observed ion density peak forms due to the accumulation
of the reflected ions. The simulation shows that the ion front formation strongly depends on the initial ion
density profile and is subject to a wave-breaking phenomenon.

Virtual diagnostics in the code allow for a direct comparison with experimental results. Using this technique,
the plateau forming in the wake of the plasma front could be indirectly verified in the expansion experiment.
Although the simulation considers profiles only in one spatial dimensional, its results are qualitatively in
very good agreement with the laboratory experiment. It can successfully reproduce findings obtained by
independent numerical models and simulations. This indicates that the effects of magnetic field structures
and tangential inhomogeneities are not essential for the general expansion dynamic. The presented simulation
will be used for a detailed parameter study dealt with in part II of this series.
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I. INTRODUCTION

The present work deals with dynamic structures that
form during the expansion of plasma into an environment
of much lower plasma density. The pressure driven elec-
tron expansion occurs on a much faster time scale than
the expansion of the ions. This is owed to their higher
mobility. The high inertia of the ions causes the gener-
ation of an ambipolar electric field. This electric field
decelerates the escaping electrons while accelerating the
ions. The ambipolar boundary propagates outwards and
forms a plasma density front. For small density differ-
ences, the propagation of the front can be described with
the linear ansatz of ion acoustic waves. For large density
differences, experiments and simulation have shown that
the propagation velocity of the density front remains pro-
portional to the ion sound velocity. Most of these theoret-
ical approaches have investigated the temporal evolution
of an initially step-like (semi-infinite) ion density profile
in collisionless, hydrodynamic regimes. They commonly
evolve into self-similar density profiles2–9. However, the
reported the proportionality factors are scattered over
a wide range of values. Their value strongly depends
on the considered initial and boundary conditions. The
maximum expansion velocities range from the ion sound
velocity ci

2–4 up to the electron thermal velocity υe
7,8.

Experiments carried out in thermionic discharges10,11,
fireballs12, and laser produced plasmas13–17 yield that
the expansion velocities depend strongly on the electron
energy distribution17–21. It is predicted that the occur-
rence of high energetic electrons results in enhanced ion

acceleration10,22.

In the present work a one-dimensional particle-in-cell
simulation is presented. In a simplified version, the sim-
ulation is used to analyse the influence of the initial
ion plasma profile on the ion front evolution for the
expansion of a semi-infinite plasma into vacuum. The
main goal is to benchmark the physics of the simulation
against results of independent numerical models, simu-
lations, and experiments. The complexity is thereby in-
creased up to a self consistent simulation of the ignition
of an rf plasma tailored to an existing plasma expansion
experiment1. In contrast to the ignition with ultra-short
laser pulses13–15,17, the use of an rf source allows for an
increase of the spatial dimension of the plasma expan-
sion. This in turn enables the use of a different set of
diagnostics, such a electrostatic probes and energy anal-
ysers. Since the full simulation is designed closely to an
experiment1, it can provide a deeper insight into the par-
ticle kinetics during the expansion process, in particular
during the front formation. Virtual diagnostics imple-
mented in the code are used to re-evaluate the profiles
measured in the plasma expansion experiment1. The re-
sults are qualitatively compared with predictions from
expansion theory and independent models. The gener-
ally good agreement supports the physical relevance of
the presented simulation and motivates its use for a sys-
tematic parameter study presented in part II of this se-
ries.
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II. THE PARTICLE-IN-CELL CODE

The particle-in-cell (PIC) code that is used in the
present study is a modified version of the Phoenix
code23,24 which is based on the JanuS code25. It uses
a Monte Carlo collision model26 based on available ion-
neutral27,28 (elastic and charge exchange) and electron-
neutral collision cross section data29 (elastic, excitation,
and ionisation).

The code is one dimensional in space and tree dimen-
sional in velocity space. The three dimensional velocity
space ensures energy conservation and a realistic treat-
ment of the collision scheme. A spatial element resembles
an infinite, homogeneous plasma plane (x, y) of thick-
ness dz. As demonstrated by independent 2D simula-
tions, the generation of magnetic fields is efficiently ham-
pered by the presents of a background plasma30. For
simplicity, the generation of magnetic fields and their in-
fluence on the particles have been neglected. An impor-
tant addition to the original code is the implementation
of a variable neutral gas density profile. Since the code
considers only particle collisions with neutrals, the neu-
tral gas density is the key parameter controlling the mean
free paths of both species and determines the region of
electron impact ionisation. The code features a modular
construction with plugins for a high versatility.

The simulation results presented in this work evolve
from either one out of two general setups. The first setup
uses a minimum amount of plugins and is kept very sim-
ple. It is used to characterise the relaxation of different
initial density profiles. The second setup uses a larger
number of plugins and is much more complex. It is tai-
lored to an existing plasma expansion experiment1.

The expansion of a plasma is observed to be associ-
ated with an accumulation of ions near the ion front4,7,17.
However, for the commonly considered case of an abrupt
ion density drop, it has been shown that the ion den-
sity peak at the ion front forms due to a numerical effect
rather than a physical phenomenon31. In order to quan-
tify the effect in the simulations, the first setup of the
PIC code resembles a simplified system (L = 100 mm, no
source, no ion-neutral collisions, no electron impact col-
lisions) with different grid sizes dz = 100, 10, and 1µm.
The boundary conditions are defined by a reflecting
wall with Neumann condition at z = −20 mm and a
grounded wall (Dirichlet, Φ = 0) at z = 80 mm. The
initial condition is a homogeneous Maxwellian plasma
(Te = 1 eV, Ti = 0) in the source region (z < 0) with an
ion and electron particle density of each n0 = 5·1015 m−3.
The expansion region (z > 0) contains no plasma. The
configurations differ by the spatial grid size dz and the
shape of initial particle density profiles around the inter-
section of the two regions. While changing dz, the num-
ber of macro-particles in a source cell (z � 0) is kept
constant at η = 50 by accordingly adjusting the macro-
factor and the number of macro-particles. This way, the
influence of the spatial grid size and the initial ion front
shape on the front evolution can be investigated.
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FIG. 1. Schematic of the second setup with the induced rf
current density jrf , the neutral gas pressure p, and the initial
electron density ne. λi is the ion mean free path.

The second setup is designed close to previous plasma
expansion experiments1 and implements similar virtual
diagnostics. It can be used to re-evaluate the measured
data obtained experimentally. The one dimensional sim-
ulation domain is divided into two regions, the source
region and the expansion region. It is terminated by two
grounded walls. The setup is illustrated in figure 1. In
the source region an inductive rf-field jrf (frf = 10Mhz)
is driven, which is influencing the electron kinetics. The
neutral gas pressure inside the source is increased allow-
ing for ohmic heating of the electrons. This results in a
very high rate of electron impact ionisation in the source
region. The neutral gas pressure profile features a neg-
ative gradient centred around the intersection between
source and expansion region as indicated in figure 1. The
profile is given by:

p(z, t) =
ps − pc

2
·
[
1− erf

(
z − vnt
wn

)]
+ pc , (1)

where ps and pc are the gas pressure levels in the source
and the expansion region, respectively, wn defines the
width of the gradient, and vn denotes the neutral drift
velocity. In the expansion region the inductive field is
zero. The neutral gas pressure is up to three orders of
magnitude smaller than in the source allowing for a colli-
sionless expansion of the ions. Rather than into vacuum,
this setup simulates the expansion of plasma into an am-
bient plasma of much smaller electron density. The to-
tal domain is initially filled with a uniformly distributed
background plasma of a certain small base electron den-
sity ne = 2 · 1013 m−3 (blue area). The background
plasma provides the first electrons required for the source
mechanism to work. It also ensures the stability of the
initial phase of the simulation. A set of input parameters
for the reference simulation run is compiled in table I.

Remark: Under default conditions with two grounded
walls, the simulation evolves a constant net current
through the plasma. This net current can be suppressed
by choosing at least one wall to be insulating (charge ac-
cumulating). A comparison of the two cases has shown
that the general expansion mechanics is unaffected.
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parameter default value

time step t = 10−10 s

boundary condition Dirichlet (Φ0 = ΦNG+1 = 0)

system length L = 500 mm

grid size NG = 5000 (dz = 0.1 mm)

ion mass mi = 40 u (Argon)

electron mass 1me

macrofactor 108 m−2

initial electron temp. Te = 0.5 eV

initial ion temperature Ti = 0.026 eV (300K)

initial particle count Ne = Ni = 105 (nb = 2·1013 m−3)

gas temp Tn = 300 K

gas pressure (source) ps = 1 Pa

gas pressure (chamber) pc = 1 mPa

gas front position zn = 0 mm

gas front velocity vn = 0 m/s

gas front width wn = 0 mm

source type rf (inductive)

source power factor P = 1P0

current density jrf = 10 Am−2 ·P
source range −100 . . . 0 mm

source frequency frf = 10 MHz

TABLE I. The settings and initial parameters for the reference
simulation run.
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FIG. 2. Typical ion density profile of the source region in
comparison with the theoretical sinusoidal profile.

A. Source profile

Being the origin of the expansion, the source region
is a vital part of the second simulation setup. In the
source region, plasma is created self-consistently via elec-
tron impact ionisation. The evolving plasma profiles are
determined in particular by the collisionality and the
boundary conditions. The source wall is absorbing and
grounded. However, the intersection to the expansion re-
gion is open. The source density profiles evolving from
the PIC simulation are depicted in figure 2. The ion
density profile (blue) can be fitted well by a sinusoidal
function (red) as described by a collisional model using
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FIG. 3. Typical electron and ion density and the resulting
electric field profile at the transition between source and ex-
pansion region.

the Helmholtz equation

∇2n+
νiz
D
n = 0 , (2)

where νiz is the ionization frequency and D the ambipolar
diffusion coefficient32.

The plasma density evolves as if the intersection with
the expansion region is given by an imaginary sheath
edge. The source plasma can be considered as indepen-
dent of the events in the expansion region33. The particle
density and electric field profiles (ni, ne, Ez) in the re-
gion around the intersection are depicted in figure 3. The
dotted line marks the intersection of source and expan-
sion region. The electron and ion densities separate in
the pre-sheath. The surplus of positive charge leads to
a strong increase of the electric field. The resulting ion
acceleration causes a thinning of the ion density. The
profiles eventually reach a point, at which the ion den-
sity drop due to acceleration is larger than the electron
density drop due to repulsion. The local charge density
% = e(ni − ne) decreases again and finally changes sign
near the intersection. At this point the electric field has
reached its maximum and starts to decrease. The ion
drift velocity has reached the Bohm velocity. The poten-
tial drop from the edge potential to the plateau level is
on the order of the electron temperature ∆Φ ≈ kBTe/e.
Consequently, the plateau ion velocity and the plateau
front velocity is supersonic. Together with the Bohm ve-
locity, the kinetic energy of the plateau ions can roughly
be estimated to Ekin ≈ 3

2kBTe.

III. SIMULATION RESULTS: ION FRONT SHAPES

In order to investigate the influence of the spatial
grid size on the density profile evolution, three different
configurations are used considering the cases dz > λD,
dz < λD, and dz � λD (λD: Debye length). The ion
density ni and the electric field Ez profiles of each con-
figuration are shown in figure 4 as red and green curves,
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FIG. 4. The ion phase space (blue), the ion density (red), and the electric field (green) for three different grid sizes dz (rows)
at three time instants t (columns).

respectively. Each configuration (rows) is represented by
three time instants t of the simulation run (columns).
The initial condition (t = 0) is depicted in the first col-
umn. The blue bullets represent initially equally spaced
sample ions in phase space. The position of the front is
defined by the rightmost ion and is marked by the dotted
line.

As the simulation evolves, the density front progresses
to the right. The ion density is continuously decreas-
ing with increasing z. In the vicinity of the front, the
ion density profile has a local maximum before dropping
to zero. The detailed profile of the ion density profile
strongly depends on the grid size dz. The width of the
ion density peak at the front edge for t = 0.2µs (second
column in figure 4) scales monotonically with dz. This
indicates a numerical artefact caused by a too low spa-
tial resolution. The electric field increases and reaches its
maximum just at the front edge. The proper profile of
the electric field near the front is of a higher order and not
properly resolved by the linear interpolation used in the
particle pusher. The electrostatic force in cells upstream

of the front is overestimated by the interpolation due to
the positive curvature of the electric field profile. Con-
versely, in the cell that covers the front, the electrostatic
force is underestimated. This prevents the ion density at
the front from decreasing and leads to the formation of
the peak. The ion peak density at the front decreases over
time (right column in figure 4) and is always lower than
the main plasma density in the source region. For a non-
zero ion temperature Ti, the influence of this numerical
effect is attenuated. For dz < vthi

/fpi
(vthi

denotes the
ion thermal velocity and fpi

the ion plasma frequency),
the ion density peak is no longer observed. This is in con-
trast to the expansion of plasma with an initially finite
ion density drop31,34,35 or to expansion into an ambient
plasma9,36,37.

The front formation for initially finite ion density gra-
dients is shown in figure 5. The spacing of the plotted
sample ions is adapted to their local density. The plots
show three time instants of two different initial ion den-
sity profiles, a linear front and smooth profile following
an arc cotangent function. The initial profiles are shown
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FIG. 5. The ion phase space (blue), the ion density (red), and the electric field (green) at three time instants t for (a–c) a
linear and (d–f) a smooth, inverse cotangential ion density drop.

in figure 5a and figure 5d, respectively. Both simula-
tion runs show that the maximum of the electric field is
located near the maximum gradient of the ion density
profiles (t = 0.2µs). The lower half of the front ions
experiences a negative electric field gradient. The accel-
eration of the ions towards the electric field maximum is
larger compared to the acceleration of the ions located
further downstream. They become faster and eventually
will overtake the slower ones. This behaviour results in
a local ion density increase. Within a few ion plasma
oscillation periods t = 0.8µs > 10/ωpi

the fast ions have
overtaken the slower ones and form the ion burst. After
this wave-breaking event, the two initial profiles evolve
differently: For a linear profile, the burst ions are the
right-most ions located at the maximum electric field.
All ions near the front experience a positive electric field
gradient leading to a thinning of the front ion density.
The ion density profile asymptotically approaches the so-
lution for the abrupt ion density drop. The propagation
velocity of the ion burst is constantly increasing and can
be many times the ion sound velocity. The temporal
evolution of the ion burst velocity for the smooth ion
density profile is shown in figure 7a (blue). For a smooth
ion density profile, there are always ions in the region of
the negative electric field gradient. The electric field is
strong enough to reflect the downstream ions. For cold-
ions there is a well defined turning point, where the ions
have been accelerated to the propagation velocity of the
electric field. The turning point features a second lo-
cal ion density maximum. The electric field upstream of
the maximum vanishes and propagates with an approxi-
mately constant velocity being much smaller than the ion

burst velocity. The temporal development of the propa-
gation velocity of the turning point is shown in figure 7b
(blue).

This mechanism can also be observed during the
plasma expansion into an ambient plasma. Figure 6
shows the profiles for a configuration of an ambient
plasma with the density na = 0.1n0 in the positive
half space (z > 0). The negative electric field gradi-
ent downstream of the ion front causes the ambient ions
to accumulate as the front approaches. The general be-
haviour is in good agreement with numerical results of a
cold-ion model9. In contrast to the continuous ion pro-
file (figure 5d), the ambient plasma has a homogeneous
plasma density and the density of the ions reflected by
the electric field remains constant. The ion density profile
upstream of the turning point decreases over time and,
eventually, is comparable to the ambient plasma density.
The ion density becomes critical and wave-breaking oc-
curs, i.e. upstream ions overtake downstream ions (dot-
ted line). After longer times, the plasma density up-
stream of the of the turning point (second peak) saturates
and forms a plateau.

The front of the plateau (turning point) corresponds to
the propagating double layer that has been observed in
independent plasma expansion experiments10. The com-
monly discussed ion front, however, is actually formed by
the ion burst. In the cold-ion limit, the plateau density
shows oscillations similar to the ones described by the
cold-ion model9. The temporal evolution of the burst ve-
locity and the velocity of the turning point are shown in
figure 7a and figure 7b (red), respectively. Compared to
the smooth ion density gradient, the acceleration of the
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FIG. 6. The ion phase space (blue), the ion density (red), and the electric field (green) at three time instants t for the plasma
expansion into an ambient plasma.
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burst is significantly reduced and the velocity saturates
at vb ≈ 4 cs. The propagation velocity of the turning
point is smaller at vt ≈ 1.6cs.

For a density ratio close to unity, the electric field at
the plateau front is not strong enough to reflect the ambi-
ent ions. In this case, the plasma expansion problem re-
duces to the propagation of small density perturbations.
This situation is well understood in the framework of ion
acoustic waves38.

For a finite ion density drop, the presence of an am-
bient plasma, or a finite ion temperature, the numerical
artefact is insignificant and can be neglected.

IV. SIMULATION RESULTS: PLASMA EXPANSION

The expansion process as computed by the simulation
has some common features. A typical axial plasma den-
sity profile is depicted in form of an area plot in fig-
ure 8. The ion density is presented on a logarithmic
scale against the axial position z after a simulated time
of t = 30µs. Initially, the simulation domain is homo-
geneously filled with background plasma of the plasma
density nb (dotted line). By electron impact ionisation,
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FIG. 8. Source ions (red) mainly govern main and plateau
plasma. The ambient plasma is almost exclusively formed by
background ions (blue) from the initialisation. The profile is
a sample at t = 30µs

source ions are introduced in the source region triggering
the expansion. The total plasma density profile is sepa-
rated into two sub-profiles given as colour coded areas.
The blue area represents the background ions and the
red area represents the source ions created by electron
impact ionisation.

One can distinguish between the main, the plateau,
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and the ambient plasma, separated by the dashed (z ≈ 0)
and dash-dotted line (z ≈ 130 mm), respectively. This
separation has been reported for independent one- and
two-dimensional PIC simulations36,37, in which, however,
the plateau is less pronounced. These simulations also
predict the formation of a rarefaction wave that is prop-
agating upstream. In the present simulation, the rar-
efaction is suppressed by the plasma generation due to
electron impact ionisation. The plasma density reaches
its maximum of nm ≈ 6.4·1014 m−3 near the centre of
the source region. Its source profile can be approxi-
mated by the collisional model given by Eqn. (2). The
plateau plasma has an intermediate, approximately con-
stant density. Its intersection with the ambient plasma
features a significant plasma density gradient. The back-
ground ions show a small density increase with an ap-
proximately constant gradient near the plateau front.
Beyond z ≈ 300 mm, the density deviates from nb due to
a sheath and pre-sheath formation (λD ≈ 3 mm) in front
of the chamber wall (z = 400 mm).

Due to the much higher neutral gas pressure, electron
impact ionisation predominantly occurs in the source re-
gion. Source ions that have been ionized near the inter-
section propagate into the plateau. The resulting electric
field structure repels the background ions. In figure 8
this is illustrated by the darkened areas. The displaced
background ions accumulate near the intersection of the
plateau and ambient plasma. They form the front of the
plateau. The background ions are partially reflected by
this front and enter the ambient plasma in form of an
ion stream. Some of the background ions in the source
region (z < −50 mm) are lost at the source wall. The pro-
file of the corresponding plasma potential Φ is depicted
in figure 9. It is compared with the plasma potential
calculated from the electron density profile ne using the
Boltzmann’s relation:

eΦ = eΦm + kBTe ln

(
ne

nm

)
, (3)

where Φm is the maximum plasma potential and
Te ≈ 3.2 eV the electron temperature. The so obtained

electron temperature is in good agreement with the elec-
tron temperature obtained from the electron velocity
distribution function. Thus, the potential drop at the
plateau front is not a double layer in the strict sense39.
However, the observation of a double layer has been re-
ported for the expansion of a thermionic discharge40.

A. Ion velocity distribution function

The ion velocity distribution functions obtained by the
PIC simulation are depicted in figure 10 for three dif-
ferent time instants. The illustrations show the charac-
teristic triangular shape of the phase space in the early
phase (a) and a decelerated ion population (red circle)
at later times (b) and (c), respectively. The final struc-
ture after wave-breaking is shown in figure 10c. It shows
the separation of the plateau around z = 20 mm into
two regions of different mean velocity and ion tempera-
ture. The source side ions of the plateau are faster and
stream into the vortex. In the vortex the drift veloc-
ity is converted into thermal energy of the ions in the
chamber side region. At the plateau front, a stream of
ions is flowing into the ambient plasma with the veloc-
ity vs ≈ 2vf . The end of the stream consists of an ion
population that is even faster. It has been launched dur-
ing the wave-breaking event. This ion burst (blue ellipsis
in figure 10c) has a wide velocity spread that is tear-
ing it apart. Its maximum velocity is vb ≈ 10.5 km/s.
The additional acceleration of the burst has been recon-
structed by a simple simulation of a propagating electric
field1. The ion stream is contributing to the ambient
plasma density and explains the plasma density increase
in figure 8. Given by Boltzmann’s relation, the plasma
density increase affects the local plasma potential and
increases sightly the accelerating electric field.

For comparison, the ion and electron density profiles
are shown in figure 11 for the respective time instances.
At t = 2µs (a), the ion density shows a pronounced local
maximum at the location where the wave-breaking takes
place (z ≈ 5 mm). This maximum is entangled with the
wave-breaking process (ion collapse41,42) and predicted
by a number of models4,7,17,31,34,35 The electron density
is in equilibrium and has an exponential profile. After
the wave-breaking event (b), the peak of the ion density
becomes broader and splits into two maxima of similar
amplitude, but different velocity. The downstream peak
(zv ≈ 13 mm) corresponds to the plateau front, whereas
the upstream peak (zf ≈ 10 mm) is due to the decel-
erated ion population (red circle in figure 10b). The
electron density profile follows the ion density increase
and shows the onset of the plateau. The plateau density
becomes smaller over time and the exponential drop at
the plateau front becomes steeper (c). The two peaks
(zv ≈ 20 mm, zf ≈ 40 mm) in the ion density profile get
separated and delimit a region of approximate constant
ion density.

The temporal evolution of the ion velocity probabil-
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FIG. 10. Ion velocity distribution functions near the ion front at different simulation times (a–c).
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FIG. 11. Ion ni (blue) and electron density profiles ne (red) near the ion front at different simulation times (a–c).

ity density (IVPD), is presented in figure 12. The graph
displays an isosurface in position z, time t, and veloc-
ity vz of the ion velocity probability density fv. The
isovalue of the surface is a fraction of the maximum
value fviso

= 10−3fvmax
. Thereby, the majority of the

populated phase space enclosed by the surface. In order
to provide information of the inner distribution, the caps
of the graph, i.e. the front and left hand sides of the
graph, are colour coded in shades of red according to the
respective ion velocity probability density. The isosurface
itself is colour coded according to the velocity. The ori-
gin is defined by the intersection of source and expansion
region (z = 0), the time the source is turned on (t = 0),
and the average velocity of the initial ions (v = 0).

The illustration shows, how the ions propagate into the
expansion region. The expansion profile can be separated
into three populations/regions. They are well separated
by the colour tone of the surface. The ambient and source
ions without drift are covered in blue, a broad ion stream
forming the plateau in green and the fast ion stream and
ion burst in orange and red, respectively. The source
ions have a small velocity as they are generated out of
the neutral gas population at room temperature with a
drift velocity of vn = 0 in the default setup. The peaked
plasma potential profile in the source region creates an
accelerating electric field for ions pushing them out of
the source centre. Thus, the ion velocity is increasing
towards the edges of the source (z = 0 mm). The plateau
forms at the edge of the ionisation region and propagates
with a constant average velocity ranging from z ≈ 0 mm

at t ≈ 0µs to z ≈ 130 mm at t = 30µs. The average
propagation velocity is vf ≈ 4.4 km/s. The propagation
can easily be traced either by following the sharp edge
of the front itself or by the local minimum of the drift
velocity. The minimum is located just behind the front
as indicated by the blue dotted line. The plateau front
features a narrow area of strong acceleration of the am-
bient ions. They are reflected by the plateau front (blue
dashed line) and form an energetic ion stream marked by
the solid blue ellipsis. The velocity gain is approximately
twice the front velocity. In the early phase (t < 0.3µs),
the ion acceleration is higher due to a sharper plasma
density gradient. This results in a burst of even faster
ions marked by the blue dash-dotted ellipsis. The veloc-
ity spread in the ion burst tears it apart and results in
a flattening in phase space. Consequently, the burst is
much more pronounced in the early phase. Over time, it
becomes less distinguishable from the ion stream.

Downstream of the vortex, the ion temperature is in-
creased. Probable candidates for the heating mechanism
are plasma drift instabilities43. In result, the ion velocity
distribution offers an easy way to locate the vortex. The
red dashed line marks the position of the ion tempera-
ture increase. This position is also entangled with a local
maximum of the ion drift velocity and can be tracked
in time as shown by the red dotted line. The ions that
are decelerated in the vortex remain at a positive drift
velocity. They form a second ion population marked by
the red ellipsis. This is in good agreement with the nu-
merical solutions of a Vlasov-Poisson model9. The
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electron velocity distribution function is featureless apart
from the trivial change of the temperature along z due
to the potential drops.

B. Comparison with the experiment

Although the simulation is tailored to the experimental
situation, numerical issues prevent a quantitative match
of the plasma parameters, in particular the electron den-
sity. Nevertheless, the temporal evolution of the parame-
ter profiles show a qualitatively good agreement with the
experimental data1. One very important feature of the
experimental data is the strong discrepancy of the mea-
sured ion and electron saturation currents near the front.
Assuming the measured probe currents are proportional
to the particle densities, their discrepancy should gener-
ate an enormous electric field. Since no evidence of such
a strong electric field has been found, the discrepancy is
presumably generated by non-thermal electrons and ions.
From the data generated by the PIC simulation, a virtual
diagnostic tool can calculate the net current to a virtual
Langmuir probe with arbitrary biasing. A comparison
of the saturation current profiles with the respective den-
sity profiles is depicted in figure 13.

For a better comparability of the two saturation cur-
rents and the particle densities, the profiles have been
normalised. The densities of ions and electrons are
almost identical apart from the structural differences
pointed out in A (c.f. Fig 11). The electron current
follows the electron density quite well. The small de-
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FIG. 13. Ion and electron currents in comparison to the nor-
malised ion and electron density profiles using virtual diag-
nostics for t = 20µs.
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viations are mainly related to the electron temperature
profile.

In case of the ions, the current and density profiles
show significant discrepancies. Its slope in the transition
to the plateau is much more shallow than the slope of
the density profiles. In the transition to the plateau the
discrepancy grows until the ion current profile reaches a
small local maximum close to the front. The maximum is
related to the turning point discussed in section III. The
current drawn in the ion saturation regime is influenced
by the sonic and supersonic drifts of the ion populations
in the plateau and stream, respectively. The drift en-
hances the ion current to the probe. This will lead to
an overestimation of the plasma density if Langmuir’s
probe theory is applied. A similar discrepancy has been
observed in the experimental data1 depicted in figure 14.

The plot shows the measured ion and electron cur-
rent profiles during the plasma expansion. Both
profiles are normalised to their respective maxima
(z = −75 mm). The ion current profile has a local max-
imum (z = 70 mm). Although this maximum is much
more pronounced, both profiles are qualitatively in good
agreement with the PIC simulation. This indicates that
the simulation includes all relevant mechanisms that have
a notable impact on the observed plasma expansion. The
local ion current increase is predominantly related to a
change of the plasma potential. Nevertheless, the simu-
lation shows that ion density does form a localised maxi-
mum near the front. This is in good agreement with ob-
servations in laser plasma expansion experiments44. The
inversion of the ion current beyond the front could not be
reproduced, which is presumably due to the much higher
background density in the simulation.

V. SUMMARY AND CONCLUSION

This paper has presented a study on expanding plasma.
The expansion of plasma is characterised by a sharp
density gradient associated with strong electric fields
as given by the Boltzmann relation. The electric
field accelerates the ions in the direction of the ex-
pansion (downstream) and a propagating ion front is
formed. Such propagating fronts have been found to
play a key role in the generation of non-thermal particle
populations45,46. They have have been observed in vari-
ous plasma discharges, e.g. thermionic10, laser15,16,47–49,
arc plasmas13,50, and rf-discharges1. The determination
of the propagation velocity of ion fronts is ambiguous.
There are different types of ion fronts that can form. In
particular, one has to distinguish between the expansion
into vacuum and into ambient plasma. The influence of
the ambient plasma on the plasma expansion and the
ion front formation has been studied using a versatile
particle-in-cell (PIC) simulation tailored to the setup of
an rf plasma expansion experiment1. This offers the pos-
sibility to directly compare the experimental data with
the simulation and to get a deeper understanding of the

particle kinetics.

The plasma expansion into vacuum has been subject
of a large number of analytical and numerical models
and particle simulations2–7,17,22,31,34,35,41. The typical
initial conditions are a semi-infinite ion density profile
and Maxwellian electrons. Investigations using a La-
grangeian model have revealed that the expansion of
plasma into vacuum features the generation of a slow
and a fast propagating ion density peak resulting from
a wave-breaking event34. The wave-breaking mechanism
and the resulting formation of the two ion density peaks
have been confirmed with the presented PIC simulation.
The simulation shows that the wave-breaking event is an
inevitable consequence of the negative electric field gra-
dient affecting the downstream ions. However, after the
wave-breaking event has occurred, the fast ion peak even-
tually dominates the local ion density and determines the
location of the electric field maximum. Consequently, the
expanding ions experience a positive electric field gra-
dient leading to a continuous thinning of their density.
The plasma expansion into vacuum asymptotically ap-
proaches the well-known self-similar solution3 in which
the velocity of the ion front, i.e. the fast ion peak, indefi-
nitely increases. The simulation shows this behaviour, in
good agreement with a hydrodynamic description of the
expansion5,31.

In contrast to the vacuum expansion, the plasma ex-
pansion into an ambient plasma features the formation
of a stable plateau in the wake of the slow ion peak
and a saturation of the ion peak velocities. The plateau
is clearly observed in the PIC simulation and qualita-
tively in good agreement with the results form inde-
pendent investigations using a Vlasov-Poisson model9.
It is also observed in the collisionless plasma expansion
experiment1, where it can be identified indirectly by com-
paring the experimental results with virtual diagnostics
of the PIC simulation.

The plateau is a region of approximately constant den-
sity that intersects with the main plasma by forming a
vortex in ion phase space. The vortex limits the prop-
agation velocity of the expanding ions coming from the
source. This results in the constant ion drift velocity
throughout the plateau. The ion drift causes two-stream
instabilities43. In the PIC-simulation runs with cold ions
(Ti = 0), these instabilities become apparent as macro-
scopic ion density perturbations. They can be qualita-
tively described by a cold-ion model9. For warm ions
Ti > 0 the instabilities lead to an ion temperature in-
crease in the plateau, which is clearly observed as a
broadening of the ion velocity distribution function. The
ion density profile of the plateau is more homogeneous
and matches the solution of a simplified quasi-neutral
cold-ion model8,9. For larger ratios between the main and
the ambient plasma density, the vortex is propagating
downstream, and the plateau becomes less pronounced.
The expansion of a semi-infinite plasma into an ambient
plasma with high density ratios (nm/na = 100) has been
investigated independently using a different PIC simula-
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tion with periodic boundaries36. The shortening of the
plateau and the transition to the vacuum case is found
in both PIC simulations. A rarefaction-wave is not ob-
served if the source module in our simulation is prevent-
ing its propagation. The agreement of the relative front
velocities in both simulation approaches indicates that
the rarefaction-wave is an independent mechanism. In
analytical models7 this is reflected in the constant elec-
tron density and ion drift velocity at the origin.

The intersection between the plateau and the ambi-
ent plasma is given by a sharp density drop, the plateau
front. The plateau front evolves from the slow ion peak
and propagates with a velocity approximately equal to
the plateau drift velocity. The sharp density gradient is
accompanied by a strong plasma potential gradient and
resembles a propagating current-free double layer as ob-
served in pulsed thermionic discharges40. However, the
present PIC simulation shows that the plasma expan-
sion mechanism requires the ion front neither to be a
double layer nor current-free. The presence of a sec-
ond hot electron population can amplify the potential
drop at the front, and hence it can trigger a double layer
formation51. Evidence for such a hot electron popula-
tion has been found in the collisionless plasma expansion
experiments1, but the limitations of the diagnostic did
not allow for a characterisation of the observed potential
gradient. With respect to the plasma expansion mech-
anism, the PIC simulation provides no evidence for a
direct influence of the current-free character.

The propagating electric field structure that is associ-
ated with the plateau front is accelerating the ambient
ions while it passes through. The ions that are reflected
form a narrow ion stream with stream velocities up to
twice as high as the propagation velocity of the front,
similar to the Fermi acceleration mechanism45. The ion
stream is tipped by the ion burst resembling the fast ion
peak, i.e. the ion front in the vacuum expansion. The ion
burst density is gradually decreasing due to its velocity
spread and eventually becomes negligible compared to
the ambient plasma density. The electric field at the ion
burst vanishes resulting in a saturation of the ion burst
velocity. The maximum velocity of the ion burst can be
much higher than the ion stream velocity as it is deter-
mined by the maximum potential gradient. This quali-
tatively confirms observations that have been made with
an independent PIC simulations36, however, with differ-
ent saturation values for the burst velocity. The much
sharper potential gradient in that semi-infinite PIC sim-
ulation is presumably the reason for the 60% velocity in-
crease compared to the present results. The collisionless
plasma expansion experiment provides evidence for the
existence of the ion stream in the form of a propagating
front1. The ion energy analyser in the experiment has
clearly shown two different drift velocities downstream
and upstream of the plateau front. The respective drift
velocities match with the expected values for the ion
front and ion stream velocity within a relative error of
only 10%. The comparison of the front and stream ve-

locities with the results from a Vlasov-Poisson model9

shows that both approaches agree quantitatively within
a deviation of much less than 10%.

The generally good agreement with both, the expan-
sion experiments and the results form numerical models
and simulations, validates the physical relevance of the
present simulation with respect to important plasma ex-
pansion mechanisms. Based on this work, an extensive
parameter study will be carried out in part II of this
series.
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