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ABSTRACT: The chemical locking of the central single bond in core
chromophores of green fluorescent proteins (GFPs) influences their
excited-state behavior in a distinct manner. Experimentally, it
significantly enhances the fluorescence quantum yield of GFP
chromophores with an ortho-hydroxyl group, while it has almost no
effect on the photophysics of GFP chromophores with a para-hydroxyl
group. To unravel the underlying physical reasons for this different
behavior, we report static electronic structure calculations and
nonadiabatic dynamics simulations on excited-state intramolecular
proton transfer, cis−trans isomerization, and excited-state deactivation
in a locked ortho-substituted GFP model chromophore (o-LHBI). On
the basis of our previous and present results, we find that the S1 keto
species is responsible for the fluorescence emission of the unlocked o-
HBI and the locked o-LHBI species. Chemical locking does not change
the parts of the S1 and S0 potential energy surfaces relevant to enol−keto tautomerization; hence, in both chromophores, there is
an ultrafast excited-state intramolecular proton transfer that takes only 35 fs on average. However, the locking effectively hinders
the S1 keto species from approaching the keto S1/S0 conical intersections so that most of trajectories are trapped in the S1 keto
region for the entire 2 ps simulation time. Therefore, the fluorescence quantum yield of o-LHBI is enhanced compared with that
of unlocked o-HBI, in which the S1 excited-state decay is efficient and ultrafast. In the case of the para-substituted GFP model
chromophores p-HBI and p-LHBI, chemical locking hardly affects their efficient excited-state deactivation via cis−trans
isomerization; thus, the fluorescence quantum yields in these chromophores remain very low. The insights gained from the
present work may help to guide the design of new GFP chromophores with improved fluorescence emission and brightness.

■ INTRODUCTION

Green fluorescent proteins (GFPs) have received a great deal of
attention due to their ubiquitous application in molecular
biology.1−7 Their high fluorescence quantum yields make them
powerful tools in bioimaging technology. Due to their
importance in real applications, a broad range of GFP variants
has been developed in the past decades, but their brightness
and stability are still not optimal.8,9 To improve their overall
performance, numerous experimental and theoretical studies
have in the past decades been employed to investigate the
working mechanism of both the natural GFPs and chemically
synthesized GFP core chromophores.10−29

Natural GFP core chromophores with a para-hydroxyl group
such as 4-(4-hydroxybenzylidene)-1,2-dimethyl-1H-imidazol-
5(4H)-one (p-HBDI) are not emissive in solution, neither in
their neutral nor in their anionic form. This nonemissive
character can mostly be attributed to an ultrafast nonadiabatic
decay induced by rotation around the exocyclic CC double
bond that leads to cis−trans isomerization. This viewpoint has
been confirmed by many experimental and theoretical studies
including nonadiabatic dynamical simulations.30−36 Recently,

GFP core chromophores with an ortho-hydroxyl group have
come into the focus of experimental research, for example 4-(2-
hydroxybenzylidene)-1,2-dimethyl-1H-imidazol-5(4H)-one (o-
HBDI).37−40 This ortho-substitution allows the formation of an
intramolecular hydrogen bond as part of a seven-membered
ring, which causes a qualitatively different excited-state
behavior. Hsieh et al. studied the photophysics and photo-
chemistry of o-HBDI and its analogues using various ultrafast
spectroscopic techniques.39 They observed an ultrafast excited-
state intramolecular proton transfer from the hydroxyl to the
imidazole group, in less than 25 fs, and a very low cis−trans
photoisomerization quantum yield of ca. 5%. This is totally
different from the excited-state behavior of the natural GFP
core chromophore, in which there is no excited-state
intramolecular proton transfer and the cis−trans quantum
yield approaches 50%. Furthermore, the quantum yield of the
fluorescence emission in o-HBDI was found to be rather low,
ca. 3.3 × 10−3 in toluene.39 This intriguing excited-state
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dynamics was explained with the use of high-level static
electronic structure calculations and nonadiabatic dynamics
simulations on 4-(2-hydroxybenzylidene)-1H-imidazol-5(4H)-
one (o-HBI).41 According to this theoretical study, the S1 state
of o-HBI is of charge-transfer character, which facilitates the
excited-state proton transfer, and the low cis−trans quantum
yield is due to the fact that the S1/S0 conical intersection
responsible for the S1 excited-state deactivation is close to the
cis region; this scenario was verified by nonadiabatic dynamics
simulations.41 In view of these experimental and computational
results, one can conclude that o-HBDI and its variants are not
able to serve as GFP core chromophores due to the ultralow
quantum yield of fluorescence emission.
However, simple chemical tailoring can remarkably enhance

the fluorescence emission of o-HBDI. Motivated by the
concept that structural rigidity may help to increase the
quantum yield of fluorescence emission, Hsu et al. recently
synthesized the structurally locked para- and ortho-hydroxyl
GFP core chromophores, p-LHBDI and o-LHBDI (Figure 1),

in which rotation around the C3−C4 bond is not possible.40 An
especially interesting experimental finding is that the locking
causes a distinctly different excited-state behavior in p-LHBDI
and o-LHBDI. It significantly enhances the quantum yield of
fluorescence emission of the ortho-hydroxyl GFP chromo-
phores, e.g. 3.3 × 10−3 for o-HBDI versus 0.18 for o-LHBDI.
By contrast, it makes no difference to the quantum yield of
fluorescence emission of the para-hydroxyl GFP chromophores,
ca. 10−4 of p-HBDI versus 1.2 × 10−4 of p-LHBDI.40

Undoubtedly, a thorough understanding of the effects of
chemical tailoring on the excited-state dynamics of GFP core
chromophores is important not only for enriching our
knowledge on GFP but also for guiding the design of new
GFP chromophores with improved performance and bright-
ness.
In this article, we employ a series of high-level electronic

structure methods (DFT, CASSCF, and MS-CASPT2) to map
the S1 and S0 potential energy profiles of a truncated o-LHBDI
model (o-LHBI, without the two methyl groups) that are
relevant to the intramolecular proton/hydrogen transfers, the
excited-state deactivation paths, and the cis−trans isomer-
izations. Thereafter, we perform semiempirical OM2/MRCI
nonadiabatic dynamics simulations of the S1 photodynamics.
On the basis of the previous and present results, we discuss the
factors enhancing the quantum yield of fluorescence emission
of o-LHBDI, and we rationalize why the chemical tailoring does

not change the photophysics of p-LHBDI compared with
unlocked p-HBDI.

■ COMPUTATIONAL METHODS
Ab Initio Calculations. Ground-state conformers of o-

LHBI were first optimized using density functional theory
(DFT)42 with the B3LYP exchange-correlation functional.43−46

Minima, conical intersections, minimum-energy potential
energy profiles, and nudged elastic band (NEB) paths were
optimized using the state-averaged complete active space self-
consistent field (CASSCF) method with equal state weights. In
the CASSCF(10,8) computations, the active space consisted of
10 electrons in 8 orbitals, which included eight π electrons in
seven π and π* orbitals and two lone-pair electrons in one n
orbital (see Supporting Information, Figure S1). This active
space provides a good balance between accuracy and efficiency
in CASSCF excited-state geometry optimizations of medium-
size molecules.47,48

Since the CASSCF method does not adequately capture
dynamic correlation, the multistate complete active space
second-order perturbation approach (MS-CASPT2)49,50 was
utilized to re-evaluate the energies of all optimized structures,
minimum-energy potential energy profiles, and NEB paths. In
the MS-CASPT2 computations, the Cholesky decomposition
technique with unbiased auxiliary basis sets was used for
accurate two-electron integral evaluation;51 the ionization
potential-electron affinity (IPEA) shift was not applied,52

whereas the imaginary shift technique (0.2 au) was employed
to avoid intruder-state issues.53

Vertical excitation energies at Franck−Condon points were
calculated using the MS-CASPT2 method and the time-
dependent DFT (TD-DFT) method at the TD-CAM-B3LYP
level.54,55 The 6-31G* basis set was employed throughout.56,57

DFT and TD-DFT computations as well as CASSCF
optimizations of minima and conical intersections were carried
out using GAUSSIAN09;42,54,58 SA-CASSCF calculations of
minimum-energy potential energy profiles and MS-CASPT2
computations were performed using MOLCAS8.0;59,60 SA-
CASSCF computations of NEB paths were done with
MOLPRO2010.61

Semiempirical Calculations. All semiempirical calcula-
tions were performed using the OM2/MRCI method (OM2:
orthogonalization model 2; MRCI multireference configuration
interaction) as implemented in the MNDO99 code.62−65

During geometry optimizations and dynamics simulations, all
required energies, gradients, and nonadiabatic coupling
elements were computed analytically. Minimum-energy conical
intersections were optimized using the Lagrange-Newton
approach.66,67

In the OM2/MRCI calculations, the restricted open-shell
Hartree−Fock formalism was applied in the self-consistent field
(SCF) treatment. The active space in the MRCI calculations
included 14 electrons in 13 orbitals (see Supporting
Information, Figure S2). In terms of the SCF configuration, it
comprised the six highest doubly occupied orbitals, the two
singly occupied orbitals, and the five lowest unoccupied
orbitals. For the MRCI treatment, three configuration state
functions were chosen as references, namely the SCF
configuration and the two closed-shell configurations derived
therefrom (i.e., all singlet configurations that can be generated
from HOMO and LUMO of the closed-shell ground state).
The MRCI wave function was built by allowing all single and
double excitations from these three references.

Figure 1. GFP core chromophores with para- and ortho-hydroxyl
groups studied experimentally and measured quantum yields of
fluorescence emission (in parentheses).
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Nonadiabatic Dynamics Simulations. The excited-state
nonadiabatic dynamics were studied by performing 2 ps OM2/
MRCI trajectory surface-hopping simulations.68−80 The initial
atomic coordinates and velocities for the S1 photodynamics
simulations were randomly selected from a 5 ps NVT ground-
state trajectory (T = 300 K, velocity-rescaling thermostat). A
total of 275 snapshots were chosen from a larger randomly
selected set on the basis of the computed S0-S1 transition
probabilities. Starting from these snapshots, surface-hopping
trajectories (NVE) were run for the S1 photodynamics, with all
relevant energies, gradients, and nonadiabatic coupling vectors
being computed on-the-fly as needed, as described previously.70

For points with an S0-S1 energy gap of less than 10 kcal/mol,
the fewest-switches criterion was applied to decide whether to
hop. The time step was chosen to be 0.1 fs for the nuclear
motion and 0.0005 fs for the electronic propagation. The
unitary propagator evaluated at midpoint was used to propagate
the electronic motion. The translational and rotational motions
were removed in each step. A standard empirical decoherence
correction (0.1 au) was applied.81 The final evaluations were
done for the 261 trajectories that finished successfully in the S1
photodynamics runs and that satisfied our energy continuity
criterion (no change greater than 30 kcal/mol between any two
consecutive MD steps). Further technical details are given in
previous publications.41,82−86

■ RESULTS AND DISCUSSION

Minima in the S0 and S1 States. In the S0 state, o-LHBI
can be present as an enol tautomer (S0-ENOL) or as a keto
tautomer (S0-KETO). The corresponding CASSCF-optimized
equilibrium structures are shown in Figure 2. They are planar
(Cs symmetry). The intramolecular N1···H7−O6 or N1−H7···
O6 hydrogen bonds and the locking by the two bridging carbon
atoms both favor planarity.
Structurally, the central C2−C3 and C3−C4 bond lengths of

S0-ENOL are computed to be 1.354 and 1.482 Å, respectively,
indicating typical double- and single-bond character. When the
H7 atom is transferred from the O6 to the N1 atom, the C2−

C3 [C3−C4] bond length increases [decreases] to 1.399
[1.400] Å in S0-KETO. The most significant structural change
in the ground-state enol−keto tautomerization process is the
marked shortening of the C5−O6 bond length, from 1.334 Å in
S0-ENOL to 1.245 Å in S0-KETO. Energetically, S0-KETO is
12.0 kcal/mol higher than S0-ENOL at the MS-CASPT2 level.
In the S1 state, the enol (S1-ENOL) and keto (S1-KETO)

minima are structurally very different from their S0 counter-
parts. Compared with S0-ENOL, the C2−C3 bond is elongated
by 0.041 Å and the C3−C4 bond is shortened by 0.081 Å in S1-
ENOL. The C5−O6 bond also becomes shorter, from 1.334 Å
in S0-ENOL to 1.299 Å in S1-ENOL. Moreover, the O6−H7···
N1 hydrogen-bonding is clearly enhanced in the S1 state, as
indicated by the H7···N1 distances of 1.804 Å in S0-ENOL and
1.665 Å in S1-ENOL. By contrast, when going from the S0-
KETO to the S1-KETO minimum, the C2−C3 [C3−C4] bond
length decreases [increases] by 0.035 [0.081] Å, while the C5−
O6 bond length remains nearly unchanged, 1.245 Å versus
1.235 Å. At the MS-CASPT2 level, S1-KETO is computed to
be 4.7 kcal/mol lower in energy than S1-ENOL (see Table 1).

We note that S0-KETO and S1-ENOL minima could not be
located at the OM2/MRCI level because the corresponding
tautomerizations are computed to be barrierless (see below). At
the CASSCF level, S0-KETO and S1-ENOL are very shallow
minima which disappear in single-point MS-CASPT2//
CASSCF calculations (see below).

Local Spectroscopic Properties. Local spectroscopic
properties are crucial for understanding the photodynamics of
o-LHBI. Table 2 compiles the computed vertical excitation
energies to the lowest excited singlet state at the enol Franck−
Condon point (S0-ENOL) and the vertical emission energies
to the ground state at the S1 keto minimum (S1-KETO). The
calculated gas-phase excitation energies from OM2/MRCI and
MS-CASPT2 are close to each other, 81.7 versus 82.1 kcal/mol,

Figure 2. Optimized enol and keto minimum-energy structures in the
S1 and S0 states. Also shown are selected bond lengths (in Å)
optimized at the CASSCF(10,8) level. The chosen atom numbering
scheme is indicated in the case of S0-ENOL. See the Supporting
Information for the OM2/MRCI geometrical parameters of these
minima.

Table 1. Relative Energies (kcal/mol) of Critical Structures
at Different Computational Levels (OM2/MRCI, CASSCF,
and MS-CASPT2//CASSCF)c

structure OM2/MRCI CASSCF MS-CASPT2//CASSCFa

S0-ENOL 0.0 0.0 0.0
S0-KETO 23.0 12.0
S1-ENOL 92.3 70.0
S1-KETO 63.2 86.9 65.3
S0S1-ENOL-1b 49.5/49.5 71.0/70.9 63.5/52.1
S0S1-ENOL-2b 49.5/49.5 71.1/70.8 63.7/52.1
S0S1-KETO-1b 75.6/75.6 91.6/88.6 74.8/68.9
S0S1-KETO-2b 73.6/73.6 95.3/92.2 77.9/66.7

aCASSCF optimized structures. bSingle-point energies for the two
states (S1/S0).

cSee the Supporting Information for more detailed data.

Table 2. Vertical Excitation Energies at the Enol Franck−
Condon Point (First Row) and Vertical Emission Energies at
the Keto Franck−Condon Point (Second Row) of o-LHBI
Computed at the MS-CASPT2//CASSCF and OM2/MRCI
Levels (in kcal/mol)

MS-CASPT2 OM2/MRCI expa

absorption 82.1 81.7 73.5
emission 42.4 45.8 48.9

aO-LHBDI in toluene.
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and somewhat higher than the experimental value of 73.5 kcal/
mol measured in toluene solution (o-LHBDI).40 The
computed gas-phase emission energies from OM2/MRCI and
MS-CASPT2 (45.8 and 42.4 kcal/mol) agree reasonably well
with each other and with the experimental value (48.9 kcal/
mol). The OM2/MRCI method thus provides realistic excited-
state energies, which is a prerequisite for using it to simulate the
S1 photodynamics of o-LHBI.
Wave function analysis at the enol Franck−Condon point

S0-ENOL shows that the S1 electronic state is primarily
composed of the HOMO → LUMO electronic configuration
(see top panel of Figure 3). Evidently, the highest occupied
molecular orbital (HOMO) and the lowest unoccupied
molecular orbital (LUMO) have bonding and antibonding
character between the C2 and C3 atoms, respectively. This
character does not change when recomputing these orbitals at
the S1 keto minimum S1-KETO (see the bottom panel of
Figure 3).
Enol−Keto Tautomerization. Relaxed minimum-energy

reaction paths show that the S1 enol−keto tautomerization in o-
LHBI is essentially barrierless (Figure 4). At the MS-
CASPT2//CASSCF level, the S1 potential energy gradually
decreases with decreasing N1−H7 distance (from S1-ENOL to
S1-KETO). Qualitatively similar S1 energy profiles are
computed with CASSCF and OM2/MRCI (Figure 4). Single-
point calculations along the relaxed S1 paths yield unrelaxed S0
energy profiles that rise when going from the enol to the keto

species, confirming that the enol−keto tautomerization is
unfavorable in the ground state. There is no S1/S0 crossing
during tautomerization (Figure 4). Relaxed minimum-energy
reaction paths for the S0 enol−keto tautomerization are
presented in the Supporting Information (Figures S4 and
S5); again OM2/MRCI and CASSCF give similar energy
profiles. Both at the OM2/MRCI and MS-CASPT2//CASSCF
levels, the S1 excited-state proton transfer and the S0 ground-
state hydrogen transfer are barrierless processes. At the
CASSCF level, there is a small S1 barrier of 1.9 kcal/mol,
which is expected to be of limited relevance for the excited-state
dynamics because the S1 energy at the Franck−Condon point is
large enough to easily overcome this barrier.

Conical Intersections. Two kinds of S1/S0 minimum-
energy conical intersections are optimized at both CASSCF and
OM2/MRCI levels, which are labeled as S0S1-ENOL-1, S0S1-
ENOL-2, S0S1-KETO-1, and S0S1-KETO-2 (see Figure 5 for
their CASSCF optimized structures). The two enol-type conical
intersections have the same energy (see Table 1) and
equivalent structures that differ qualitatively only in the sense
of rotation around the C2−C3 bond between the imidazole
ring and the five-membered ring (see Figure 5). In both cases,
the imidazole ring is almost perpendicular to the five-
membered ring (C4C3C2N1 dihedral angle: 98.7° for S0S1-
ENOL-1 and −98.1° for S0S1-ENOL-2), whereas the
C5C4C3C2 moiety is essentially planar (C5C4C3C2 dihedral
angle: −1.4° for S0S1-ENOL-1 and 1.1° for S0S1-ENOL-2);

Figure 3. CASSCF computed molecular orbitals (MOs) involved in the electronic transition between the two lowest singlet states: (top) S0 → S1
excitation at the enol Franck−Condon point S0-ENOL; (bottom) S1 → S0 de-excitation at the keto Franck−Condon point S1-KETO. HOMO and
LUMO denote the highest occupied and lowest unoccupied MO in the S0 state, respectively.

Figure 4. Relaxed minimum-energy energy profiles for intramolecular proton transfer in the S1 state of o-LHBI computed with OM2/MRCI (left),
CASSCF (middle), and MS-CASPT2//CASSCF (right). Also shown are the unrelaxed ground-state energy profiles obtained from corresponding S0
single-point calculations.
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the central C2−C3 bond is significantly longer than in the enol
S1 minimum (e.g., 1.442 Å of S0S1-ENOL-1 versus 1.395 Å of
S1-ENOL). At the MS-CASPT2 level, S0S1-ENOL-1 and
S0S1-ENOL-2 are computed to be 12.2 kcal/mol (averaged
between the S1 and S0 values) below the enol S1 minimum (S1-
ENOL) and 24.3 kcal/mol below the S1 energy at the enol
Franck−Condon point (S0-ENOL). The computed S1
minimum-energy reaction paths with respect to the
C4C3C2N1 dihedral angle show that the deactivation from

S1-ENOL to S0S1-ENOL-1 is energetically allowed (Figure 6).
It is barrierless in the S1 state at the OM2/MRCI level, while
there are small barriers of ca. 5 and 3 kcal/mol at the CASSCF
and MS-CASPT2//CASSCF levels; however, the deactivation
remains efficient also in the latter two cases because the S1
energies along the path are always below the S1 energy at the
Franck−Condon point (82 kcal/mol at the MS-CASPT2 level).
Finally, we note that the S1 and S0 energy profiles computed
with OM2/MRCI and CASSCF are similar in shape; in terms
of the actual values, the OM2/MRCI energies are closer to the
more accurate MS-CASPT2//CASSCF values (Figure 6).
The two keto-type conical intersections are also almost

isoenergetic (see Table 1) and have structures that mainly differ
in the sense of rotation around the C3−C4 bond in the five-
membered ring (see Figure 5). These structures are
qualitatively different from their enol-type counterparts. The
local environment of the C2−C3 bond remains almost planar
in S0S1-KETO-1 and S0S1-KETO-2: the C4C3C2N1 dihedral
angle is close to its value in the keto S1 minimum S1-KETO
(C4C3C2N1: −0.6° for S0S1-KETO-1 and −3.5° for S0S1-
KETO-2). The twist around the neighboring C3−C4 bond is
restrained by the bridging carbon atoms; therefore, the
C5C4C3C2 dihedral angle reaches only values of about 40°
in S0S1-KETO-1 and S0S1-KETO-2 (see bottom panel of
Figure 5). The deactivation paths computed with CASSCF and
OM2/MRCI indicate that the lowest keto S1/S0 conical
intersection S0S1-KETO-1 is accessible structurally (Figure
7) and also energetically (since all points lie below the S1
energy at the enol Franck−Condon point). However, in both
cases as well as at the MS-CASPT2//CASSCF level, the
deactivation paths are uphill, with S0S1-KETO-1 being higher
in energy than S1-KETO (MS-CASPT2//CASSCF: 71.9
(averaged between the S1 and S0 values) versus 65.3 kcal/
mol; OM2/MRCI: 75.6 versus 63.2 kcal/mol). Therefore,
excited-state deactivation via the keto-type S1/S0 conical
intersections is expected to be inefficient. This qualitatively
rationalizes why the quantum yield of fluorescence emission of
the bridged GFP chromophore is enhanced almost 60-fold
compared with that of the unbridged o-HBI. The inhibition of
the excited-state deactivation channel via keto-type S1/S0
conical intersections makes the bridged GFP chromophore a
potential fluorescence marker.
To further explore the time-dependent excited-state proper-

ties such as the S1 lifetime, the deactivation processes, and the
interplay of competitive excited-state channels, we carried out
nonadiabatic surface-hopping dynamics simulations (275

Figure 5. Optimized structures of four S1/S0 minimum-energy conical
intersections. Also shown are selected bond lengths (in Å) and
dihedral angles (in degree) optimized at the CASSCF(10,8) level. See
the Supporting Information for the corresponding OM2/MRCI
geometries.

Figure 6. OM2/MRCI (left) and CASSCF (middle) computed minimum-energy deactivation paths connecting the S1 enol minimum and the enol
S1/S0 minimum-energy conical intersection (S0S1-ENOL-1) and corresponding MS-CASPT2//CASSCF energy profiles (right). See the text for
discussion.
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trajectories). They were performed using the semiempirical
OM2/MRCI method, which was chosen because of its speed
and its reliable performance in the static electronic structure
calculations on the S0 and S1 potential energy surfaces of o-
LHBI (in comparison with CASSCF and MS-CASPT2, vide
supra).
Excited-State Proton Transfer. In 217 of 261 successful

trajectories, there is an excited-state intramolecular proton
transfer (ESIPT) (see Table 3). This process is ultrafast and

finished within 100 fs in nearly all trajectories (mostly within
one vibrational period of ca. 50 fs; see the left panel of Figure
8). The top panel in Figure 9 (a, b) shows a typical trajectory.
After excitation to the S1 state in the Franck−Condon region,
the N1−H7 distance quickly decreases and a covalent N1−H7
bond is formed within about 30 fs. During this ESIPT process,
the system remains in the planar conformation: the two central
C4C3C2N1 and C5C4C3C2 dihedral angles vary only slightly,
remaining typically within 20° of the planar conformation (see
panel b in Figure 9). This kind of ultrafast ESIPT dynamics has
been observed in many molecules with intramolecular hydro-
gen bonds.36,87−95 In the case of the typical trajectory that stays
in the S1 state for 2 ps (see top panel in Figure 9), the S1−S0

energy gap remains large during the entire simulation so that
there is no hop (see Figure S7 in the Supporting Information).
The chemical locking of the rotation around the C4−C3

bond does not change the ESIPT dynamics. In our previous
nonadiabatic dynamics simulations on the unlocked ortho-
substituted GFP chromophore,41 the ESIPT process was also
found to be ultrafast (tens of fs), and the central dihedral angles
remained close to planarity. Thus, o-LHBI and o-HBI have
similar ESIPT dynamics, which is essentially unaffected by the
locking.

Excited-State Deactivation. However, the locking qual-
itatively changes the excited-state decay dynamics of o-LHBI
compared with that of the unlocked o-HBI chromophore. First,
in o-HBI, 90% of the trajectories are back in the S0 state at the
end of the 2 ps simulation;41 by contrast, in o-LHBI, only 17%
of the trajectories decay to the S0 state within 2 ps, while 83%
of the trajectories still stay around the keto S1 minimum at the
end of the simulation. This is qualitatively compatible with the
experiments available: in toluene, the fluorescence quantum
yield of the o-LHBDI derivative (dimethyl-substituted o-LHBI)
is 0.18, which is about 60 times higher than that of o-HBDI.
Second, in o-HBI, the trajectories return to the ground state

mainly via the keto S1/S0 conical intersections in the cis region,
while, in o-LHBI, this deactivation happens exclusively through
the enol S1/S0 conical intersections. Figure 10 shows the
distribution of selected distances and dihedral angles at all S1 →
S0 hopping points in our dynamics simulations. As can be seen
from the distribution of the N1−H7 and O6−H7 distances,
almost all S1 → S0 hops occur in the enol region: the H7 atom
is bonded to the O6 atom at all hopping points, and hence

Figure 7. OM2/MRCI (left) and CASSCF (middle) computed minimum-energy deactivation paths connecting the S1 keto minimum and the keto
S1/S0 minimum-energy conical intersection (S0S1-KETO-1) and corresponding MS-CASPT2//CASSCF energy profiles (right). See the text for
discussion.

Table 3. Final State of All Successful Trajectories at the End
of 2 ps Simulation Time

S1 S0

total enol keto enol keto

261 0 215 44 2

Figure 8. Time distributions of (a) the excited-state intramolecular proton transfer and (b) the S1 → S0 hopping events. See the text for discussion.
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there has been no prior excited-state intramolecular proton
transfer. This is consistent with the computed excited-state
topology. As discussed above, the enol S1/S0 conical
intersection is low in energy (lying below the enol S1
minimum, by 12.2 kcal/mol at the MS-CASPT2//CASSCF
level), and the deactivation path from the enol S1 minimum to
the enol S1/S0 conical intersection is barrierless (Figure 6). By
contrast, the keto S1/S0 conical intersection lies 6.6 kcal/mol
above the keto S1 minimum (MS-CASPT2//CASSCF) and can
only be reached via an uphill path (Figure 6). It is thus not
surprising that the system decays preferentially through the
enol S1/S0 conical intersection.
At the hopping points, the central C4C3C2N1 dihedral angle

ranges between 40° and 100° (absolute values, Figure 10). This
wide distribution reflects the topology of the S1 and S0 potential
energy surfaces. As shown in Figure 6, the S1 and S0 energies
are close to each other for C4C3C2N1 dihedral angles above
40° (OM2/MRCI) or 50° (CASSCF). Therefore, in the OM2/
MRCI nonadiabatic dynamics simulations, the S1 → S0 hopping
region is quite extended, and hops occur at C4C3C2N1
dihedral angles far away from the optimized values of 98.7° and
−98.1° in the two enol-type minimum-energy conical
intersections S0S1-ENOL-1 and S0S1-ENOL-2 (see Figure
5). This mismatch illustrates the need for full-dimensional
simulations to arrive at a realistic photodynamics scenario.
The chemical locking in o-LHBI restrains the internal

rotation around the C3−C4 bond during S1 excited-state
deactivation. At the S1 → S0 hopping points, the associated

C5C4C3C2 dihedral angle is typically around 30° (Figure 10)
and is thus much smaller than the typical value of 60° observed
for the unlocked o-HBI GFP chromophore.41 Evidently, the
rotation around the C3−C4 bond is restrained by the chemical
locking but not completely suppressed, so that moderate C3−
C4 twists can still facilitate the excited-state deactivation to
some extent.
The bottom panel of Figure 9 shows a typical trajectory for

decay to the S0 state via the enol S1/S0 conical intersection.
Obviously this trajectory does not feature any excited-state
intramolecular proton transfer since the O6−H7 bond length
remains around its initial value of ca. 1.0 Å during the whole
simulation (black line). In the first 200 fs, the C4C3C2N1
dihedral angle quickly increases from small values to around
90° thus moving the system toward the conical intersection
region; the S1 → S0 hop occurs at 218 fs, and thereafter the
C4C3C2N1 dihedral angle continues to rise toward 180° in the
ground state (cis−trans isomerization). The C5C4C3C2
dihedral angle remains rather small during the entire simulation
(with fluctuations reflecting the C3−C4 torsions).

Photochemical Mechanism. On the basis of our
computational results, we propose the following photochemical
mechanism for the o-LHBI chromophore (Figure 11). After
photoexcitation into the first electronically excited S1 state in
the Franck−Condon region, the molecule quickly relaxes into a
metastable S1 enol minimum, which has two photochemical
pathways available. (P-I) The first option is an excited-state
intramolecular proton transfer leading to the S1 keto species. It

Figure 9. Time evolution of selected distances and dihedral angles during two typical trajectories: (a, b) ultrafast excited-state proton transfer, the
system remains in the S1 state for 2 ps; (c, d) excited-state deactivation by hopping to the ground state after 218 fs. Note the different time scale on
the top left. See the text for discussion.
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is ultrafast (within 50 fs; OM2/MRCI). Upon arrival at the S1
keto minimum, the trajectories are trapped because the forward
deactivation channel to the keto S1/S0 conical intersection and
the reverse excited-state proton transfer pathway back to the
metastable S1 enol minimum are both not accessible energeti-
cally (uphill processes). As a result, the S1 keto species will be
able to fluoresce with a large Stokes shift. (P-II) The second
pathway is the direct S1 excited-state deactivation via the enol
S1/S0 conical intersection. This is also an efficient and
exothermic process; its time scale is predicted to be about
200 fs in the OM2/MRCI simulations.
P-I is the major pathway for the initial photochemistry of the

o-LHBI chromophore because it is faster than the alternative P-
II. This is mainly because the excited-state intramolecular

proton transfer takes place essentially within the molecular
plane, whereas the competing isomerization via the enol S1/S0
conical intersection involves a large conformational change
from the planar to the perpendicular conformation. Most
importantly, the initial S0 enol equilibrium structure has a
planar structure with a strong N1···H7−O6 hydrogen bond;
hence, its motion in the S0 state will mainly sample geometries
that remain close to planarity (with very small skeletal
deformations). The initial conditions for the S1 nonadiabatic
dynamics are prepared from S0 MD simulations, which tend to
favor the part of phase space that is primarily spanned by the in-
plane coordinates (positions and momenta). As a consequence,
the out-of-plane vibrational modes will be scarcely sampled, and
there will thus be not much initial velocity in these modes,
including the one for the C4C3C2N1 torsion. This situation is
reflected in the results of our dynamics simulations. Only 44
out of 261 trajectories undergo an internal rotation around the
C2−C3 bond to decay to the S0 state within the 2 ps
simulations. In comparison, the excited-state proton transfer is
observed in 215 trajectories, which are then trapped in the S1
keto region until the end of the 2 ps simulations. Such trapping
should significantly enhance the fluorescence quantum yield, in
line with the experimental findings.

■ CORRELATION WITH EXPERIMENTS

Why does the chemical locking have only a slight effect on the
fluorescence emission of p-LHBDI compared with unlocked p-
HBDI? For the GFP core chromophores with a para-hydroxyl
group, the S1 enol species is the only possible emitter. Hence,

Figure 10. Distributions of the selected geometric parameters at the S1 → S0 hopping points. Average values are given in brackets. See the text for
discussion.

Figure 11. Photochemical mechanism derived from the present static
electronic structure calculations and nonadiabatic dynamics simu-
lations. See the text for discussion.
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the quantum yield of fluorescence emission is interrelated with
whether the S1 enol decay channel can be easily accessed or
not. The constraint on the C3−C4 torsion in p-LHBDI has
only a minor influence on the S1 and S0 potential energy
profiles relevant to cis−trans isomerization. Therefore, both in
p-HBDI and p-LHBDI, the excited-state deactivation induced
by cis−trans isomerization is efficient and ultrafast in vacuo and
solution (see the left panel of Figure 12). Hence, ultralow
quantum yields of fluorescence emission are observed for both
the p-LHBDI and p-HBDI chromophores.
Experimentally, the chemical locking of C3−C4 bond

rotation enhances the fluorescence emission of o-LHBDI
almost 60-fold. This can be traced back to differences in the S1
and S0 potential energy surfaces of the locked o-LHBI and the
unlocked o-HBI chromophores. The locking does not change
the overall shape of these surfaces in the regions relevant to the
enol−keto tautomerization, and hence the ESIPT processes are
computed to be essentially barrierless and ultrafast in both o-
LHBI and o-HBI (on average within 35 fs).41 The subsequent
excited-state deactivation of the S1 keto species is also an
essentially barrierless process (see the middle panel of Figure
12) and is thus ultrafast in o-HBI; as a consequence, the
quantum yield of fluorescence emission of o-HBDI is about 3.3
× 10−3 experimentally (in toluene).39 In o-LHBI, by contrast,
the locking blocks the excited-state deactivation channel from
the S1 keto minimum S1-KETO to the keto S1/S0 conical
intersections S0S1-KETO-1 and S0S1-KETO-2 (see the right
panel of Figure 12); this increases the lifetime of the S1 keto
species and enhances its ability to fluoresce.
It is noteworthy that the cis−trans isomerization pathway

cannot compete with the excited-state intramolecular proton
transfer in the GFP core chromophores with an ortho-hydroxyl
group, e.g. o-HBI and o-LHBI. In these compounds, the S1
enol−keto tautomerization is complete within several tens of
femtoseconds after irradiation; thus, the fluorescence emission
mainly comes from these S1 keto species. Therefore, blocking
the S1 keto decay channel is crucial for enhancing the
fluorescence emission of these chromophores. In addition, if
the locked o-LHBI chromophore is incorporated into GFPs,
the cis−trans isomerization channel is expected to be
suppressed further because of the steric constraints from the
protein environment. These kinds of locked core chromo-
phores should thus exhibit an even more enhanced fluorescence
emission in GFPs.
The main purpose of our present work is to provide a

qualitative explanation why the fluorescence quantum yield of
the locked ortho-GFP chromophore is larger than that of its
unlocked analogue (0.18 vs 3.3 × 10−3).39,40 Our previous work

has shown that there is a barrierless ESIPT-induced
deactivation channel for the unlocked ortho-GFP chromo-
phore.41 In the present static electronic structure calculations
on the locked ortho-GFP chromophore we find that there is a
barrier of about 8 kcal/mol on the path to the S1/S0 keto
conical intersection, which prevents the efficient deactivation of
the S1 keto species (Figure 7). Therefore, it is clear qualitatively
that the quantum yield of fluorescence emission of the locked
chromophore is qualitatively larger than that of the unlocked
one. Our dynamics simulations verify that the barrier indeed
significantly delays the decay of the S1 keto species, since most
of the trajectories are trapped in this region.
Finally, we note that there are indeed a number of previous

theoretical studies that address the competition between ESIPT
and photoisomerization.89−91,93 However, to our knowledge,
in-depth studies including nonadiabatic dynamics simulations
have not yet been reported on this kind of competition in
geometrically constrained chromophores like the one studied
here. In our discussion, we have therefore focused on the ortho-
and para-substituted GFP chromophores with and without
geometric constraints, in order to understand their different
behavior, rather than attempting comprehensive comparisons
with other systems.

■ CONCLUSIONS

In this computational study we explain the unusual excited-state
behavior of chemically locked GFP core chromophores.
Experimentally, chemical locking increases the quantum yield
of fluorescence emission of GFP chromophores with an ortho-
hydroxyl group, while it makes no difference to the quantum
yield of fluorescence emission of GFP chromophores with a
para-hydroxyl group. We use high-level electronic structure
calculations to explore the S1 and S0 potential energy profiles of
the intramolecular proton transfer, the excited-state deactiva-
tion channel, and the cis−trans isomerization pathway of a
locked GFP model chromophore with an ortho-hydroxyl group
(o-LHBI). We verify the proposed photophysical and photo-
chemical mechanism derived from these static calculations by
surface-hopping nonadiabatic dynamics simulations. On the
basis of our previous and present results, we reveal the physical
origin responsible for the enhancement of the quantum yield of
fluorescence emission of o-LHBI, and we rationalize why
chemical locking only changes the photophysics of the ortho-
substituted GFP chromophores (and not of the para-
substituted ones). We hope that the present theoretical study
will set the stage for knowledge-based improvement and design
of GFP chromophores with better luminescence performance.

Figure 12. Comparison of photophysical and photochemical mechanisms of three types of GFP core chromophores. p-HBDI and p-LHBDI are
nonemissive in vacuo and solution due to excited-state deactivation induced by cis−trans isomerization. o-HBDI is nonemissive because of ESIPT-
induced excited-state deactivation. In o-LHBDI ESIPT leads to an excited-state trapping that enhances the ability of the S1 keto species to fluoresce.
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