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We investigate by means of local and global nonlinear gyrokinetic GENE simulations an ASDEX Upgrade H-mode
plasma. We find that for the outer core positions (i.e. ρtor ≈ 0.5 − 0.7), nonlocal effects are important. For nominal
input parameters local simulations over-predict the experimental heat fluxes by a large factor, while a good agreement
is found with global simulations. This was a priori not expected, since the values of 1/ρ? were large enough that global
and local simulations should have been in accordance. Nevertheless, due to the high sensitivity of the heat fluxes with
respect to the input parameters, it is still possible to match the heat fluxes in local simulations with the experimental and
global results by varying the ion temperature gradient within the experimental uncertainties. In addition to that, once
an agreement in the transport quantities between local (flux-matched) and global simulations is achieved, an agreement
for other quantities such as density and temperature fluctuations is also found. The case presented here clearly shows
that even in the presence of global size-effects, the local simulation approach is still a valid and accurate approach.

I. INTRODUCTION

It has been known for several decades that in the absence
of macroscopic instabilities, turbulent transport is a key lim-
iting factor in the performance of magnetically confined plas-
mas. In this respect, the gyrokinetic theory1 has been shown
to be the most adequate framework to describe the micro-
instabilities which cause the turbulent transport. However, due
to its complexity, the gyrokinetic-Maxwell system of equa-
tions cannot generally be solved analytically, so that a numer-
ical approach has to be taken.

The emergence of massively parallel computers during the
last two decades and the development of gyrokinetic solvers2

has opened the road to more and more accurate simulations of
magnetized plasmas in realistic conditions. One of the goals
of fusion research today is thus, to perform first-principle sim-
ulations and make quantitively accurate predictions of exper-
imentally measured quantities over a broad range of plasma
conditions.

An important and necessary step towards the achievement
of this goal is to demonstrate that the gyrokinetic codes are
able to reproduce all of the turbulence features found in cur-
rent devices. This so-called validation process has lead to
quantitatively comparisons between experimental data and re-
sults of gyrokinetic simulations by comparing simultaneously
several quantities. Here, the improvement in fluctuation diag-
nostics, which allowed to measure turbulence features, such
as density and temperature fluctuations, wavenumber spec-
tra, and even cross-phases between different quantities with
high precision, has been indispensable for the validation pro-
cess. The results from DIII-D3–13, Alcator C-Mod14–16, Tore
Supra17, in FT-218 and ASDEX Upgrade19–23 are examples of
such efforts.
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However, with the exception of a few results10,11,19,23,24

where global simulations have been used, most of the gyroki-
netic validation studies made use of the local approximation.
The local (flux-tube) approximation assumes that the relevant
turbulent structures are small with respect to the characteristic
scales of the profiles and gradients. This allows for the use of
periodic boundary conditions and the application of spectral
methods, which leads to a reduction in the numerical cost of
the simulations with respect to the global simulations.

It has also been shown that local and global simula-
tions agree in the limit where the local approximation is
valid11,19,23,25–27, although mainly simple ideal cases have
been used. The scarcity of results motivated us to extend the
previous work of Refs. [20–22] for an ASDEX Upgrade in the
high-confinement regime (H-mode) plasma, by additionally
presenting global simulation results and testing the validity of
the local approximation by comparing local and global results
for several fluctuating quantities.

The paper is organized as follows. In Section II, an
overview of the plasma discharge analyzed is given. A de-
scription of the gyrokinetic simulation method used is de-
scribed in Section III. Linear gyrokinetic simulations are pre-
sented in Section IV. The main results of the paper are shown
in Section V. Here, the comparisons between local and global
simulations for ion and electron heat fluxes, density and tem-
perature fluctuations are shown. Finally, conclusions and fu-
ture work will be discussed in Section VI.

II. OVERVIEW OF THE PLASMA DISCHARGE

We will study the ASDEX Upgrade discharge #28245
which has already been investigated in Refs. [20–22]. The
discharge was operated in the H-mode, with a magnetic field
strength on axis of B = 2.27 T and a plasma current of
Ip = 600 kA. The input neutral beam injection (NBI) was
2.5 MW and electron cyclotron resonance heating (ECRH),
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FIG. 1. Global profiles as a function of the normalized toroidal flux
radius for the two phases studied in this paper. (Left) Safety factor
(q) and magnetic shear (ŝ). (Right) Plasma beta (β).

FIG. 2. Ion (top) and electron (bottom) temperature and logarith-
mic temperature gradients profiles, as a function of the normalized
toroidal flux radius for the two phases studied in this paper.

which was divided into four phases, 0.0, 0.5, 1.2, and 1.8
MW, respectively, was applied subsequently at intervals of 0.5
seconds. As in Ref. [21], in this work, we will focus on the
phases without ECRH and with 1.8 MW ECRH. The main
plasma profiles are shown in Figs. 1 and 2. Here, we chose
the normalized toroidal flux radius, ρ

tor=
√

Φtor/Φedge
, as the

radial coordinate, where Φtor is the toroidal magnetic flux and
Φedge is its value at the last closed flux surface. Finally, the
logarithmic gradients are defined as ωX = − 1

X
dX
dρtor

, with X
being the ion (Ti) and the electron (Te) temperature, respec-
tively.

III. THE GYROKINETIC METHOD

The turbulence data obtained in this paper is produced with
the gyrokinetic code GENE28, which solves self-consistently
the gyrokinetic-Maxwell system of equations on a fixed grid
in five dimensional phase space (plus time): three magnetic
field-aligned coordinates x, y, z and two velocity coordinates
v‖, µ, with radial (x), binormal (y), parallel (z), parallel ve-
locity (v‖), and magnetic moment (µ), respectively. GENE
has the possibility of simulating either a flux-tube29 (local
simulations) or full surface (global simulations). In local sim-

ulations, it is assumed that the relevant turbulent structures are
small with respect to the radial variation of the background
profiles and gradients. This allows us to use periodic bound-
ary conditions and thus, the coordinates perpendicular to the
magnetic field are Fourier transformed (x, y) → (kx, ky).
The flux-tube approach is generally a good approximation
when ρ? = ρs/a → 0, where ρ? is a normalized gyrora-
dius, ρs = cs/Ωi is a reference gyroradius defined with the
ion sound speed cs =

√
Te/mi and the ion gyrofrequency

Ωi = qiB0/(mic), and a is the minor radius of the toka-
mak. Here, mi denotes the ion mass, qi its charge, Te the
electron temperature, B0 a reference magnetic field and c the
speed of light. In contrast, in global simulations, the radial
dependence of the profiles is kept and Dirichlet or Von Neu-
mann boundary conditions and buffer zones are required in
the radial direction. The values of the inverse normalized gy-
roradius (1/ρ?) for the cases analyzed in this paper are shown
in Fig. 3. According to literature11,19,23,25–27, these values are
large enough such that local and global results should be in
agreement. However, we anticipate now that global effects
are indeed important for this discharge.

There are two ways of running global simulations. The so
called flux-driven approach27,30–32, in which input sources of
energy are applied in order to mimic the heating by the ex-
ternal source of the experiments, and the gradient-driven ap-
proach33–35, which tries to maintain the distribution function
near its initial value, so that the gradients and the turbulence
drive are approximately constant during the simulation. This
is achieved by adding Krook-type particle and heat sources
and sinks to the right-hand side of the gyrokinetic equation.
The former approach is the most physically relevant. How-
ever, it has some drawbacks. On the one hand, modeling the
external sources is very challenging from a numerical perspec-
tive. On the other hand, as the profiles are not known a pri-
ori, the simulations must be run over confinement time scales
rather than turbulence time scales, as it is in the case for lo-
cal simulations. In this work, the gradient-driven method is
adopted. These simulations are still much more challenging
to run than local simulations for several reasons. They are
more expensive computationally and there are also more pa-
rameters to set up, making convergence studies much more
demanding.

The detailed implementation of the additional parameters
required for global gradient-driven simulations for GENE can
be found in Refs. [35,33,27]. In the following, as a reference,
we summarize the main specific global parameters that have
been used in this work, and from which convergence results
have been achieved. Other parameters, such as resolution,
box sizes, etc., which are common to both local and global
simulations are given in the following sections. First, Krook
particle and heat source (and sink) terms with coefficients be-
tween 0.02 − 0.2 cs/a have been used. The application of
the Krook sources is smoothed using a Gaussian filter in the
radial direction to prevent the Krook sources from acting on
very small scales (filter widths of 10 and 25% of the radial
domain have been tested). Moreover, Dirichlet boundary con-
ditions are considered in the radial direction, where upper and
lower buffer zones between 5− 10% have also been checked.
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FIG. 3. Profile of the inverse normalized gyroradius (1/ρ?) for the
phases without and with 1.8 MW ECRH.

Here, an artificial Krook damping operator is applied in the
buffer regions (value of 1.0 cs/a has been used) in order to
avoid unphysical profile variations close to the boundaries.

IV. LINEAR GYROKINETIC SIMULATIONS

In this section, we compare the linear growth rates obtained
from global simulations versus the linear growth rates from
local simulations. For both cases, the following features of
the GENE code were used: two particle species (deuterons
and electrons), electromagnetic effects by solving the par-
allel component of Ampère’s law, and a linearized Landau-
Boltzmann collision operator with energy and momentum
conserving terms36, which includes also the effective charge
(with Zeff = 1.2) in order to mimic the effect of collision-
ality of the missing impurities (mainly Boron) in two kinetic
species simulations. Linear and nonlinear flux-tube simula-
tions with Boron as a third kinetic species were carried out,
but differences of less than 10% with respect to the two kinetic
species cases were found for growth rates and heat fluxes. As
a result, global simulations with three kinetic species were not
performed. The magnetic equilibrium geometry is taken from
the TRACER-EFIT interface37. Finally, hyperdiffusion terms
are used to stabilize spurious grid-size oscillations38.

The radial domain used in global simulations extends from
ρtor = 0.31− 0.78 for the case without ECRH and from
ρtor = 0.40− 0.80 for the case with ECRH. The growth rates
for the local simulations are calculated by maximizing the lo-
cal growth rates over the global radial domain and the bal-
looning angles in order to take into account the eddy tilting in
the global simulations. As in Ref. [21], in the following, we
will focus on the low wave-number range where the dominant
instability is an ion temperature gradient (ITG) mode. Fig. 4
shows the results for the growth rates. It is observed that the
growth rates of the global simulations are below the local val-
ues for all toroidal numbers, as one should expect. Moreover,
the maximum growth rate of global simulations is around 40%
lower than the maximum growth rate for the local simulations.
This difference could imply the existence of global effects in
these simulations, as we will see in the following section.

FIG. 4. Linear growth rates for local and global simulations ver-
sus the toroidal mode (n) for the two different heating scenarios. In
this range, the main instability is an ion temperature gradient (ITG)
mode.

Parameter Local Global

Radial domain (ρtor) 0.47, 0.56, 0.67 (0.31− 0.78) and (0.40− 0.80)

Spatial Resolution (x× y × z) 256× 128× 32 512× 128× 32

Velocity resolution (v‖ × µ) 48× 16 64× 48

Radial box size (x) 125 ρs 187 ρs

Binormal box size (y) 125 ρs 157 ρs

Parallel velocity domain per species j 0− 3 vTj 0− 3.9 vTj

Magnetic moment domain per species j 0− 9Tj/B0 0− 15Tj/B0

TABLE I. Local and global parameters. Here, Tj is the background
temperature of species j taken at the center of the domain, vTj =√

2Tj/mj is the thermal velocity of species j andB0 is the magnetic
field at the center of the domain.

V. NONLINEAR GYROKINETIC SIMULATIONS

In addition to the features used in linear simulations, exter-
nal E × B shear and parallel flow shears are also included
in nonlinear simulations, and the results of the simulations
are time-averaged over a range well exceeding the correlation
time of the underlying turbulence (approximately 500 cs/a
time units). A comparison between the requirements of lo-
cal and global simulations are given in Table I. Global simu-
lations required at least 2 times more spatial resolution than
local box size due to the larger box size. Also, due to the dif-
ference in temperature between the inner and the outer core
regions, global simulations also require both a larger velocity
domain and higher velocity resolution. This adds another fac-
tor of 4 in velocity resolution. However, in local simulations,
in order to obtain a profile, one needs to do several local sim-
ulations. In this work, we have performed 3 local simulations
for each phase. This makes the computational cost of global
simulations at least a factor of 2 more expensive than the lo-
cal ones. However, as we mentioned previously, convergence
studies for global simulations are more demanding than for
local simulations, and most of the computational time of the
global simulations is spent in performing convergence stud-
ies, making global simulations roughly an order of magnitude
more expensive than the local simulations.

A. Turbulent ion and electron heat fluxes

In the following, we compare the experimental ion and elec-
tron heat fluxes obtained through power balance analysis with
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FIG. 5. (Color online) Radial profiles of the heat fluxes for top) phase
without ECRH and bottom) phase with 1.8 MW for both ions (left)
and electrons (right). Here, the simulations use the nominal (experi-
mental) profiles.

The power balance analysis with ASTRA has been presented in
Ref. 20.

the ASTRA39 code and the results from local and global non-
linear GENE simulations. The results are shown in Fig. 5.
Here, the ion (electron) heat fluxes are shown on the left
(right) for both phases. The solid blue (red) lines indicate the
ASTRA results and their shaded regions are used to indicate
the uncertainty of the ASTRA values. Although for this dis-
charge, we do not have a rigorous estimate of the uncertainty
of the ASTRA results, a 20% uncertainty has been chosen as
an approximate value. The markers represent the local gy-
rokinetic simulations. Global simulation results are shown in
solid green (yellow) lines, and their shaded region correspond
to their standard deviation around the mean value. Finally, in
the shaded-gray areas, the buffer zones (10%) for the global
simulations are marked.

Several conclusions can be drawn from Fig. 5. For the
position at 0.46 ρtor, there is good agreement between local
GENE and ASTRA results. However, for the outer positions
{0.56, 0.67} ρtor, local simulations over-predict the ASTRA
results by a large factor (3 to 4 times). On the contrary, global
simulations are in reasonably good agreement with ASTRA
results. In particular, by taking into account their error bars,
both global and ASTRA results are practically compatible in
all the radial domain within the buffer zones. Note that results
inside the buffer zone should not be taken into consideration,
since the buffer zone is a transition region, where the heat
fluxes are gradually reduced until vanishing at the boundaries.

The large difference (3 to 4 times) found between local and
global results was unexpected, especially since their growth
rates differed only by 40%, and also because of the large val-
ues of the inverse normalized gyroradius found in this dis-
charge (see Fig. 3). Moreover, 1/ρ? is smaller at the inner
core (values in the range of 250 − 350) than at the outer
core (around 350 − 500). Therefore, one should expect (any)
differences to be larger in the inner core. However, it is at
ρtor = 0.46, where the agreement between global and local

FIG. 6. Profile of the inverse effective normalized gyroradius
(1/ρ?eff = LTi/ρi) for the phases without and with ECRH.

simulations is better. It is discussed in Ref. [26] that the stan-
dard ρ? parameter may not be the most adequate in determin-
ing if the local approximation is valid, when the driving region
is narrower than the tokamak minor radius (a). In that work,
using a simulation setup with a localized turbulent drive in
the radial domain, they defined an effective ρ?eff = ρ?/∆r,
where ∆r is defined as the full width at half maximum of the
gradient profile. However, given the profiles presented in this
work, it is not possible to apply ∆r as they do. For this reason,
instead of using ∆r, we used LTi, i.e., the ion temperature
gradient scale length, to define an effective ρ?. The results
are shown in Fig. 6 (right). We observe that now the values
(around 200) are reduced with respect to the standard ρ? def-
inition. Nevertheless, the values are still large enough, that it
is a priori not obvious that this alone can be used to judge if
the local approximation is valid. This is especially true, inde-
pendently of the ρ? definition adopted, for medium size toka-
maks such as ASDEX Upgrade or DIII-D, where 1/ρ? ranges
typically from a few to several hundreds. For these cases, it
seems that only by performing nonlinear global simulations
and comparing to local ones, one can find out if global effects
are important. In this regard, it is worth mentioning that ion
and electron heat fluxes exhibit radially propagating fronts or
avalanches with similar properties (velocity and radial extent)
in both local and global simulations. Similar results have been
previously reported in Refs. [27,23].

It is also important to note that it is still possible to match
the local simulations with the ASTRA (and global) results by
varying the experimental input parameters within their ex-
perimental uncertainties. In particular, the so called flux-
matched simulations can be achieved at the outer positions
{0.56, 0.67} ρtor by decreasing the nominal ion temperature
gradient by 20% (δωTi = −20%) for the case without ECRH
and up to a 30% (δωTi = −30%) for the case with 1.8 MW
ECRH. These changes in δωTi = ±20/30%, as shown in
Ref. [20], are within the estimated uncertainties of the profile
fitting routine. The results are shown in Fig. 7. Here, although
the mean values do not necessarily match perfectly, we can
say that within their error bars, local, global and ASTRA re-
sults are compatible. Therefore, this discharge is a clear exam-
ple where small variations in the ion temperature gradients can
produce large variations in the heat fluxes. This is interesting
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FIG. 7. (Color online) Radial profiles of heat fluxes for top) phase
without ECRH and bottom) phase with 1.8 MW for both ions (left)
and electrons (right). Here, flux-matched (f.m.) local simulations are
compared with global and ASTRA results.

FIG. 8. Variation of the profiles for the case without ECRH. The final
profiles are time-averaged over the saturated state of the simulation.
The red crosses represent the variation of the nominal logarithmic
ion temperature gradient done in the flux-matched simulations.

because, as it was mentioned previously, in global gradient-
driven simulations, Krook-type terms are used to keep the
profiles and their drive close to their initial values. For this
reason, we have also checked that the initial and the time-
averaged final profiles are indeed maintained on average. The
results for the ion temperature and its gradient are shown in
Fig. 8 for the case without ECRH. As it is observed in the
figure, the profiles between the initial and final state are prac-
tically indistinguishable from each other. Nevertheless, there
are differences in the ion temperature gradient due to the pres-
ence of corrugations. However, these corrugations lead to
variations in the gradients of a few percent (. 5%), which
is still much lower than the 20% variation needed to achieve
local flux-matched results (marked with red crosses in Fig. 8).

To summarize the main results of this section, we found
that for the phases studied in this paper, global effects were
important. This could not be explained by a relaxation of the
profiles in the global simulations and it was not anticipated by
the values of ρ?. Nevertheless, it was still possible to match
the local results by varying the input parameters within their
experimental error bars, so that an agreement between local,
global and ASTRA was achieved.

B. Turbulent fluctuation amplitudes

Having found an agreement for the heat fluxes between
flux-matched local and global simulations, it is also impor-
tant to check if there is also an agreement for other quantities
such as density or temperature fluctuations. For instance, in
Ref. [11], they found an ”unexpected breaking of correlation
between fluctuations and transport levels”. In particular, lo-
cal simulations predicted higher electron temperature fluctua-
tions than the global ones, but lower electron heat flux values.
Moreover, they also compared both approaches with electron
temperature fluctuations measurements, and it was found that
global simulations were in better agreement to the experimen-
tal results than the local ones. This point is relevant because
although the heat fluxes found in both approaches were con-
sidered satisfactory, global simulations were necessary to bet-
ter match the electron temperature fluctuations measurements.

In order to investigate whether similar effects are observed
in this discharge, detailed comparisons between flux-matched
local and global simulation results for density and ion and
electron temperature fluctuations are presented in the follow-
ing section. We summarize first how the comparisons have
been performed, since in GENE, the local and global ap-
proaches use a different radial coordinate (wave-number kx
for local and x for global). For a given fluctuation quantity Ã,
we compare them as follow:

ÃLocal =

√√√√〈∑
kxky

|Ã(kx, ky, z = 0, t)|2
〉
t

,

Ã(x)Global =

√√√√〈∑
ky

|Ã(x, ky, z = 0, t)|2
〉
t

.

Here, 〈·〉t represents the time average. Although in this sec-
tion, we are not comparing simulations with experimental re-
sults, we will consider the fluctuations at the outboard mid-
plane (represented by z = 0 in GENE), since it is close to the
area where diagnostics such as Doppler Reflectometry or Cor-
relation Electron Cyclotron Emission (CECE) usually mea-
sure.

The results for density, ion and electron temperature fluc-
tuations are shown in Fig. 9. A first glance at the results
shows that the agreement between flux-matched local and
global simulations is generally good. However, differences
between the quantities (and cases) are still present. For in-
stance, while the agreement is very good for the electron tem-
perature fluctuations for the case without ECRH (Fig. 9(e)),
local density fluctuations for the same phase tend to under-
predict the global results (Fig. 9 (a)).

Analyzing the results in detail, the following conclusions
can be drawn. First, for the density fluctuations (Figs. 9
(a) and (b)), we observed that local and global simulations
show the same trend with ECRH, i.e., for both cases, the
case without ECRH produces more density fluctuations than
the case with 1.8 MW ECRH. This is interesting since as
it was mentioned in Ref. 20, density fluctuations measured
with a Doppler reflectometer for this discharge showed the
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FIG. 9. Electron density (top), ion (middle) and electron temperature
(bottom) fluctuation amplitudes. Markers represent the flux-matched
(f.m.) local simulations. Global results with the standard deviation
around the mean value are shown with solid lines.

opposite trend (i.e., more fluctuation with ECRH). We can
now discard global effects as the cause for the disagreement.
The radial density profiles also present differences between
both approaches, especially for the case without ECRH. For
this phase, the local fluctuations do not increase with radius
as much as the global ones. Indeed, although the value at
ρtor = 0.46 is in good agreement between both approaches,
the results for the outer positions of the local simulations are
below the results of the global ones. However, these differ-
ences are not present for the case with 1.8 MW ECRH.

For the ion temperature fluctuations (Figs. 9 (c) and (d)),
similar conclusions can be made. There is a good agree-
ment between local and global simulations for the case with
1.8 MW ECRH. However, for the case without ECRH, lo-
cal fluctuation amplitudes are below the global ones for all
radial positions. Finally, for the electron temperature fluctu-
ations (Figs. 9 (e) and (f)), the agreement is now better for
the case without ECRH, while for the case with ECRH, local
fluctuations are higher than the global ones. For this case, this
difference is consistent with the fact that the mean value of
electron heat flux in local simulations is higher than in global
ones (Fig. 7).

In order to investigate the correlation between transport lev-
els and fluctuations, the ratio of temperature to heat flux was
suggested in Ref. [11] as a measure for such correlation. The
ratios for ions (left) and electrons (right) are shown in Fig. 10,
where for simplicity, only the mean values of the quantities
have been taken to evaluate the ratios. From this figure, it is
clearly observed that there is a very good agreement between
flux-matched local and global simulation results. In partic-

FIG. 10. Comparison of the temperature of the ratio of T̃i/Qi (left)
and T̃e/Qe (right) for the two phases. Global results are shown with
solid lines and flux-matched (f.m.) local results with markers.

ular, both the radial trends and the values coincide almost
perfectly between both approaches, especially in the phase
with 1.8 MW ECRH. Assuming the same cross-phases be-
tween local and global simulations, these results indicate that
if the heat fluxes would be perfectly matched between local
and global simulations, temperature fluctuations would also
be matched for this discharge. Therefore, even in the presence
of global size effects, since it is possible to match global and
local simulations for both transport and fluctuating quantities,
the local simulation approach is still a valid and accurate ap-
proach, which can be used for comparisons with experimental
measurements and validations of the gyrokinetic model at dif-
ferent levels by comparing simultaneously several quantities.

VI. CONCLUSIONS

In this paper, we have compared global gradient-driven
and local gyrokinetic simulations for an ASDEX Upgrade
H-mode plasma using the GENE code. The main results
of the paper can be summarized as follows. Local simu-
lations at nominal input parameters at outer core positions
(0.56− 0.67 ρtor) over-predict by a large factor (3 to 4 times)
the ion and electron heat fluxes calculated from power balance
analysis with the ASTRA code for the two heating scenarios
studied. On the contrary, global gradient-driven simulation
results (using the same input profiles as the local ones) were
compatible with ASTRA results for practically the whole ra-
dial domain.

The large difference found between local and global results
at these positions was not expected, since the values of the in-
verse normalized gyroradius (1/ρ? ≈ 300− 500) were in the
range for which according to previous results global and local
simulations should have agreed. In order to better determine
when the local approximation is still valid, we introduced an
effective ρ?, defined as ρ?eff = ρi/LTi, i.e., using the ion tem-
perature gradient scale length instead of the minor radius of
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the tokamak. With this new definition, the values of 1/ρ?eff
were lower (around 200). In any case, independently of the
ρ? definition adopted, for medium size tokamaks such as AS-
DEX Upgrade or DIII-D, where ρ? values range from a few
to several hundred, it seems that it is difficult to predict if the
local approximation is valid.

In spite of the global size effects present in the simula-
tions, it was still possible to match the local simulations with
the experimental heat fluxes by decreasing the logarithmic
ion temperature gradient within the experimental error bars
(δωTi = −20/30%), so that an agreement between local,
global and ASTRA results was found. This high sensitivity
of the heat fluxes with respect to the ion temperature gradi-
ent found in local simulations, motivated us to check whether
the time averaged profiles in the global simulations were kept
close to their initial values. Indeed, a relaxation of the profiles
could have explained the differences found between global
and local simulations. However, this was not the case, and
the profiles of global simulations were well maintained on av-
erage.

Finally, we compared flux-matched local with global sim-
ulations for density and temperature fluctuations. Here, we
found in general a reasonably good agreement between both
methods, indicating a good correlation between the agreement
found in the transport levels with the one present in the fluc-
tuating quantities.

For future work, GENE and ASDEX Upgrade comparisons
will continue, aiming to validate the gyrokinetic model at dif-
ferent levels by analyzing simultaneously as many quantities
as possible. In particular, comparing the results of density
fluctuations and spectra measured with a steerable Doppler
reflectometer in ASDEX Upgrade, electron temperature fluc-
tuations measured with a CECE diagnostic recently installed
in ASDEX Upgrade and the cross-phases between these quan-
tities, with the results of both local and global simulations.
In this regard, the further development of Doppler synthetic
diagnostics would be desirable. For instance, with the cou-
pling of full-wave simulations with turbulence data generated
by gyrokinetic simulations as performed in Ref. [40] with
GYRO for DIII-D or recently with local GENE simulations
in Ref. [22] for ASDEX Upgrade.
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M.E. Manso, A. Medvedeva, D. Molina, V. Nikolaeva, B. Plaum, L. Porte,
D. Prisiazhniuk, T. Ribeiro, B.D. Scott, U. Siart, A. Storelli, L. Vermare,
and S. Wolf. Experimental turbulence studies for gyro-kinetic code valida-
tion using advanced microwave diagnostics. Nuclear Fusion, 55(8):083027,
2015.

23J. Abiteboul, T. Görler, F. Jenko, D. Told, and ASDEX Upgrade Team.
Global electromagnetic simulations of the outer core of an asdex upgrade
l-mode plasma. Physics of Plasmas, 22(092314), 2015.

24J. Candy and R. E. Waltz. Anomalous transport scaling in the diii-d toka-
mak matched by supercomputer simulation. Phys. Rev. Lett., 91:045001,
Jul 2003.

25J. Candy, R. E. Waltz, and W. Dorland. The local limit of global gyrokinetic
simulations. Physics of Plasmas, 11(5):L25–L28, 2004.

26B. F. McMillan, X. Lapillonne, S. Brunner, L. Villard, S. Jolliet, A. Bottino,
T. Görler, and F. Jenko. System size effects on gyrokinetic turbulence. Phys.
Rev. Lett., 105:155001, Oct 2010.

27T. Görler, X. Lapillonne, S. Brunner, T. Dannert, F. Jenko, S.K. Aghdam,
P. Marcus, B.F. McMillan, F. Merz, Ol. Sauter, D. Told, and L. Villard.

Flux- and gradient-driven global gyrokinetic simulation of tokamak turbu-
lencea). Physics of Plasmas, 18(056103), 2011.

28F. Jenko, W. Dorland, M. Kotschenreuther, and B. N. Rogers. Phys. Plas-
mas, 7(1904), 2000.

29M. A. Beer, S. C. Cowley, and G. W. Hammett. Field aligned coordi-
nates for nonlinear simulations of tokamak turbulence. Physics of Plasmas,
2(7):2687–2700, 1995.

30X. Garbet, Y. Sarazin, P. Beyer, P. Ghendrih, R.E. Waltz, M. Ottaviani,
and S. Benkadda. Flux driven turbulence in tokamaks. Nuclear Fusion,
39(11Y):2063, 1999.

31Y. Sarazin, V. Grandgirard, J. Abiteboul, S. Allfrey, X. Garbet, Ph. Ghen-
drih, G. Latu, A. Strugarek, and G. Dif-Pradalier. Large scale dynamics in
flux driven gyrokinetic turbulence. Nuclear Fusion, 50(5):054004, 2010.

32Y. Idomura, H. Urano, N. Aiba, and S. Tokuda. Study of ion turbulent
transport and profile formations using global gyrokinetic full- f vlasov sim-
ulation. Nuclear Fusion, 49(6):065029, 2009.

33T. Görler, X. Lapillonne, S. Brunner, T. Dannert, F. Jenko, F. Merz, and
D. Told. The global version of the gyrokinetic turbulence code GENE. Jour-
nal of Computational Physics, 230(18):7053 – 7071, 2011.

34B. F. McMillan, S. Jolliet, T. M. Tran, L. Villard, A. Bottino, and P. An-
gelino. Long global gyrokinetic simulations: Source terms and particle
noise control. Physics of Plasmas, 15(052308), 2008.

35X. Lapillonne, B. F. McMillan, T. Görler, S. Brunner, T. Dannert, F. Jenko,
F. Merz, and L. Villard. Nonlinear quasisteady state benchmark of global
gyrokinetic codes. Physics of Plasmas, 17(112321), 2010.

36H. Doerk. Ph.D. thesis, Universität Ulm, 2013.
37P. Xanthopoulos, W. A. Cooper, F. Jenko, Yu. Turkin, A. Runov, and

J. Geiger. Phys. Plasmas, 16(2303), 2009.
38M.J. Pueschel, T. Dannert, and F. Jenko. On the role of numerical dissi-

pation in gyrokinetic vlasov simulations of plasma microturbulence. Com-
puter Physics Communications, 181(8):1428 – 1437, 2010.

39G. Pereverzev and P. N. Yushmanov, Technical Report No. Ipp 5/98, Max-
Planck Institute (2002).

40J. C. Hillesheim, C. Holland, L. Schmitz, S. Kubota, T. L. Rhodes, and T. A.
Carter. Review of Scientific Instruments, 83(10E331), 2012.


	Comparisons between global and local gyrokinetic simulations of an ASDEX Upgrade H-mode plasma
	Abstract
	Introduction
	Overview of the plasma discharge 
	The gyrokinetic method 
	Linear gyrokinetic simulations 
	Nonlinear gyrokinetic simulations 
	Turbulent ion and electron heat fluxes
	Turbulent fluctuation amplitudes

	Conclusions 
	Acknowledgments


