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Non-Born-Oppenheimer dynamics of the photoionized Zundel cation:
A quantum wavepacket and surface-hopping study

Zheng Li (Z=%#),12® Mohamed EI-Amine Madijet," and Oriol Vendrell'-?)
I Center for Free-Electron Laser Science, DESY, Notkestrasse 85, D-22607 Hamburg, Germany
2Department of Physics, University of Hamburg, D-20355 Hamburg, Germany

(Received 3 January 2013; accepted 8 February 2013; published online 5 March 2013)

The ultrafast fragmentation of the Zundel cation H"(H,0), after photoionization is studied by
quantum-dynamics with the multiconfiguration time-dependent Hartree method and with surface-
hopping approaches. A picture emerges in which the correlated motion of the electron hole and the
shared proton leads to localization of the two positively charged entities at opposite sides of the Zun-
del dication in less than 10 fs followed by Coulomb explosion. Electronic non-adiabatic effects play
a crucial role in the fragmentation dynamics. The photoionization spectrum of the cluster between
20 and 24 eV is calculated quantum-dynamically and its features explained. Two- and three-body
fragmentation channels accessible by outer-valence ionization are also calculated and the branching
ratios as a function of ionization energy are discussed. A good agreement between the quantum-
dynamical treatment and surface-hopping is obtained for observables for which both methods are
applied. © 2013 American Institute of Physics. [http://dx.doi.org/10.1063/1.4793274]

Il. INTRODUCTION

The profound effect of non-adiabatic interactions be-
tween electronic states on the time-evolution of molecular
systems has been one of the central focuses of excited state
chemical dynamics.'™ The non-radiative decay of excited
electronic states when a molecule approaches conical in-
tersections or avoided crossings can result in a significant
amount of energy redistribution into the vibrational modes
or even in isomerization or fragmentation processes. Elec-
tronically excited molecules and clusters can be produced
in various ways. One possibility is by strong-field ioniza-
tion, in which several photons have to be absorbed before
an electron leaves the system. This results in systems that
are close to the ground electronic state of the ion. Another
possibility is by one-photon absorption of extreme ultraviolet
(XUV) or X-ray photons. This leaves the system potentially
in a highly excited electronic state, which can even autoionize
if the electronic energy is above the next ionization thresh-
old of the system at hand. There is a large body of knowl-
edge related to the dynamics and spectroscopic characteriza-
tion of excited molecular systems after photoabsorption and
photoionization.®” However, not much is known about the
nuclear dynamics and the role of non-adiabatic effects un-
folding after XUV one-photon ionization of weakly bound
clusters, for example, of water molecules.?10 In the case of
weakly bound clusters, the charge produced by the ionization
process may lead to a fast fragmentation of the system and to
fast charge redistributions related to both electronic and nu-
clear degrees of freedom. Since clusters under such condi-
tions may often fragment, non-Born-Oppenheimer (non-BO)
effects lead to irreversible electronic relaxation processes in
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which the electronic excitation energy ends up as kinetic en-
ergy of the fragments.

For a theoretical treatment of such non-adiabatic dy-
namics, two essential ingredients are required. First, a set of
reliable potential energy surfaces (PES) of the valence ex-
cited electronic states of the ionic system and their couplings
and, second, an efficient approach to calculate the motion of
atomic nuclei on that PES. Quantum mechanical wavepacket
methods have established a rigorous basis for fully under-
standing the mechanisms of molecular processes.!"'> How-
ever, in order to treat medium- or large-sized molecular
systems fully quantum mechanically, one has to often make
compromises to reduce the dimensionality due to limita-
tions in computational power or to introduce model Hamil-
tonians. Even though it is possible to break the exponen-
tial scaling of wavepacket methods with, e.g., the multilayer
multi-configurational time-dependent Hartree (ML-MCTDH)
approach, these methods are still difficult to apply to non-
model Hamiltonians.'* If one is ready to compromise in
the description of nuclear quantum effects, trajectory based
approaches working in a Cartesian space, either based
on Gaussian wavepackets,'” and semiclassical'* or mixed
quantum-classical'®> approaches provide efficient computa-
tional strategies to treat medium to large molecular systems
in full dimensionality. However, one must realize that their
reliability may break down for processes out of their scope of
applicability.'®

In the present study, the Coulomb explosion of the pro-
tonated water dimer H*(H,0), after ionization by XUV radi-
ation has been investigated using quantum wavepackets and
a mixed quantum-classical surface-hopping approach. Exper-
iments on this fragmentation process had been performed at
the free-electron laser (FEL) FLASH.!” There, the fragmen-
tation channels and their kinetic energies had been measured
and a dominant two body fragmentation into H;0" + H,O"

© 2013 American Institute of Physics
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was found. Previous wavepacket studies have demonstrated
important non-adiabatic effects during the fragmentation of
the cluster due to the presence of multiple conical intersec-
tions in the Franck-Condon region upon ejection of a valence
electron.'® There, we could show that, upon ionization, an ul-
trafast localization of a shared proton and the electron hole
at opposite sides of the cluster takes place, in which non-
adiabatic effects play a key role, immediately followed by
Coulomb explosion. The wavepacket studies in Ref. 18 fo-
cused on the three lowest outer valence electronic excitations
of the cluster. Here, we extend those calculations to the com-
plete outer valence shell, which for the Zundel cation means
six electronic states. This opens up new three- and four-body
fragmentation channels that do not occur from lower excited
states. Besides a fundamental understanding of the ultrafast
fragmentation mechanism, we provide a detailed compari-
son of wavepacket and surface-hopping calculations as well
on the same PES and compare them in the context of sev-
eral observable quantities. The paper is organized as follows.
Section II reviews the theoretical framework of both the
wavepacket and mixed-quantum classical calculations, as
well as the calculation of the PES. Section III A discusses
the topology and crossings of the involved PES. Section III B
presents the results of the dynamics calculations and discusses
the ultrafast fragmentation process. Sections III C and III D
discuss the photoionization (PI) and kinetic energy release
(KER) spectra, and Sec. III E covers the dynamics from the
upper outer-valence states. Finally, Sec. IV concludes and
provides some outlook for future work.

Il. THEORETICAL FRAMEWORK

A. Adiabatic potential energy surfaces
of the H50,2" dication

For the quantum-dynamical calculations of HsO,2", the
system is described by a mixed set of polyspherical Jacobi-
valence coordinates. The definition of the polyspherical coor-
dinates is described in detail in previous work.'” The chosen
coordinate system is known to be advantageous for treating
large amplitude motions.?’ The set of polyspherical vectors
is shown in Fig. 1. From the full set of 15 nuclear coordi-
nates that describe the geometry of the cluster, we choose a
reduced set of 7 coordinates consisting of {x, y, z, R, «, Y4,
v}, where R is the distance between oxygen atoms of the
two water monomers, the Cartesian coordinates (x, y, z) de-
scribe the position of the central proton with origin set at the

FIG. 1. Mixed Jacobi-valence description of the HsO,2t system. The two
big circles represent the position of the oxygen atoms, while the small circles
represent the positions of the hydrogen atoms.
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center of mass of the two oxygen atoms, and « (internal rela-
tive rotation) and y (4, ) (Waggings) represent the Euler angles
defining the relative orientation of the two water monomers.
The internal degrees of freedom of the water monomers and
their rocking motion, which possess higher moments of in-
ertia than that of wagging motion, were chosen to be frozen
at the equilibrium positions in the Franck-Condon region. We
also adopt the definition of the dimensionless z coordinate?!

1)

R4y
which in this case with large separations of the monomers
is crucial in order to adequately avoid molecular configura-
tions with the central proton unphysically close to the oxygen
atoms. In Eq. (1), dy is chosen to be the covalent radius of the
oxygen atom, 0.65 A.

We proceed by calculating the adiabatic PES on the
7D grid of the coordinates mentioned above. As detailed in
Sec. II B, we then diabatize point-by-point based only on the
energy values on the grid. We apply this strategy instead of,
e.g., using a vibronic-coupling Hamiltonian with a fixed ex-
pansion point because of the large amplitude motions taking
place during the fragmentation. Due to the large number of
points in the 7D grid we construct adiabatic ab initio PES
for the ionized states of HsO,>" using a high level-low level
approach

Vi(Q) = Vinign(@;x, ¥, 2, R) + (Vi 1ow(Q)
- i,]OW(a;xa y’ 2, R))7 (2)

where i refers to the adiabatic electronic state. The high level
electronic structure calculations are hence performed in the
4D subspace of the central proton displacements and the
oxygen-oxygen distance coordinates. As will be discussed
later, these degrees of freedom are the key ones to describe
the fragmentation process and the involved conical intersec-
tions. In the high-level calculations the spectator degrees of
freedom «, y,, and y, are set at reference positions where
a = {ao, Va0, Yb0} corresponding to the equilibrium ge-
ometry of H*(H,0), within the D5, point group. In order to
accurately describe the excited state PES of Hs0,>" in the
high level subspace we use the complete active space self-
consistent field (CASSCF) method?>?* employing the cc-
pVTZ basis set.”* We use an active space with 11 electrons
distributed in 8 molecular orbitals. For selected cuts we in-
vestigated the effect of including dynamical correlation at the
CASPT?2 level, but the change in shape of the PES was found
to be small. The low-level calculations were performed at the
Hartree-Fock-Koopmans (HF-K) level

Vinrk = Vur — €, (3)

where Vyp is the ground state Hartree-Fock energy of
H*(H,0); and ¢; is the energy of the ith orbital counting from
the highest occupied molecular orbital downwards. The two-
level scheme is similar in spirit to an n-mode representation
of the PES,!%?>2% in which the largest possible cluster (7D) is
present but computed at a lower level of theory than smaller
clusters.

The surface-hopping trajectory calculations discussed
below were performed on CASSCF PES and gradients
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obtained on the fly using the same active space as above.
All CASSCEF calculations were performed with the quantum
chemistry package MOLCAS.?’

B. Diabatization of the Hamiltonian

To describe the fragmentation dynamics of HsO,*" on
the three lowest outer-valence electronic states by quantum
dynamics, we construct the Hamiltonian in a diabatic repre-
sentation from the adiabatic PES discussed above. In the di-
abatic representation we eliminate the diverging part of the
derivative couplings of the kinetic energy term that would ap-
pear in the adiabatic Hamiltonian operator,' which is singular
at the conical intersections. The total Hamiltonian in the dia-
batic representation can be written as

H=Ty1+W, “

where Ty is the nuclear kinetic energy operator (KEO). The
potential energy matrix W is constructed relying on a regular-
ized diabatization scheme®®~*! discussed below.

We first adopt symmetry-adapted coordinates classified
with respect to the Dy, point group, in order to take advantage
of the fact that the coordinates responsible for the linear non-
adiabatic coupling should satisfy the condition

FS ® Fx’ ® F(x D) Ag, (5)

where I'y, T'y, T’y are the irreducible representations of the
electronic states and nuclear coordinates, respectively.?® The
working equation for the regularized diabatic potential energy
matrix for a two-states problem reads”

A% »
Waﬂ — Eaﬂl + : (an Q )
af
\/(AZ ) + ()‘OqS : Qu)2
ap
_ATO A . Q,
x s | ©)
rt.Q, ——=
Q 2

where Q, and Q, represent the sets of totally symmetric and
nontotally symmetric vibrational modes, respectively, «, 8 are
electronic state indices, E“’S is the mean energy of both adia-
batic PES, A“’S A V is the energy difference between adi-
abatic PES V“ and V’fK in the reference coordinate subspace,
and the coupling constants Af‘ﬁ were determined according to’

1

1 92
A = {88 agz V(e 00 - ViCQ, an}

04:0,=0
@)

To construct the linear coupling matrix in Eq. (6), the co-
ordinates were grouped by their associated representations.
G = (%(x +v), R, ﬁ(m + yg)) and G3 = (R, z, ) are the
sets of modes that directly enter the diagonal potential matrix
elements, G, = (z, ) and G4 = (\sz(x +y), %(yA + v5))
are the modes responsible for the off-diagonal linear cou-
plings between different electronic states. The coordinates in

J. Chem. Phys. 138, 094313 (2013)

groups Gy and G, are for pair of states (1,2), the coordinates
in groups G3 and Gy are for pairs of states (1,3) and (2,3).
We then apply the regularized-states procedure of Eq. (6)
to the three adiabatic states in pairs first. The submatrix that
couples diabatic states 1 and 2 is kept. From the submatrices
for states (1, 3) and (2, 3), we keep only the corresponding
W13 and Wp3, and the two Wis elements are averaged. Now
the elements W;3 and W53 from the latest diagonalization cor-
respond to states 1 and 2 that have not been mixed among
each other. We resolve this by applying the transformation

w
(~13)=U<W13>, @)
Was W3

such that the new coupling elements now connect the dia-
batic state 3 to the diabatic states 1 and 2 obtained from
the first diabatization procedure. In Eq. (8), the 2 x 2 ma-
trix U is the transformation matrix that diagonalizes the sub-
potential-matrix W2 for the lowest two diabatic states, i.e.,
Uiwiay = va2,

The potential energy matrix W in diabatic representation

is finally regularized through

wreg — SV(ab im’tio)ST’ (9)
where S is the transformation matrix that diagonalizes W,
i.e., S'WS = V. The main purpose of this last regulariza-
tion procedure is to ensure that the ab initio potential energy
data V@ "ito) in the adiabatic representation is fully repro-
duced via the inverse transformation from the diabatic repre-
sentation used in the calculations.?® This transformation does
not change the diabatic matrix to first order near the conical
intersections.

After construction of the regularized diabatic potential
energy matrix Wy, the final Hamiltonian in the diabatic
representation is obtained by adding the nuclear KEO into
Eq. (4). For the sake of simplicity, we do not distinguish W
from W™ in the following.

C. The multi-configurational time-dependent
Hartree method

The MCTDH method'"3%3% is a highly efficient ap-
proach to solve the time-dependent Schrodinger equation.
The MCTDH-ansatz for the nuclear wavefunction is briefly
discussed in the following for completeness.

The MCTDH wave function is expanded in Hartree prod-
ucts of time-dependent basis functions called single-particle
functions (SPFs). The SPFs, ¢(Q, f), may be one- or multi-
dimensional functions. In the latter case, the coordinate Q is
a collective mode comprising several degrees of freedom Q
= (qk» - - -» q1)- The MCTDH ansatz for wavefunction reads

Vg1, ....q7, 1) =¥Y(01,...,0Qp, 1)

n

_Z ZAj] /p(t)nﬁoﬁk)(le)

= ZAjch, (10)
J
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where f denotes the number of degrees of freedom and p the
number of MCTDH combined modes. There are n, SPFs
for the xth combined mode. The A, = Aj, ... ;, denote the
MCTDH expansion coefficients and the configurations ®; are
products of the time-dependent SPFs. The SPFs are finally
represented by linear combinations of time-independent prim-
itive basis functions or discrete variable representation (DVR)
grids. The MCTDH equations of motion read

iA; =7 (D, |H|®)AL, (11)
L
ig") = (1 = P (H) g, (12)

where a vector notation, ) = (¢\, .-, @UNT, is used. De-

tails on the derivation, the definitions of the mean field (H)",
the density matrix o, and the projector P*) can be found in
Ref. 11.

The computational gain of the MCTDH method is ac-
quired via keeping the number of SPF basis optimally small,
i.e., the so-called MCTDH contraction effect. Because the
SPFs are variationally optimized via the MCTDH equations
of motion derived by applying the Dirac-Frenkel variational
principle, they are ensured to evolve temporally in an optimal
manner to describe the wave packet, therefore often a rather
small number of SPFs suffices to achieve convergence. The
efficiency can be further enhanced by combining several cor-
related degrees of freedom into one physical mode Q;.

The solution of the MCTDH equations of motion
demands efficient evaluation of the mean fields at ev-
ery time step. To this end the Hamiltonian is represented
as a sum of products of single mode operators, via the
POTFIT method,'!-3*3 which allows us to bring a general PES
into product form comprised of basis functions called single-
particle potentials (SPPs).

The multi-electronic state wave functions can be written
as

W1,y 0p =D Wa(Q1,o o, Qp D), (13)
a=I

where 7 is the number of electronic states. We have applied
the multi-state formulation of MCTDH, in which a separate
set of SPFs is propagated for every electronic state,*® which
are then coupled by the off-diagonal elements of the diabatic
Hamiltonian.

The ground state vibrational wavefunction of the
H*(H,0), cation was obtained on the ground state PES em-
ploying the improved relaxation method.>” This method con-
verges faster than a simple imaginary time propagation and
is essentially a multi-configuration self-consistent field ap-
proach that takes advantage of the MCTDH machinery.'®38

The acquired ground state wave function was then di-
rectly transferred to the excited states of the ionized Hs0,*"
dication as the initial wavepacket, assuming sudden ioniza-
tion of the H" (H,0), cation by the FEL pulse and validity of
the Franck-Condon principle,*® as schematically depicted in
Fig. 3. The wavepacket dynamics on the excited state poten-
tials were propagated up to 100 fs. Within a time period of
~65 fs the major photofragmentation process of the Zundel
cation was observed in the present calculation, yet we car-

J. Chem. Phys. 138, 094313 (2013)

TABLE I. Definition of the one-dimensional grids. N denotes the number of
grid points and x;, xy are the location of the first and the last point. The DVRs
are defined in Appendix B of Ref. 11 (radial degrees of freedom are given in
atomic units, while angular degrees of freedom are given in radians).

Coordinates N X; Xf DVR
X 21 -3.0 3.0 sin
y 21 -3.0 3.0 sin
R 360 39 155 sin
z 63 —0.5 0.5 sin
o 26 0 2 exp
YA 21 —1.8 1.8 sin
VB 21 T —1.8 T+1.8 sin

ried out 100 fs quantum dynamical propagation to enable full
absorption of the wave packet by the complex absorbing po-
tentials (CAPs) for the purpose of flux analysis.

In order to enhance the efficiency of the MCTDH cal-
culation, we made use of mode-combination using the fol-
lowing four combined modes Q; = [x, y], Q> = [z, «], O3
= [R], and Q4 = [y4, yg]- The definition of the underly-
ing one-dimensional (1D) grids and the DVR is provided in
Table I. Table II contains the numbers of SPFs used for each
degree of freedom in the MCTDH relaxation and dynamics
calculations, which gives converged dynamical results.

In the present calculation, the CAPs were applied to x,
v, R, v 4, and y g coordinates in order to absorb the outgoing
wavepacket. The CAP V., for coordinate g; takes the form*’

Ve(gi) = —inlgi — qi.cl"0(qi — gi.cl). (14)

where the strength parameter 7, the order n, and the thresh-
old ¢g; . were chosen so as to minimize the reflection from the
CAP along the coordinate g;. The suitably chosen CAP pa-
rameters were listed in Table II.

From the time-dependent wavepacket propagations, vari-
ous properties were extracted. Since the wavepacket propaga-
tions were performed in a diabatic representation, the diabatic
electronic state populations P,(f) and the reduced densities
pa(qi» gj, 1) of the wavepacket for the electronic state |a) can
be readily obtained as

Palt) = (9y(1) | 9o (1) as)
and
putar a0 = [ wowo [Tda. a6
I,

TABLE II. Details of the MCTDH calculation. For each combined mode
Q;, the number of single particle functions (SPFs) and the parame-
ters for the complex absorbing potentials (CAPs) of the form V.(g;)
= —inlgi — qi.cI"0(lgi — gi.c|) are given. The CAP parameters were listed
as (¢i,c, N, n)q; . Atomic units are used for radial degrees of freedom, while
radians are used for angular degrees of freedom.

Combined Numbers CAP

modes of SPFs parameters

01 =[x, y] 10 (£2.50, 0.05, 3),,

O =[z,a] 10 7z, a are CAP free

03 =[R] 5 (12.30, 0.005, 3)g

Qs =1[ya, vsl 5 (£1.65,0.05, 3),,,, (m £ 1.65,0.05, 3),,
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respectively. In order to facilitate the comparison with
surface-hopping calculations, where the electronic popula-
tions are expressed in terms of adiabatic electronic states,
we also calculate the adiabatic populations.*' For this, the
wavepacket in adiabatic representation W,gispaic 1S obtained
by unitary transformation from the diabatic representation by

Wagiabatic = S Waiabatics an

where S is the position dependent transformation matrix of
adiabatic-diabatic representations defined in Eq. (9).

D. The non-adiabatic surface-hopping method

The molecular wavefunction at a given time 7 can be ex-
panded in the adiabatic representation as'

V(e Ry, ) =Y xR, )¢5 Ry),  (18)
J
where r. is the collective coordinate of all electrons, and Ry is
the one of the nuclei. X}‘I(RN, 1) and ¢5(re; Ry) correspond to
the nuclear and electronic wavefunctions of the Jth electronic
state, respectively.

In the context of surface hopping, the nuclear wave-
function xf(RN, t) is replaced by a swarm of M points in
phase space with initial distribution that is analogous to the
quasi density distribution of the corresponding wavefunction,
namely each of the nuclear trajectories evolves independently
and the quantum correlation between them is neglected. In
this case, the nuclear wavefunction is considered to have the
following quantum probability:*?

1 o0
Ry, 1) = 7 Z/ dr'| (") s(Rx
o 0

— RN — 1)), 19)

where |C IJ\I’O’(t/)|2 is the probability to observe the nuclei with
position RY at time 7 in the ath trajectory. Under the assump-
tion of independent trajectories, the molecular wavefunction
is reduced to

W (re, RN) = Y C) ()5 (re; Ry) (20)
J

for the ath trajectory.

In order to correctly depict the non-adiabatic relax-
ation dynamics of electrons associated to the nuclear motion,
through which energy of electrons is either extracted from or
pumped into the kinetic energy of nuclei, the surface hopping
approaches utilize a procedure to switch the electronic PES
on which the molecular nuclei move.

In the context of the Landau-Zener scheme,
electronic population dynamics is fully determined by local
topologies of the potential energy surfaces. The quantum-
classical Landau-Zener formula for transition probability be-
tween adiabatic electronic states / and J is

AE? 2
PIs =exp | —2m ——2L— |, (1)
’ IRy - VAEY, |

where %AE? ; is the gradient of the energy difference be-
tween two diabatic electronic states / and J and AE?, is the

43-45 the
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energy difference between two adiabatic electronic states /
and J. It is natural to expect that the transition probability
should be maximized for small energy gap and large slope
of the PESs as they come close. The implementation we used
here for the Landau-Zener approach closely follows that of
Jones et al.*?

On the other side, the fewest-switches scheme puts
stress on the electronic coherence by explicitly incorporat-
ing the temporal evolution of electronic Schrodinger equation,
which reads

ihcy’a(t) = ZC?'“(Z‘)(HJ[ —lhRaNdi.;]), (22)
1

15,46

Wherg d%, is the non-adiabatic coupling vector (¢(re,
Rn)| VR[9S (re, Ry)). The matrix element H;; = 8, ES is di-
agonal in the adiabatic representation, where E is the elec-
tronic potential energy of the Jth state in the adiabatic rep-
resentation. The non-adiabatic coupling matrix elements o,
= Rﬁ -d9, = (¢j|%) are calculated numerically by finite
difference from the overlap of wave functions*’ "

1
oyt +At)2) = Z—At[(cﬁi(t)wﬁ(t + Ap))

—(¢5¢ + An)|g5 )], (23)

with linear interpolation within a integration time step At.

The FSSH scheme generally keeps the number of switch-
ing events to be minimal (i.e., fewest switches), with the fol-
lowing probability g;; for the hopping from the Ith state to the
Jth state within the time interval [z, t + df],*®

C @ (DR - d%, ]
N (e

t+dt m[
gy, t+dt)= —Zf dt
t

(24)

Suppose ¢ is a uniform random number between 0 and 1. A
hopping event is invoked when the following inequality

D gk <t <) gl (25)

K<J-1 K=<J

as well as the energy conservation condition, is satisfied.
In our implementation of Landau-Zener and fewest-switches
schemes, the momentum of the nuclei are corrected immedi-
ately after the hopping by

nM~'p . | _2AE nM-'n
o ven (G iy
(26)
in order to conserve total energy and angular momentum,
where M is the mass matrix, n = g/|g|, and g is the gradient
of the energy gap g = %R(E_] —Ep.°
Both the Landau-Zener and the fewest-switches schemes
guarantee that the nuclei feel the force on a single electronic
PES when the system leaves the interaction regions of strong
non-adiabatic coupling. This scenario is physically consistent
with the fact that in experiment the outgoing molecular frag-
ments should be generally observed to sit on a single elec-
tronic state at the asymptotic region, rather than to maintain
superposition of electronic states.
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For the purpose of studying the influence of dimension-
ality to the surface-hopping quantum-classical dynamics, we
applied the RATTLE scheme®! to impose internal constraints
on motions of atomic nuclei. In this way, we can precisely
study the same reduced dimensionality model by both surface
hopping and quantum dynamics.

Working with Cartesian coordinates, the rigid constraints
are maintained by introducing implicit forces based on La-
grange multipliers. The equation of motion for atom i thus
reads

mRy; =F; + G, 27

where F; is the inherent force from electronic potential energy
surface and G; is the force on atom i in order to satisfy the
constraints. G; is given by

Gi ==Y hiaVioi({RN(D)), (28)

where o;, {RN(#)} = O are the set of general holonomic con-
straints imposed on atom #, which could be functions of either
Cartesian or internal coordinates while their Cartesian deriva-
tives %l- oi« ({RN(?)}) are evaluated by stable numerical differ-
entiation, and X, are time-dependent Lagrange multipliers as-
sociated with the force of constraints, which are determined
by the iterative procedure of Andersen.’! Since the constraint
forces are by construction always orthogonal to the velocity
vectors of atomic nuclei, they do not impose any work on
the molecular system, and the total energy conservation is
guaranteed.

The initial conditions for the Zundel cation were sampled
from a Boltzman distribution in the phase space on the ground
electronic PES. Care was taken to reproduce the quantum dis-
tribution along z by adjusting the sampling temperature. In
future works we may consider sampling from a Wigner distri-
bution of the ground vibrational state.

lll. RESULTS AND DISCUSSION

A. Ground and lowest excited electronic states
of H5°22+

For the dication HsO,2t, one can depict the initial elec-
tron hole in the molecule by inspecting the molecular orbital
from which a valence electron is ionized, i.e., applying the
Koopmans theorem.’? In the context of multi-configuration
wavefunctions, for each of the low lying electronic states
we could always identify one one-hole configuration with
a population of more than 90% in the respective electronic
state. This indicates that a one-particle picture description is
adequate for the states under consideration. In particular in
Fig. 2, we present the molecular orbitals corresponding to the
electron hole in the lowest three electronic states of the di-
cation. The two lowest-energy states can be depicted as re-
moving an electron from a lone electron pair in either water
molecule, while the third state corresponds to removing an
electron from the hydrogen bond.

It is convenient to label the electronic states of interest
using the C;, point group as reference. The lowest two states
are energetically degenerate when the molecule is close to

J. Chem. Phys. 138, 094313 (2013)

HOMO
E(Dsq) B1(C2)

HOMO
E(D3q) Ba(Cav)

HOMO - 1
By(Daa) A1(Cay)

FIG. 2. The highest three occupied molecular orbitals of By, E, and E sym-
metries for the HT(H,0), Zundel cation at Dy, symmetric configuration,
from which the valence electron is photoionized. In the C», point group, these
states correlate to the labels By, By, and Ay, respectively.

the absolute minimum in the electronic ground state of the
Zundel cation, where they belong to the E irreducible repre-
sentation within D,; group, the degeneracy is lifted in first
order along the proton-transfer coordinate of B, symmetry,
resulting in a E®b conical intersection. Intuitively, when the
central proton is displaced towards, e.g., the water molecule
on the left, the electronic state with the hole on the water
molecule of the right side gets stabilized, while the state with
the hole on the left side is destabilized, leading to the lift-
ing of the degeneracy. The third electronic state of the dica-
tion can be described by an electron hole extending mostly
around the central hydrogen bond. Therefore, the PES is rela-
tively flat along the proton-transfer coordinate in the vicinity
of the Franck-Condon point. When the proton is displaced to-
wards either water molecule, the electron hole eventually be-
comes more stable on the water molecule opposite to the pro-
ton side and at that geometry the third dicationic state crosses
with the second one, resulting in new seams of conical inter-
sections. This topology can be seen in Fig. 3. The Coulomb
repulsion between the proton and the electron hole, which
are both positively charged, further drives the molecular frag-
ments carrying one of them to separate from each other. In
this way, the electronic motion reacts on the nuclei, while the
nuclear motion drives non-adiabatic electronic transitions. It

30

25

S
)
Z 20
= E®b (Dyy)
o
o
= L
g Hs0, +y—>H;0," +¢
8 5 . .
=W}
1
XA, (Cy)
0 : : "
-0.5 -0.25 0 0.25 0.5

z (Proton position)

FIG. 3. A schematic view of the initial photoionization process of the
H*(H0), cation. The potential energy curves, labeled by By, B, and Ay,
respectively, for the excited electronic states of the ionized Hs0,2* dication
and the ground electronic state of the HT (H,0O), cation (X 1A)) are depicted
as a function of proton position z. The black curves correspond to the proba-
bility density of the ground vibrational state along the z coordinate. It can be
seen that upon photoionization the system has non-negligible probability to
be found directly on top of the region of conical intersection of the electronic
states of the dication. The origin of the potential energy was set to the energy
of H"(H,0), cation at its equilibrium geometry on the ground state PES.
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FIG. 4. (a)-(c) Temporal evolution of the electronic population of the
three lowest-energy electronic states in adiabatic representation, calculated
with MCTDH, Landau-Zener surface hopping, and fewest-switches surface
hopping.

is worth mentioning that the PES topology described above
will be general to ionized clusters of M---H*-.-M type featur-
ing strong and symmetrical hydrogen bonds, where M stands
for molecules that are able to support hydrogen bonds.

B. Ultrafast Coulomb explosion and correlated
proton-hole dynamics

Figure 4 shows the electronic adiabatic states population
during the first 60 fs after photoionization. We assume that the
ionization cross-section is constant over the range of energies
of the three considered electronic states and therefore the re-
sults are averaged over propagations starting from each of the
three electronic states. In Fig. 4(a) the populations obtained
from MCTDH wavepacket propagation are shown. One sees

J. Chem. Phys. 138, 094313 (2013)

how after 10 to 20 fs the system has mostly decayed to the
ground electronic state of the dication.

The agreement between the wavepacket and both types of
surface-hopping calculations shown in Figs. 4(b) and 4(c) is
rather good. The non-vanishing populations of states D; and
D, reflect the fact that the outgoing H,O1 fragment can be
in its ground electronic state in which the electron hole cor-
responds to a w-type orbital, but also to some extent in the
first and second excited electronic states, in which the hole is
found on the plane of the water cation. It can be noticed that
there is some discrepancy in the populations of states B, and
A in the surface-hopping calculations as compared to the 7D
quantum-dynamical calculations. Based on the consistency of
the two different switching schemes, we believe that this is an
effect of the dimensionality reduction in the quantum dynam-
ics calculations.

Figure 5 depicts the reduced densities in the z and R co-
ordinates obtained from the MCTDH calculation after trac-
ing over the rest of vibrational modes and electronic states.
Figures 5(a)-5(c) correspond to calculations with the full
diabatic Hamiltonian. In this case the central proton needs
about 5 fs to reach the proximity of the oxygen atoms and
bounces back to the central position in about 10 fs. Within
this timespan the water molecules have not yet started sep-
arating due to their larger inertia but there has already been
substantial electronic relaxation in which the electron hole lo-
calized in one of the water monomers coupled with the mo-
tion of the central proton, cf. Fig. 4. In about 30 fs the doubly
charged system is found well into the fragmentation channel.
Figures 5(d)-5(f) show the evolution of the system under the
adiabatic PES without non-adiabatic couplings. In this case
an important part of the wavepacket stays trapped close to the
Franck-Condon region. The proton and electron hole cannot
separate and the system stays bound. This comparison sheds
light on the central role of non-adiabatic effects in the frag-
mentation dynamics of the cluster and its connection with

- (a? I5 fs | . (b.) I10fs | & (c)I I30 fs
< 35 < 35 - < 35 -
8 8 8
o o hs

25 25 | — 25 | | o

-0.4 0.0 0.4 -0.4 0.0 0.4 -0.4 0.0 0.4
z z Z
f 10 f f f

45 (dl I5 S T 45 (e? T 0 S T 45 ()l I30 S T
< 35 < 35 . < 35 —’ ‘.—
8 8 8
o o I

FIG.5. (a)—(f) Reduced densities in the z (central proton position projected onto the oxygen-oxygen axis) and R (oxygen-oxygen distance) coordinates obtained
from the MCTDH calculation after tracing over the rest vibrational modes and all electronic states. The lower panel corresponds to the case in which non-
adiabatic coupling is switched off in the Hamiltonian, while the upper panel corresponds to the fully coupled case.
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electron hole relaxation coupled to the motion of the central
proton.

In order to quantify the correlated proton—hole dynam-
ics we calculate the correlation function between the posi-
tion of both particles. For the quantum mechanical case, the
correlation function is defined as Cpy = Spn/+/SppShn, With
Sey = (£9) — (£)(9). The proton-hole correlation function is
calculated in the surface-hopping case analogously by substi-
tuting operators by variables and wavefunction averages by
ensemble averages over propagated trajectories. Cpp is bound
to take values between —1, complete anti-correlation, and +1,
complete correlation. For the excess proton position we take
the projection of the central proton position onto the
oxygen-oxygen axis. The electron hole position operator is
defined as

~ 14
h=ZR&(r){rl =) 1) (29)

for the wavepacket calculations, where |/) and |r) refer to the
two diabatic electronic states with the hole localized on the
left- and on the right-hand side water monomers, respectively,
and R is the position operator corresponding to the oxygen-
oxygen distance. In the quantum-classical surface-hopping
scenario, we represent the hole straightforwardly as the cen-
ter of the singly occupied molecular orbital associated with
the electronic state on which a particular trajectory is being
propagated.

In the Coulomb explosion, as the two like-charged par-
ticles, namely, the proton and the electron hole, should be
forced to separate due to Coulomb repulsion, a general
anti-correlation should be expected that Cp, < 0. In Fig. 6,
however, the emergence of a correlation revival at ~10 fs
appears clearly in both quantum-classical and quantum me-
chanical scenario, with striking quantitative match of the two
approaches. The revival is due to the bounce-back dynamics
of both proton and hole in the first 10 fs before the water
molecules had time to separate.

Thereafter the dication breaks apart with proton and hole
localized on either of the separating fragments. This process
is made explicit by direct visualization of the proton-hole mo-
tion of one of the surface-hopping trajectories in Fig. 7.

%0 ' j T T N T
; Quantum-classical
Quantum ---------
= 05t
Q
1.0 ‘ ‘ ‘ ‘ ‘
0 5 10 15 20 o ”

Time (fs)

FIG. 6. Correlation function between proton and electron hole positions ob-
tained from MCTDH and surface-hopping calculations.
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WS ~P - ¢

0 fs 3 fs & fs 30 fs

FIG. 7. Direct visualization of motion for the proton (orange) and the elec-
tron hole (blue and purple for positive and negative wavefunction values,
respectively), when initialized from S,, state. The geometries were taken at
0, 3, 8, and 30 fs (from left).

C. Photoionization spectrum

The photoionization spectrum was computed by Fourier
transform of the autocorrelation function of the propagated
wavepacket

oo
I(E)~E / dt (¥(0) | ¥(1)) ", (30
—00
where E is the ionization energy. Since we are considering an
irreversible process, the spectral features will have an intrinsic
width that directly depends on the time-scale of the Coulomb
explosion. Figure 8(a) shows the PI spectrum obtained by
propagation with the adiabatic Hamiltonian and neglecting
the non-adiabatic coupling between the different electronic
states. The individual spectra were obtained by populating
each of the electronic states at # = 0 and incoherently sum-
ming to provide the total spectrum. The dotted line relates
to the two lowest electronic states of the dication. As dis-
cussed above, ionization and further evolution in the lowest
electronic state leads to an ultrafast fragmentation. This cor-
responds to the broad feature between 20 and 21 eV, which
fully develops in the first 10 fs. In particular, the FWHM
of the peak (~0.6 eV) corresponds to a process with time
scale of ~12 fs, implying rapid fragmentation after the pho-
toionization. Above 21 eV the spectrum abruptly transitions
into a region with bound vibrational states supported above
the lower energy conical intersection. The separation between
the peaks is about 650 cm™!, corresponding to bound water-
water vibration. The shoulder above 22 eV corresponds to a
small fraction of the wavepacket that finds its way into the

Adiabatic approximation

80 (a)
60
40
20
~ 0 .
5 19
g
2
z
é 40 (b)
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19 20 21 22 23 24 25

Tonization energy (eV)

FIG. 8. Photoionization spectra calculated from adiabatic dynamics (a) and
from non-adiabatic dynamics (b).
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fragmentation channel from the first excited state of the di-
cation. The solid line in Fig. 8(a) corresponds to ionization
into the second excited electronic state of the dication. Bound
vibrational states exist on its PES, as seen by the peaks in
the spectrum at about 23 eV. Hence, even though HsO,*"
is doubly charged, the missing non-adiabatic coupling be-
tween nuclei and electrons can significantly prevent the Zun-
del dication from fragmenting and relaxing via Coulomb
repulsion. The calculation of the PI spectrum with the full vi-
bronic Hamiltonian results in a broad, continuous band with
three differentiated peaks in the range 20-24 eV as shown in
Fig. 8(b). This feature arises from the strong mixing of the
three lowest electronic states of the dication and the fact
that in the coupled case the dication has no bound vibra-
tional states. To finalize this discussion we note that we cal-
culated the PI spectrum based on PES at the Hartree-Fock-
Koopmans level of theory and compared it to the CASSCF
based spectrum. The two spectra were found to be very sim-
ilar in their features and intensities indicating that Hartree-
Fock-Koopmans potentials reproduce the conical intersec-
tions and overall shape of the PES remarkably well, at least in
the vicinity of the Franck-Condon region for the set of outer-
valence electronic states considered here.

D. Kinetic energy release of the fragments

The KER spectrum reflects the asymptotic energy re-
distribution between the fragmentation mode, in this case
the water-water distance coordinate and the internal coordi-
nates of the fragments. In Fig. 9 we present the KER of
the Hf O and H,O™" fragments obtained from the 7D quan-
tum dynamical calculation, as well as from reduced 7D and
full dimensional models using the surface-hopping method.
In the wavepacket calculation, the KER spectrum is obtained
from the quantum flux analysis of the outgoing wavepacket
through a complex absorbing potential placed in the outgoing
channel.!! For the surface hopping calculations we find a shift
of about 2 eV of the KER spectrum to higher energies in the
15D case in comparison to the 7D case, which indicates en-

0.7 -
FSSH 15D -~
06 | FSSH 7D ——
: MCTDH 7D -
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£
< 04F
&
¥ 03
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0.1 ‘
0.0 - e ‘
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FIG. 9. Kinetic energy release (KER) spectra of the outgoing fragments
H}'O and H,O" after tracing over the three lowest energy states, obtained
from full dimensional quantum-classical treatment, and reduced dimensional
quantum-classical/quantum-mechanical treatment, respectively.

J. Chem. Phys. 138, 094313 (2013)

ergy redistribution from internal modes of the monomers to
the dissociation coordinate. A reasonable agreement is found
between the full quantum and surface-hopping KER for the
7D case. A similar shift would then be expected for full
quantum-dynamical calculations and indicates that the modes
neglected in the 7D model may become active shortly after
the photoionization process. The fact that other observables
as the electronic state populations and the correlation func-
tion nicely agree between the quantum 7D and the surface-
hopping calculations suggest that both types to calculations
provide the same overall physical picture. The broader enve-
lope of the quantum KER spectrum is probably a consequence
of the initial conditions sampling in the surface-hopping cal-
culations, which are not able to capture zero point energy
effects.

E. lonization into the higher outer-valence ionic states

To a good approximation, each water molecule in the
Zundel cation contributes three outer-valence orbitals with
six electrons to the cluster. Therefore, there exist three fur-
ther excited electronic states of Hs 0,2* of outer-valence char-
acter above the three lowest states considered up to now.
However, it becomes increasingly cumbersome to obtain a
diabatic representation of the Hamiltonian with even more
coupled states for a quantum-dynamical treatment and, more-
over, the upper states lead to further fragmentation channels
beyond the two body fragmentation discussed above, which
would require a full dimensional treatment and very extended
grids. Such type of calculations are not within reach at the
moment. Therefore, we study the dynamics in the complete
outer-valence set of lowest energy electronic states of HsO,>"
using surface-hopping and propagate 100 trajectories start-
ing from every electronic state. The six lowest energy elec-
tronic states of HsO,>" span the range of ionization potential
at the Franck-Condon point from 20.6 eV to 27.4 eV calcu-
lated at the CASSCEF level. The six states are predominantly
one-hole states, and only states above the set of outer-valence
states involve one-particle-two-hole configurations in which
one electron is further excited to an unoccupied orbital. For
such higher-energy inner-valence states the Koopmans’ theo-
rem no longer applies.

Figure 10 presents the branching ratios of several two-
and three-body channels calculated by surface hopping. In or-
der to calculate the branching rations we analyze the positions
of the hydrogen atoms with respect to the oxygen atoms at the
end of each trajectory and consider that they are bound if they
are found within an acceptance ratio slightly larger than a typ-
ical O—H bond. For a higher initial electronic excitation more
channels become energetically accessible. In contrast to the
dynamics initialized from the three low-energy ionic states,
which merely gives two-body fragmentation

H+(H20)2 + Y — Hz()+ + H30+ +e,
the branching ratio of three-body fragmentation channels

H*(H,0), + y - H" + H,0 + H,0" + ¢,
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FIG. 10. Branching ratio of two- and three-fragment channels, initialized
from outer-valence ionic states.

H*(H,0); + y — Ht + OH + H;0" +¢™,

H+(H20)2 +y —>H+ OH" + H3O+ +e

becomes important and can even exceed that of the two-body
channel. We conclude that photon energies under about 24 eV
will lead in all cases to a fast two-body fragmentation of the
cluster. An increase in energy to about 27 eV, in which still
the outer-valence is being ionized, will lead to further frag-
mentation channels in which the external hydrogen atoms of
the cluster can be ejected during the Coulomb explosion.

IV. CONCLUSION

In the present work, we thoroughly investigated the
strongly non-adiabatic Coulomb explosion of the Zundel
cation after outer-valence ionization by XUV light. We an-
alyzed in detail the mechanism of fragmentation in the three
lowest energy electronic states of HsO,>*". For this set of elec-
tronic states, we constructed a diabatic Hamiltonian in 7D
from CASSCF quality PESs, which was used in quantum-
dynamical calculations of the fragmentation process with the
MCTDH method. We found that the three lowest electronic
states are coupled by strong non-adiabatic effects in which
the motion of the central proton along the hydrogen bond
between the two water molecules plays a fundamental role.
When the dynamics after ionization were analyzed, we found
a fast and anti-correlated motion of the central proton and the
electron hole that localizes them at opposite sides of the clus-
ter and leads to a Coulomb explosion within femtoseconds.
Exactly the same mechanism and time-scales were repro-
duced by surface-hopping calculations on PESs of the same
quality. The vibrationally resolved photoionization spectrum
of the cluster was also provided for the first time in the range
between 19 to 24 eV by quantum-dynamical calculations.
This energy range covers the lowest energy part of the outer-
valence spectrum, which extends up to about 27 eV. The com-
plete outer-valence ionized states of HsO,>" comprises six
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electronic states. The dynamics in this set of coupled elec-
tronic states was calculated by surface-hopping. We found
that above the lowest three electronic states, fragmentation
into other than the two-body channel is possible and even
dominant. The dynamics starting from the upper states are
also strongly non-adiabatic and a large fraction of the ini-
tially available electronic energy is redistributed into vi-
brational modes, which explains the possibility of further
fragmentation.

Our calculations provide an in-depth analysis of the cou-
pled electronic and nuclear non-Born-Oppenheimer dynamics
in a small ionized water cluster, in which the high mobility of
proton and electron hole play a fundamental role. The good
agreement between quantum and surface-hopping treatments
paves the way for future explorations of larger clusters and
the liquid phase.
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