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The High Energy Stereoscopic System (H.E.S.S.) is an afrayaging atmospheric Cherenkov
telescopes (IACTs) located in the Khomas Highland in Namibit consists of four 12-m tele-
scopes (CT1-4), which started operations in 2003, and a 28ameter one (CT5), which was
brought online in 2012. It is the only IACT system featurietescopes of different sizes, which
provides sensitivity for gamma rays across a very wide gnesigge, from~ 30GeV up to
~ 100TeV. Since the camera electronics of CT1-4 are much dlder the one of CT5, an
upgrade is being carried out; first deployment was in 201 ofperation is planned for 2016.
The goals of this upgrade are threefold: reducing the deae tif the cameras, improving the
overall performance of the array and reducing the systeharéarate related to aging. Upon
completion, the upgrade will assure the continuous opmraif H.E.S.S. at its full sensitivity
until and possibly beyond the advent of CTA. In the desigrhefriew components, several CTA
concepts and technologies were used and are thus beingam®aln the field: The upgraded
read-out electronics is based on the NECTAR readout cHipséw camera front- and back-end
control subsystems are based on an FPGA and an embedded ARMItar; the communication
between subsystems is based on standard Ethernet tectesoldbese hardware solutions offer
good performance, robustness and flexibility. The desigh@hew cameras is reported here.
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1. Motivation of the H.E.S.S. | Upgrade

The H.E.S.S. Cherenkov telescopes 1-4 (aka CT1-4, or "HSElSrray") were installed in
Namibia, near the Gamsberg mountain, between 2002 and m04r[ 2012, a fifth telescope
(CT5) was inaugurated in the middle of the previous H.E.8&tay. In contrast to CT1-4, this
new 28-m telescope was not only equipped with more modermei@eiectronics, but also operates
at a much lower threshold ef 30GeV, and therefore delivers a much higher rate of air showe
triggers. Therefore, as MAGI{][6] and VERITAR [7] in the pgstrs, also H.E.S.S. is undergoing
a substantial hardware upgrade to optimise its performamite final years.

The main reasons to upgrade the old CT1-4 cam§fas [2] aceréifitice the downtime of individual
cameras, induced by their ageing and increasing failues i@tcable connectors and other critical
parts, and (ii) to reduce the dead time of the array when tgetria coicidence mode with CT5.
The readout time of the original CT1-4 cameras amounts tatabd50us, which was acceptable
for the typical array trigger rates of H.E.S.S. | (20800 Hz). However, if these telescopes trigger
in coincidence with CT5, array trigger rates 05kHz or more are usual, which can lead to a sub-
stantial fraction of events that are not recorded in CT1Hictv effectively corresponds to a dead
time for stereoscopievents that can amount to 30% or more.

The way to improve on this situation is to replace the curreatiout scheme with a fast, Ethernet-
based readout and modern front-end boards built aroundE@&THR analog readout chipf [3]. To
reduce the failure rate, novel schemes for cabling, vemiiapower supply and pneumatics were
developed. The first upgraded camera is deployed in 2015.

These developments offer the opportunity to improve théoperance of the array. For instance,
since the new readout can sustain much higher trigger iiatesyld be possible to reduce the trig-
ger thresholds of the CT1-4, thereby extending their sgitgito gamma-ray showers of energies
below 100 GeV. Other characteristics of the upgraded triggel readout could also improve the
performance of CT1-4 at higher energies.

2. Components and aspects

The upgraded components include electronic and mechapéts. Figure]l summarizes
schematically their architecture and interplay. Basjcallerything inside the camera has been re-
placed or refurbished, except the photomultiplier tubedTB) and their bases, that generate the
high voltage.

Following the signal path, from right to left in the figure etfirst upgraded components are the
analog front-end boards inside the @@wermodular units. Each drawer consists of 16 PMT pix-
els, whose signals are read out by two analog boards and tiotted by one slow control board.
The back-end electronics, which was previously composadanfy rack units in two electronics
racks, is now deployed in one rack only. Most of the contretusity and camera trigger logic
is implemented on one single rack unit calledawer Interface BoXDIB). The drawers are con-
nected to it, to the data and power networks via a connectiandohosting three connectors: two
RJ45 connectors, one for ethernet and one for trigger, tgambmtrol and timing, and one M8 4-
pin connector for power (delivered at 24V DC); The connethoard also hosts the main DC-DC
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Figure 1. Electronics architecture of the H.E.S.S. | Upgrade. Thgioal H.E.S.S. | systems are denoted
by green boxes. Where possible, commercial componentswserk(in orange), also in the cabling, where
either standard Ethernet or M8 cables were deployed. Theedasoxes correspond to physical locations:
the bigger “HESS1U Camera“ box corresponds to the camezH, ithe “telescope shelter” is the hut in

which the camera is parked during the day, the “telescopeisatounted on the structure of the telescope
(and co-rotates), the “farm” is located inside the contralding.

converter of the drawer, in order to attain a galvanic sejmrdetween front- and back-end.

The DIB is composed of 3 boards: a front panel, a main boardaarahalog trigger board. The
front connection board is equipped with 60 RJ45 connectarthe drawers clock, acquisition con-
trol and trigger signals, an ethernet connector, severatdhectors to sensors and actuators and
auxiliary LEMO-00 connectors. The control and securitydiions are implemented on the FPGA
on the main board. All peripherical components, like GP®upnatics, power supply, ventilation,
are controlled from there, and all the sensors are read onit fhere. A security interlock logic
on the FPGA firmware evaluates the sensor inputs: in caseafeor failures it shuts down the
power of the drawers and closes the camera lid. The main buestd a separated analog trigger
board, responsible of the camera trigger decision.
The drawers are powered by tRewer Distribution BoXPDB), a 64 channel power switch which
monitors constantly the current consumption of each draWes main power supply is a commer-
cial 3-module unit which delivers the 24V ard80 A needed by the camera. Three modules share
the load, but only two are actually needed, one serves assphod.
The DIB, the power switch and drawers are all equipped withraliination of a Cyclone IV FPGA
and an ARM-basegiComputer Module (Stamp9G45), which allows for maximum ity and
ease of control and communication.

The ventilation concept has been changed completely: a eatilation system was imple-
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mented on the new back door of the camera, with a single fafgaaieg the many fans previously
mounted on the camera sides. Pneumatic elements were arldedable to open and close the
heavier back door, and the control unit of the entire cameeaumatics was renewed as well.
Many sensors were deployed inside and outside the cameaantoient light, temperature, smoke
and humidity. Some of them are included in a new interlockesysto guarantee safe camera
operations for both shift crew and hardware.

2.1 Front-end electronics

The signal from the PMT base reaches the MCX connector onrthi®g board via a 15¢cm
long coaxial cable, and is there terminated with= 50Q. The AC coupled signal is then pre-
amplified, split into three branches and further amplifiedio ©f these three signal branches are
the analog high and low gain, with total amplification fast@6.1 and 0.68, respectively. They are
routed to the inputs of the NECTAR chip, which have a range\o#&h adjustable offset is added
to the signals at this point, in order to account for a possilsidershoot and drifts in the baseline
due to temperature effects. Its default value is about 205Mhé third signal branch is amplified
by a factor 45 and routed to a comparator, the output of whigsglirectly into the FPGA, where
is sampled at 800 MHz and used to generate the trigger.

The NECTAR chip is a fast (1GS) sampler and digitizer chip. It integrates three funajon
namely (i) an analogue memory in which the analogue signsémspled and stored at high rate,
(i) a 12-bit 21 MHz ADC digitizing the data stored in the anglie memory and (iii) a serializer,
which sends the digital data downstream to the FPGA. Eaghictggrates two channels of differ-
ential analogue memories with a depth of 1024 cells eachrafipas are simultaneous on the 2
channels. In normal operations only a small fraction of thlésanside a region of interest (usually
16 cells long) are read out. The sampling is stopped by amrett&igger signal, which must be
synchronous to the analogue signal one whishes to digitizleen reading 16 cells, the nominal
dead time of a NECTAR chip is lower than 2us. The way the chip is read out by the FPGA
however requires a minimum safe interval between two eveints 5.5us, so one can take that
value as a measure of the overall dead time of the camera.

The typical bandwidth of the NECTAR chip analog inputs asoregsl in its datasheef][4] is be-
tween 300 and 500MHz. Care was taken to use analog compomatthing that value. The
overall end-to-end bandwidth of the readout was measurbd 10330 MHz.

The analog part of the readout was developed to have verydasenThe pedestal noise, measured
as the RMS of the value of a single cell is around 4 ADC count@mV. At the nominal PMT
gain of 2x 1P, this corresponds to 0.32 photoelectrons.

The linearity of the high gain channel is better than 2%, whsrthe low gain presents correlated
deviations from linearity up to 8%; these errors can be otedk a posteriori since an absolute
calibration of the transfer functions is performed priotfe installation on the telescope.

The cross talk between two channels within one NECTAR chiplaiween channels on different
nectar chips is typically less than 0.5%, and never largan .

2.2 Trigger chain

The trigger scheme chosen for the upgraded camera is the asifoe the current cameras
[B]: An N-majority over overlapping sectors of 64 pixels each. Asai been already mentioned,
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Figure2: View into a new drawer, with analog front-end boards at thbtrand left, and drawer slow control
board at the bottom. The analog boards contain the NECTApsdith the flower logo), the slow control
board has test loads mounted at the plugs for the PMT basssn(tights).

the pixel comparator output is sampled by the FPGA on the @rawhich in turn generates two
analog signals and sends them to the drawer interface beselgignals carry the number of pix-
els above the threshold on its left and right half, respebttjvthe number is passed as an analog
pulse coded in height in steps of 33mV. Once received by theelrinterface box, the signals are
isochronously routed to the 38 overlapping trigger seatorshe analog trigger board, where an
analog sum is built. The 60 drawers are arranged to occupyeahigal positions of a 9x8 matrix,
and the sectors overlap in width by one half-drawer and igtitddy one full drawer, so the signal
from each half drawer is routed to at most 4 sectors. The owfipilne each sector sum goes to a
comparator, where a common threshold signal (correspgridiN pixels fired) is applied. The 38
comparator outputs are finally combined in an OR logic to ¢fiecamera trigger.

The whole trigger path was tested, from the pixel comparddovn to the sector comparator and
the camera OR logic. At each position in the trigger chairnaidd scope measurements were per-
formed to assess the level of noise and the purity and inexfitgi of the trigger. The measurements
showed that th&l-majority logic implementation has negligible noise andttfor every setting of

N exists a threshold setting at which Blitmultiplicity trigger are issued and ié — 1-multiplicity
signal can trigger.

The only difference between this design and the originalistige fact that the trigger comparator
output is sampled, albeit at a very high frequency of 800 Mizereas in the old design it was
not. This allows for greater flexibility and even for more quex trigger scenarios to be imple-
mented, so it could work as a testbed for concepts put forfeartthe next generation of Cherenkov
telescopes (e.g. digital triggef [9]). With the presentesuh, it is expected that the inefficiency
inherent to sampling these pulses can be mitigated by logéhie pixel thresholds, while the pixel
jitter introduced is negligible (1.25 ns). Extended fielddies are pending.
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2.3 Ventilation

The new ventilation system, mounted on the back door of theeca, is designed to steadily
inject filtered and (optionally) heated air into the cameltacauses a steady overpressure in the
entire camera body, and leads to a constant air flow throwgtirtiwers and all other small openings
of the camera. Like this, a mild homogeneous cooling is aeligand dust is constantly prevented
from entering the camera. The option to heat the incomingaairbe used to get rid of humidity
after periods of shutdown.

The volume of air exchanged by the ventilation~i1300n? /hr (> 3601/s), early tests show that
such air flow can keep the drawers at the required temperatured5°C, with a spread of-5°C
depending somewhat on the location of the measurement.

2.4 Network and communication

Drawers, drawer interface box, power distribution box aeditVation system are all connected
to the main camera server via Ethernet connections. Thereameéwork has a star topology, all
the aforementioned devices communicate only with the akoaimera server and are independent
from one another. The single devices all have 100 Mbit/s eppased connection to a central
switch, which is then connected to the main camera serverdpnsiof a 10 Ghit/s optical fiber
connection. As a novelty, the camera server is now locatembtely in the control building (see
Fig.[), easing its maintenance.

The presence of an ARM-based computer module running Limualloof these system (with the
exception of the ventilation system), makes communicaiigtiveen single components very easy.
In order to reduce the slow control and data acquisitionnsoft development time, several open
source software solutions were adopted.

The operating system running on the Stamp9G45 is a versibmok, build using the Yocto em-
bedded Linux build systenf TILO], with the kernel module pded by the manufacturer.

Slow control communication is implemented using the Apat€héft, a lightweight and perfor-
mant RPC frameworl{[}1]. Data transfer was implementedgutie ZeroMQ [IR] smart socket
message-passing library as a transport backbone. Raw @éseEnmessages are serialized via an
optimized custom protocol, and monitoring data messagesaialized using the google protocol
buffer library [13].

These technologies allowed for a robust implementationetivark-based slow control and event
acquisition to be developed by a very small team of 2 peopghart timescales. Evaluation tests
showed that the Thrift RPC framework can sustain rates 00Q068quests per second for tens of
hours without a single failure, in a busy, complex networkilkBdata transfer tests using the Ze-
roMQ library have reached link saturation on a 1 GB/s conaegcaind have exceeded 5 GB/s on a
10 GB/s connection. The latter value is still subject tomjation, and was determined at the time
of the test by the CPU speed and memory available rather thérelprotocol implementation.

2.5 Production tests

The upgrade requires the production and testing of more 2@@ndrawers, each hosting 16
analog channels. The drawers are the most complex item aptprade, therefore an automatic test
bench was specifically set up to ease their testing. An 8reigrulse generator was designed and
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Figure 3: Reproduction of a CT1-4 camera used for test purposes at DEZ¥uthen. Left: Photo with
uncovered back door, such that ventilation componentsr@ilfans, heating) can be seen. Inside the camera,
the rack is mounted with various units installed and blugdtr) and red (data) cables connecting them. The
camera is mounted with the same inclination as in Namibia|ltw for realistic training of deployment.
Through the side opening of the camera body, drawer corarelstiards with their fans can be seen. Right:
Labeled sketch of the camera, visualising the layout of #o& units

build for this purpose. Each individual channel on one sudsggenerator can deliver a negative
pulse with rise and fall times 1 ns, with programmable attenuation up to -54 dB with 1 dBsstep
(from ~ 300mV down to~ 0.6 mV), programmable delay (up to 64 ns in 0.25 ns steps) and pro
grammable width (from 2 ns up to 62 ns in 0.25 ns steps). Femibre the generator is equipped
with a trigger input, a trigger output and a gate, plus a R&thector to mimick the trigger signal
protocol of the upgraded camera.

Two of these devices equip the test bench, and permit testen@6 channels of a drawer simulta-
neously. More than 300 single unit tests are performed irstarte. The tests are grouped in the
following categories: basic functionality, pedestal moibnearity and cross-talk, and trigger path
tests. The pedestal noise and trigger path tests are bameddy the ARM module on drawer
itself, since they do not require any external input. Thanefit will be possible to test most of the
features of a drawer even after its installation on the camer

3. Integration test bench

In order to test the interplay of the new components as go@bssible before deployment, a
replica of a H.E.S.S. | camera was produced and assemblegLithén (Fig[]3). Even without the
photomultiplier tubes (PMTs) available, the trigger chammera-internal network, cable mapping,
ventilation, slow control, power supply and mechanicatgnation could thus be tested to a good
extent.

An additional dark chamber with a 4-drawer “mini camera’tliding PMTs, can be attached to
the test camera to create a realistic dark trigger setup. p¥ ob the H.E.S.S. data acquisition

system (DAQ) was attached and the original state transitifthe system were emulated (sge [5],
Fig. 3).
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4. Outlook and future per spective

The preliminary plan is to install the first camera on CT1 in20and the remaining three in
one campaign in 2016, after an extensive verification of th& €amera. Besides the improved
dead time, the design of the H.E.S.S. | Upgrade opens margjhildigs to optimise the trigger
logic, front-end readout window and time information of g#8. The upgraded H.E.S.S. cameras
can therefore be expected to improve the sensitivity of 8L.&., but also continue to provide a
test bed for various technical innovations that are beisgudised in the framework of CTA R&D
efforts.
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