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In our previous study (Daikoku, Yatomi, & Yumoto, 2014), we demonstrated that the N1m response could
be a marker for the statistical learning process of pitch sequence, in which each tone was ordered by a
Markov stochastic model. The aim of the present study was to investigate how the statistical learning
of music- and language-like auditory sequences is reflected in the N1m responses based on the assump-
tion that both language and music share domain generality. By using vowel sounds generated by a for-
mant synthesizer, we devised music- and language-like auditory sequences in which higher-ordered
transitional rules were embedded according to a Markov stochastic model by controlling fundamental
(F0) and/or formant frequencies (F1–F2). In each sequence, F0 and/or F1–F2 were spectrally shifted in
the last one-third of the tone sequence. Neuromagnetic responses to the tone sequences were recorded
from 14 right-handed normal volunteers. In the music- and language-like sequences with pitch change,
the N1m responses to the tones that appeared with higher transitional probability were significantly
decreased compared with the responses to the tones that appeared with lower transitional probability
within the first two-thirds of each sequence. Moreover, the amplitude difference was even retained
within the last one-third of the sequence after the spectral shifts. However, in the language-like sequence
without pitch change, no significant difference could be detected. The pitch change may facilitate the sta-
tistical learning in language and music. Statistically acquired knowledge may be appropriated to process
altered auditory sequences with spectral shifts. The relative processing of spectral sequences may be a
domain-general auditory mechanism that is innate to humans.

� 2014 Elsevier Inc. All rights reserved.
1. Introduction

Highly structured tone sequences, such as music and language,
convey important information for human social communication.
Therefore, we learn them consciously or unconsciously from birth.
However, the mechanisms of learning both music and language
have yet to be entirely clarified. In recent studies on music and lan-
guage learning, ‘‘domain specificity’’ versus ‘‘domain generality’’ is
among the issues that have received the most attention.

Domain specificity means that each type of knowledge can be
innately specialized for handling tasks in a specific domain. Hauser
and Chomsky et al. claimed that many aspects of language have a
‘‘universal grammar’’ (Hauser, Chomsky, & Fitch, 2002). In other
words, these authors suggested that language has intrinsic rules
that are essential for its acquisition. This viewpoint is also known
as innatism. Furthermore, Jackendoff and colleagues reported that
some parts of musical capacities (e.g., isochronic metrical grids,
tonal pitch spaces, hierarchical tension and attraction contours
based on the structure of a melody) could be acquired by
domain-specific processing of music (Jackendoff & Lerdahl, 2006).
Taken together, according to Hauser and Chomsky et al. and Jack-
endoff et al., the acquisition of language and music may require
specific capacities that are independent of one another because
language and music include distinct primitive structures (e.g., pho-
nemes, syllables, phrases, syntax, and pitch classes). Therefore,
learners may have to extract many independent specialized struc-
tures that are involved in each domain for the acquisition of the
relevant knowledge.

In contrast, domain generality means that almost all knowledge
can be innately generalized to handle tasks in all domains. Some
studies have suggested that learners can extract statistical regular-
ities that are involved in all domains (i.e., statistical learning).
Therefore, statistical learning is conceived as the domain-general
mechanism for the acquisition of any type of knowledge. Saffran,
Johnson, Aslin, and Newport (1999) suggested that humans pro-
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cess a mechanism that computes transitional probabilities in audi-
tory sequences, such as spoken languages and musical melodies.
Furthermore, previous studies have suggested that statistical
learning of higher-order structures can be interpreted by the
Bayesian or the Markov models, regardless of the sensory modali-
ties such as sight and hearing (Furl et al., 2011; Kiebel, Daunizeau,
& Friston, 2008; Rao, 2005).

Conversely, Saffran et al. (1999) also stated that the acquisition
of specific knowledge, such as syllables in language, might require
domain-specific mechanisms that are different from statistical
learning. In other words, statistical learning is not sufficient to
account for all levels of the language-learning process. Previous
studies have also suggested two steps of a hierarchical learning
process (Ellis, 2009; Jusczyk, 1999; Saffran et al., 1999). The first
step is statistical learning, which has a common mechanism among
all the domains (domain generality). The second step is more
highly structured specific learning, which has different mecha-
nisms in each domain, such as linguistic syllables and musical
tonality, among others (domain specificity). However, the notion
of a hierarchical learning process also implies that, regardless of
the domain, statistical learning plays an essential role, at least in
an earlier step of the learning process (Archibald & Joanisse,
2013). In the present study, we investigated the statistical learning
of three types of auditory sequences, as reflected in the neuromag-
netic responses.

In recent studies of learning, it has been revealed that learners’
brain activity can depend on the knowledge that they have already
acquired (Furl et al., 2011; Yumoto et al., 2005). This finding sug-
gests that if the regularities that learners have already acquired
are used in an experiment, the level of learning achievement can-
not be exactly equal across all the participants. Therefore, in this
study, we devised original rules in which it was unlikely that any
of the participants had prior experience (Furl et al., 2011; Saffran,
2003a,b; Saffran, Aslin, & Newport, 1996; Saffran et al., 1999).
Thus, we equalized the level of learning achievement in all of the
participants. However, the learning regularities that people have
never experienced and therefore cannot predict are merely the first
step of learning. For example, in most learning activities of healthy
humans, newly encountered regularities are also recognized in
relation to the regularities that have already been acquired. This
idea has also been supported by studies that are based on informa-
tion theory (Olshausen & Field, 2004). If we separately recognize all
of the information that we receive as entirely different informa-
tion, we must acquire a very large amount of information. This pro-
cess is systematically redundant. Conversely, if we can ‘‘relatively’’
recognize new information by correlating it with other information
that we have already learned, then we do not have to accumulate
all of the received information and can spare memory capacity in
our brains. This process is systematically efficient.

The first example of this efficient processing is relative pitch
processing. Listeners can easily recognize transposed melodies if
they have already listened to the original melodies. Even infants
can possess relative pitch (Plantinga & Trainor, 2005; Trehub,
2001; Trehub & Hannon, 2006). The second example of efficient
processing is the recognition of spoken languages. When we hear
two sounds that are both in the same phonetic category, we can
generalize the two sounds as the same phoneme due to their
acoustic features such as formant frequencies (Houston &
Jusczyk, 2000; Trainor, Wu, & Tsang, 2004). Houston and col-
leagues reported that, by 10.5 months, infants could generalize
words across talkers of both sexes (Houston & Jusczyk, 2000).
These processing efficiencies were available despite substantial
differences in other acoustic parameters, such as pitch and har-
monics. In other words, we can categorize a large amount of infor-
mation by referring to common regularities in the information
(e.g., relative patterns of melody or formant frequencies).
In the present study, we investigated whether the participants
could relatively and efficiently learn the transitional probabilities.
This approach allowed us to clarify whether the relative processing
is also available in domain-general statistical learning. Saffran sug-
gested that the relative processing of fundamental frequencies is
undertaken during statistical learning (Saffran, 2003a). However,
it has not yet been clarified whether the relative processing of
the formant frequencies has also been performed. To further clarify
the detailed mechanisms of statistical learning, it is important to
determine the relative and efficient processing abilities of humans.

Mismatch negativities (MMNs) that peak at approximately
100–250 ms after the onset of deviant stimuli have been exten-
sively studied as indices for differential processing of probable
and improbable tones (i.e., standards and oddballs) (Haenschel,
Vernon, Dwivedi, Gruzelier, & Baldeweg, 2005; Shestakova et al.,
2002, Ross et al., 2009, Näätänen, Paavilainen, Rinne, & Alho,
2007). In previous studies on statistical learning using word seg-
mentation paradigms, the amplitudes of the N1 responses to tones
that appeared with lower probability were increased compared
with responses to tones that appeared with higher transitional
probability (Abla, Katahira, & Okanoya, 2008; Paraskevopoulos,
Kuchenbuch, Herholz, & Pantev, 2012). Thus, the N1 responses
have been used as an index of statistical learning of auditory
sequences. Paraskevopoulos and colleagues also suggested that
modulation of neural responses in the latency range of N1m (the
magnetic counterpart of the N1 potential) during statistical learn-
ing could be interpreted as the MMN.

In several fields of study, such as natural language processing
(Poon & Domingos, 2007; Poon & Domingos, 2008; Singla &
Domingos, 2006), music perception and statistical learning
(Daikoku, Yatomi, & Yumoto, 2014; Richardson & Domingos,
2006), the Markov chain has often been used as a model of the arti-
ficial grammar of language and music. The Markov chain, which
was first reported by Markov (1971), is a mathematical system in
which the probability of the forthcoming state is statistically
defined only by the latest state. The use of the Markov chains
embedded in tone sequences allows us to verify the mechanism
of statistical learning in the acquisition of language and music
more intrinsically than conventional oddball sequences. In the
present study, using tone sequences based on second-order Mar-
kov chains that have more general structure than the word seg-
mentation task, we verified that both the statistical learning and
the relative pitch processing of auditory sequences involved in
music and language are reflected in the N1m responses.

2. Methods

2.1. Participants

Fourteen right-handed (Edinburgh handedness questionnaires;
laterality quotient ranged from 57.9 to 100; Oldfield, 1971) healthy
Japanese participants were included. According to self-reports,
they had no history of neurological or audiological disorders (eight
males, six females; age range: 24–36 years). None of the partici-
pants had experience with living abroad, and none of the partici-
pants possessed absolute pitch according to self-reports. This
study was approved by the Ethics Committee of The University
of Tokyo. All of the participants were well informed of the purpose,
safety and protection of personal data in this experiment, and they
provided written informed consent for this study.

2.2. Stimuli

2.2.1. Tones
Using a cascade-Klatt type synthesizer (Klatt, 1980) HLsyn (Sen-

simetrics Corporation, Malden, MA, USA), we generated complex



Fig. 1. The tones in the F1–F2 space used in the present study. Seven different
combinations of F1 and F2 are assigned as v1 (780, 1200 Hz), v2 (610, 700 Hz), v3
(600, 1500 Hz), v4 (430, 1000 Hz), v5 (420, 1800 Hz), v6 (250, 1300 Hz), and v7
(240, 2100 Hz). The vowel set ‘‘v1, v2, v3, v4, v5’’ or ‘‘v3, v4, v5, v6, v7’’ sounds
similar to /a/, /o/, /e/, /u/, /i/, respectively, to Japanese listeners unless the two sets
are presented simultaneously. The dashed lines delineate borders at a 90%
identification rate for each vowel (Ueda and Watanabe, 1987).
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tones that had seven fundamental frequencies (F0) in a five-tone
equal temperament (F0 = 100 � 2(n�1)/5 Hz, n = 1–7; 100, 115,
132, 152, 174, 200, and 230 Hz) and seven different combinations
of the first (F1) and second (F2) formant frequencies: v1 (780,
1200 Hz), v2 (610, 700 Hz), v3 (600, 1500 Hz), v4 (430, 1000 Hz),
v5 (420, 1800 Hz), v6 (250, 1300 Hz), and v7 (240, 2100 Hz), which
sound similar to two distinct sets of five vowels to Japanese speak-
ers when v1–5 or v3–7 are presented in isolation (Fig. 1). Only F0,
F1 and F2 were variable, whereas all of the other parameters were
constant (F3 = 2500 Hz, F4 = 3500 Hz, F5 = 4500 Hz, duration
400 ms, including a rise/fall of 10/200 ms, binaural presentation
with the intensity of 80 dBSPL; Table 1). The F1 and F2 of every
tone were chosen within a frequency range of vowels that a
healthy human can generate (Ito, Tsuchida, & Yano, 2001;
Kewley-Port & Watson, 1994; Peterson & Barney, 1952). The rela-
tive intensities of the formant frequencies with respect to the fun-
damental frequencies were defined by the default parameters of
the HLsyn: the area of the glottis 4; the area at the lips 100; the
Table 1
The acoustic parameters of the presented tones in each sequence. The fC and fBW represent t
the variable in F0 = 100 � 2(n�1)/5 Hz. The v1–v7 correspond to the tones in the F1–F2 spa

v4 (n = 1) v4 (n = 2) v4 (n = 3) v4 (n =

(a) Pitch sequence
F0 100 (0) 115 (0) 132 (0) 152 (0)
F1 430 ± 40 (9) 430 ± 40 (7) 430 ± 40 (7) 430 ± 4
F2 1000 ± 45 (�6) 1000 ± 45 (�6) 1000 ± 45 (�6) 1000 ±
F3 2500 ± 75 (�32) 2500 ± 75 (�32) 2500 ± 75 (�32) 2500 ±
F4 3500 ± 175 (�46) 3500 ± 175 (�46) 3500 ± 175 (�46) 3500 ±
F5 4500 ± 250 (�56) 4500 ± 250 (�58) 4500 ± 250 (�57) 4500 ±

v1 (n = 4) v2 (n = 4) v3 (n = 4) v4 (n =

(b) Formant sequence
F0 152 (0) 152 (0) 152 (0) 152 (0)
F1 780 ± 40 (15) 610 ± 40 (11) 600 ± 40 (13) 430 ± 4
F2 1200 ± 45 (9) 700 ± 45 (2) 1500 ± 45 (0) 1000 ±
F3 2500 ± 75 (�18) 2500 ± 75 (�38) 2500 ± 75 (�17) 2500 ±
F4 3500 ± 175 (�31) 3500 ± 175 (�49) 3500 ± 175 (�31) 3500 ±
F5 4500 ± 250 (�42) 4500 ± 250 (�61) 4500 ± 250 (�42) 4500 ±

v1 (n = 1) v2 (n = 2) v3 (n = 3) v4 (n =

(c) Pitch-formant sequence
F0 100 (0) 115 (0) 132 (0) 152 (0)
F1 780 ± 40 (9) 610 ± 40 (8) 600 ± 40 (6) 430 ± 4
F2 1200 ± 45 (7) 700 ± 45 (9) 1500 ± 45 (�4) 1000 ±
F3 2500 ± 75 (�18) 2500 ± 75 (�37) 2500 ± 75 (�16) 2500 ±
F4 3500 ± 175 (�34) 3500 ± 175 (�52) 3500 ± 175 (�32) 3500 ±
F5 4500 ± 250 (�45) 4500 ± 250 (�62) 4500 ± 250 (�44) 4500 ±
area of the tongue blade 100; the area of the velopharyngeal 0;
and active vocal-tract expansion 0.

2.2.2. Sequences
We devised three types of tone sequences: a music-like

sequence (pitch sequence: F0 variable, F1, F2 constant), language-
like sequence without a pitch change (formant sequence: F0 con-
stant, F1, F2 variable), and language-like sequence with a pitch
change (pitch-formant sequence: F0, F1, and F2 variable). Every
sequence consisted of 750 tones separated by constant inter-stim-
ulus intervals (ISIs) of 200 ms. Every sequence could be divided by
three into the first, middle, and last portions, each with 250 tones
(Fig. 2).

In the pitch sequence (Table 2, top), the first and middle por-
tions consisted of vowel tones v4 (Fig. 1) with the five F0s
(F0 = 100 � 2(n�1)/5 Hz, n = 1–5). The last portion consisted of vowel
tones v4 with the F0s shifted from n = 1–5 to 3–7. In the formant
sequence (Table 2, middle), the first and middle portions consisted
of vowel tones v1–5 with the F0 of 152 Hz (n = 4). The last portion
consisted of vowel tones shifted from v1–5 to v3–7. In the pitch-
formant sequence (Table 2, bottom), the first and middle portions
consisted of vowel tones v1–5 with the F0s of n = 1–5, respectively.
The last portion consisted of vowel tones with the F0s and F1–F2s
shifted from n = 1–5 to 3–7 and v1–5 to v3–7, respectively. The
experimental order of the three sessions of sequences was counter-
balanced across the participants. In all of the tone sequences, a
one-second silent period was pseudo-randomly inserted (i.e., ISI
1.2 s) within every set of 30 successive tones. During the experi-
ments, the participants were instructed to raise their right hands
at every silent period to confirm that they were continuing to
pay attention to the tone sequences.

The order of the tones in every sequence was defined by a sec-
ond-order Markov process with the constraint that the probability
of a forthcoming tone was statistically defined by the latest two
successive tones. Fig. 3 shows the three transitional matrices of
the Markov chains used in the present study. Each pair of two sub-
sequent tones (row) could be followed by one of the fives tones
he center frequency and bandwidth of the formant frequencies, respectively. The (n) is
ce in Fig. 1.

4) v4 (n = 5) v4 (n = 6) v4 (n = 7)

174 (0) 200 (0) 230 (0)
0 (8) 430 ± 40 (9) 430 ± 40 (14) 430 ± 40 (12)
45 (�4) 1000 ± 45 (�9) 1000 ± 45 (�5) 1000 ± 45 (�1)
75 (�31) 2500 ± 75 (�30) 2500 ± 75 (�29) 2500 ± 75 (�32)
175 (�45) 3500 ± 175 (�44) 3500 ± 175 (�44) 3500 ± 175 (�44)
250 (�56) 4500 ± 250 (�55) 4500 ± 250 (�55) 4500 ± 250 (�55)

fC ± 1/2 fBW (relative intensity (dB))

4) v5 (n = 4) v6 (n = 4) v7 (n = 4)

152 (0) 152 (0) 152 (0)
0 (8) 420 ± 40 (5) 250 ± 40 (2) 240 ± 40 (1)
45 (�4) 1800 ± 45 (�12) 1300 ± 45 (�20) 2100 ± 45 (�20)
75 (�31) 2500 ± 75 (�16) 2500 ± 75 (�36) 2500 ± 75 (�24)
175 (�45) 3500 ± 175 (�32) 3500 ± 175 (�50) 3500 ± 175 (�43)
250 (�56) 4500 ± 250 (�45) 4500 ± 250 (�62) 4500 ± 250 (�56)

fC ± 1/2 fBW (relative intensity (dB))

4) v5 (n = 5) v6 (n = 6) v7 (n = 7)

174 (0) 200 (0) 230 (0)
0 (8) 420 ± 40 (9) 250 ± 40 (0) 240 ± 40 (0)
45 (�4) 1800 ± 45 (�5) 1300 ± 45 (�20) 2100 ± 45 (�23)
75 (�31) 2500 ± 75 (�14) 2500 ± 75 (�36) 2500 ± 75 (�30)
175 (�45) 3500 ± 175 (�32) 3500 ± 175 (�52) 3500 ± 175 (�48)
250 (�56) 4500 ± 250 (�44) 4500 ± 250 (�63) 4500 ± 250 (�60)

fC ± 1/2 fBW (relative intensity (dB))



Fig. 2. Experimental design.

Table 2
Frequency parameters of tones used in the first, middle, and last portions.

First, middle portion (500 tones) Last portion (250 tones)

Pitch sequence (F0: variable) F0 100 � 2(n�1)/5 Hz, n = 1–5 Frequency shifted to n = 3–7
F1 430, 1000 Hz (v4a)
F2

Formant sequence (F1, F2: variable) F0 152 Hz (100 � 2(n�1)/5, n = 4)
F1 Five vowels: v1–5a Frequency shifted to v3–7a

F2

Pitch-formant sequence (F0, F1, F2: variable) F0 100 � 2(n�1)/5 Hz, n = 1–5 Frequency shifted to n = 3–7
F1 Five vowels: v1–5a Frequency shifted to v3–7a

F2

a Refer to Fig. 1.

Fig. 3. The transitional matrices of the Markov chains used in the present study.
Rows: the two tones that were most recently presented. Columns: the next tone
that might appear. Each pair of two tones (rows) could be followed by one of the
five subsequent tones (columns), with 80% (white cells) or 5% (black cells)
probability. In the last portion, the tone numbers in the transitional matrices were
shifted from 1–5 to 3–7, but the transitional patterns were not changed.

T. Daikoku et al. / Neurobiology of Learning and Memory 118 (2015) 8–19 11
(columns). The probability for one of the five tones was 80% and 5%
for the remaining four tones. Henceforth, the tones that appeared
with higher and lower transitional probabilities are termed fre-
quent and rare tones, respectively. The three different Markov
chains shown in Fig. 3 were adopted in each sequence in a way that
specific transitional patterns did not interfere with learning in the
adjacent experimental sessions, and the order of the adoption was
counterbalanced across the participants.

We recorded magnetoencephalographic (MEG) signals from the
participants while they listened to the tone sequences.

2.3. Behavioral test

After each sequence of the MEG measurement, the participants
were presented ten tone series with eight tones, half of which were
sequenced by the same Markov process. The participants were
asked in interviews whether each tone series sounded familiar to
them. If a participant had adequately learned the transitional prob-
abilities of the sequences, he or she should have been able to cor-
rectly answer this question. This behavioral test was completed
within two minutes for each participant. After the behavioral tests,
we performed the Shapiro–Wilk test for normality of the behav-
ioral data. Depending on the result of the test for normality, either
one-way repeated measures analysis of variance (ANOVA) or Fried-
man ANOVA was applied to the ratio of correct answers in each
session (pitch, formant, and pitch-formant sessions). If significant
effects were detected, the Bonferroni-corrected post hoc tests were
conducted for further analysis. The statistical significance was set
at p = 0.05 in all of the analyses.

2.4. Measurements

The auditory stimuli were sequenced with the STIM2 system
(Compumedics Neuroscan, El Paso, TX, USA) and were delivered
binaurally to each participant’s ears at 80 dBSPL through ER-3A
earphones (Etymotic Research, Elk Grove Village, IL, USA). We
recorded MEG signals from the participants while they listened
to the tone sequences in a magnetically shielded room. We used
a 306-channel neuromagnetometer system (Elekta Neuromag Oy,
Helsinki, Finland), which has 204 planar first-order gradiometers
and 102 magnetometers at 102 measuring sites on a helmet-
shaped surface that covers the entire scalp. Auditory stimulus-trig-
gered epochs were filtered online with a 0.1–200 Hz band-pass fil-
ter and were then recorded at a sampling rate of 600 Hz. Using the
time-domain extension of signal space separation with a buffer
length of 10 s and a correlation limit of 0.980, the contamination
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from environmental magnetic noise was reduced (Taulu & Hari,
2009). The waveforms were filtered offline with a 2–40 Hz band-
pass and averaged in the analysis window from �50 to 500 ms.
In each sequence, the responses to the tones with artifacts less
than 3 pT/cm for gradiometers and less than 3 pT for magnetome-
ters were averaged to calculate single equivalent current dipoles
(ECDs) for the N1m and P2m. The baseline for the waveforms in
each MEG channel was defined by the mean amplitude between
�100 and 0 ms.

2.5. Data analysis

The target of analysis was the responses to the three tones that
commonly appeared in any portion of each sequence (i.e., n = 3–5
for the pitch and pitch-formant sequences and v3–5 for the for-
mant and pitch-formant sequences). Otherwise, we cannot exclude
the possibility that the difference detected in the recorded
responses was attributed to the physical difference in the pre-
sented tone ensembles. The MEG responses to the three tones were
selectively averaged according to the transitional probabilities,
from the beginning of each portion until the number averaged
reached 30 times (i.e., 10 times for each tone). The sources of the
N1m and P2m responses were modeled separately as an ECD in
each hemisphere. The ECDs for the N1m and P2m were separately
calculated from the averaged responses to all 750 tones in each
sequence at the peak latencies, with a goodness of fit above 80%
using the same 66 temporal channels (44 gradiometers and 22
magnetometers) for each participant. The selected channel areas
are shown in Fig. 4. In the N1m and P2m, the source-strength
waveforms for the averaged responses in each hemisphere were
calculated using the ECDs (Numminen, Salmelin, & Hari, 1999).
Then, in each session (pitch, formant, and pitch-formant sessions),
we performed a 2 (hemisphere: right and left) � 3 (portion: first,
middle and last) � 2 (probability: high and low) ANOVA with the
peak amplitude and peak latency of the source-strength wave-
forms. If significant effects were detected, the Bonferroni-corrected
post hoc tests were conducted for further analysis. Statistical sig-
nificance was set at p = 0.05 in all of the analyses.
Fig. 4. The selected 66 channels in each hemisphere for the ECD and
3. Results

3.1. Behavioral data

The results of the Shapiro–Wilk test for normality indicated that
the behavioral data in the pitch-formant session did not follow a
normal distribution (p = .019). The results of the Mann–Whitney
U test indicated that the ratio of correct answers for each type of
tone series was significantly above the chance level of 50% (pitch
series: z[2] = 3.19, p = 0.0014, formant series: z[2] = 2.51,
p = 0.037, pitch-formant series: t[13] = 3.21, p = 0.0013). Friedman
ANOVA on the ratio of correct answers in each session (pitch, for-
mant, and pitch-formant sessions) detected a significant difference
(x2(2) = 12.62, p = .0018). The Bonferroni-corrected post hoc test
revealed that the ratios of correct answers in the behavioral tests
were significantly higher in the pitch and pitch-formant sessions
than in the formant session (pitch session: p = .012, pitch-formant
session: p = .0050) (Fig. 5). Despite the statistical significance of the
behavioral tests, none of the participants could verbalize in detail
the statistical knowledge that had supposedly been acquired dur-
ing each measurement session.
3.2. Magnetoencephalographic data

We confirmed that all of the participants correctly raised their
right hands at every silent period in the tone sequences and that
they were continuing to pay attention to the tone sequences. The
peak amplitudes and latencies of the N1m and P2m responses
are shown in Table 3.
3.2.1. Pitch sequence
3.2.1.1. Amplitude. The main portion effect and main probability
effect on the N1m peak amplitudes were significant (portion: F[2,
26] = 3.81, p = .036, probability: F[1, 13] = 6.28, p = .026). The hemi-
sphere-portion interaction and the portion-probability interaction
of the N1m peak amplitudes were significant (hemisphere-portion:
F[2, 26] = 3.80, p = .036, portion-probability: F[2, 26] = 5.88,
source-strength calculations are bordered with the dotted lines.



Fig. 5. The ratios of correct answers in each session (N = 14). The horizontal lines
piercing the clusters indicate the median in each session.
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p = .008). Moreover, further statistical analysis of the main portion
effect revealed that the N1m peak amplitudes in the middle por-
tions significantly decreased compared with those in the first por-
tion (p = .018). Further statistical analysis of the hemisphere-
portion interaction revealed that in the left hemisphere, the N1m
peak amplitudes in the middle and last portions significantly
decreased compared with those in the first portion (middle por-
tion: p = .029, last portion: p = .022).

Further statistical analysis of the portion-probability interaction
revealed the following two significant results. First, the N1m peak
amplitudes for frequent tones in both the middle and last portions
were significantly decreased compared with those in the first por-
tion (middle portion: p = .002, last portion: p = .009), but no signif-
icant result was obtained for the N1m peak amplitudes for rare
tones (middle portion: p = 1.000, last portion: p = 1.000). Second,
in both the middle and last portions, the N1m peak amplitudes
for the frequent tones were significantly decreased compared with
Table 3
The peak amplitudes and latencies of the N1m and P2m responses (N = 14).

First portion

High Low

(a) Left hemisphere
Pitch sequence N1m Amplitude 23.9 ± 3.1 21.2

Latency 111.9 ± 4.0 121.9
P2m Amplitude 11.8 ± 2.5 13.8

Latency 242.2 ± 52.2 195.1

Formant sequence N1m Amplitude 13.3 ± 1.5 11.6
Latency 112.9 ± 2.6 114.1

P2m Amplitude 11.9 ± 3.6 11.2
Latency 192.3 ± 10.2 187.1

Pitch-formant sequence N1m Amplitude 19.2 ± 2.3 23.1
Latency 111.4 ± 3.8 117.6

P2m Amplitude 7.9 ± 2.1 9.7
Latency 196.6 ± 6.7 197.2

(b) Right hemisphere
Pitch sequence N1m Amplitude 21.0 ± 4.1 19.4

Latency 112.3 ± 2.8 115.6
P2m Amplitude 17.7 ± 4.2 19.4

Latency 183.1 ± 5.9 202.7

Formant sequence N1m Amplitude 18.3 ± 2.2 16.4
Latency 111.9 ± 2.8 115.9

P2m Amplitude 10.9 ± 5.3 13.1
Latency 193.2 ± 6.9 193.7

Pitch-formant sequence N1m Amplitude 23.0 ± 2.3 25.2
Latency 110.4 ± 2.9 116.9

P2m Amplitude 14.2 ± 3.7 11.4
Latency 193.6 ± 7.0 194.0

Mean ± S.E.M (amplitude: nAm, latency: ms).
those for the rare tones (middle portion: p = .004, last portion:
p = .008) (Fig. 6).

3.2.1.2. Latency. The main portion effect and main probability
effect on the N1m peak latencies were significant (portion: F[2,
26] = 9.70, p = .001, probability: F[1, 13] = 7.27, p = .018). The
N1m peak latencies for the frequent tones were shorter than those
for the rare tones (Fig. 7). Moreover, further statistical analysis
indicated that the N1m peak latencies in the last portion were sig-
nificantly longer than those in the first portion (p = .0001). No
other significant differences in the N1m and P2m were detected
in the pitch sessions.

3.2.2. Formant sequence
ANOVA revealed no significant effects in the peak amplitude

and peak latency of the N1m and P2m.

3.2.3. Pitch-formant sequence
3.2.3.1. Amplitude. The main probability effect on the N1m peak
amplitudes was significant (F[1, 13] = 22.31, p = .0004). The hemi-
sphere-probability interaction of the N1m peak amplitudes were
significant (F[1, 13] = 5.64, p = .034). Moreover, further statistical
analysis revealed that, in both the middle and last portions, the
N1m peak amplitudes for the frequent tones were significantly
decreased compared with those for the rare tones (middle portion:
p = .002, last portion: p = .003).

Further statistical analysis of the hemisphere-probability inter-
action revealed that in both the left and right hemispheres, the
N1m peak amplitudes for the frequent tones were significantly
decreased compared with those for the rare tones (left hemi-
sphere: p = .0003, right hemisphere: p = .006) (Fig. 6).

3.2.3.2. Latency. The main probability effect on the N1m peak
latencies was significant (F[1, 13] = 15.20, p = .002). The N1m peak
Middle portion Last portion

High Low High Low

± 2.2 15.0 ± 3.7 21.0 ± 2.9 15.6 ± 2.7 20.8 ± 2.3
± 4.5 116.0 ± 3.4 120.8 ± 3.9 124.4 ± 4.6 123.8 ± 3.9
± 4.0 12.7 ± 2.2 11.4 ± 3.1 11.1 ± 2.6 10.9 ± 2.7
± 4.5 187.0 ± 6.8 191.7 ± 6.4 192.4 ± 5.1 200.1 ± 7.6

± 1.7 11.5 ± 1.4 13.3 ± 2.6 13.3 ± 2.5 11.3 ± 1.6
± 2.4 117.4 ± 4.7 116.8 ± 3.6 118.2 ± 4.5 120.4 ± 4.5
± 2.5 8.7 ± 2.6 9.0 ± 2.3 9.5 ± 2.5 8.7 ± 2.2
± 6.7 199.8 ± 4.9 193.6 ± 6.9 182.1 ± 7.4 199.8 ± 9.3

± 3.2 18.5 ± 3.1 26.3 ± 3.9 15.2 ± 2.8 22.0 ± 2.4
± 3.7 111.6 ± 2.8 118.9 ± 2.6 109.8 ± 3.6 115.1 ± 2.5
± 3.4 5.9 ± 4.5 8.2 ± 3.7 13.4 ± 6.2 8.6 ± 2.9
± 6.0 190.2 ± 8.8 189.0 ± 6.0 181.9 ± 5.6 190.5 ± 6.9

± 3.5 17.7 ± 2.8 20.9 ± 3.5 19.2 ± 3.7 22.6 ± 4.0
± 2.8 115.7 ± 2.9 120.6 ± 3.4 119.6 ± 3.8 119.9 ± 2.8
± 4.6 16.5 ± 4.4 16.5 ± 3.2 17.8 ± 4.6 14.5 ± 4.1
± 8.5 202.7 ± 9.3 193.4 ± 6.5 198.0 ± 7.2 190.2 ± 10.2

± 2.4 14.7 ± 2.0 16.2 ± 2.5 15.0 ± 2.6 14.1 ± 1.9
± 2.5 114.5 ± 3.8 119.9 ± 3.5 117.5 ± 4.4 119.1 ± 4.3
± 3.5 12.3 ± 3.7 14.6 ± 5.8 15.9 ± 5.8 13.7 ± 5.5
± 5.2 195.5 ± 10.7 198.6 ± 10.3 196.0 ± 10.6 196.3 ± 7.8

± 2.5 23.4 ± 2.5 27.5 ± 2.7 21.2 ± 2.4 25.1 ± 2.6
± 2.3 107.4 ± 2.4 117.7 ± 2.7 117.8 ± 6.9 118.9 ± 3.2
± 3.1 12.1 ± 2.7 10.9 ± 3.6 16.3 ± 5.0 11.5 ± 3.1
± 5.2 182.7 ± 6.6 197.2 ± 5.4 188.2 ± 5.7 198.6 ± 8.4



Fig. 6. Grand-averaged source-strength waveforms calculated using the ECDs modeled on the N1m responses (N = 14). The first (a), middle (b), and last (c) portions of the
pitch sequence. The first (d), middle (e), and last (f) portions of the formant sequence. The first (g), middle (h), and last (i) portions of the pitch-formant sequence. The
responses in the left and right hemispheres are located in the left and right sides, respectively. The thick lines and dashed lines indicate responses to the frequent and rare
tones, respectively. The thin lines indicate the difference in waveforms between the responses to the rare and frequent tones.
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latencies for the frequent tones were shorter than those for the rare
tones (Fig. 7). No other significant differences in the N1m and P2m
were detected in the pitch-formant sessions.

4. Discussion

If learners acquire statistical knowledge based on the transi-
tional probabilities of the tone sequences, they can predict a tone
that will follow after the preceding tones in the tone sequences.
With this prediction for the upcoming tones, frequent tones (i.e.,
more predictable tones) lead to decreasing neural responses com-
pared with rare tones (i.e., less predictable tones). In contrast, the
violation of this prediction based on the learned transition proba-
bilities leads to increasing neural responses compared with more
predictable tones. As a result, the differences in amplitude of a
learner’s neural responses between the tones that appeared with
the higher and lower probabilities could occur if they have learned
the transitional rules of the tone sequences (Abla et al., 2008;
Daikoku et al., 2014; Furl et al., 2011; Paraskevopoulos et al.,
2012). Furthermore, Abla et al. also suggested that in predicting
upcoming tones, frequent tones result in a shortening of the neural
response latencies compared with tones that appeared with a
lower probability. Ultimately, the differences in the response
latency between the frequent and rare tones could occur during
statistical learning.

On the other hand, neural responses to tones are attenuated
with repeated stimulation due to the adaptation of auditory corti-
cal neurons. Previous studies have reported that repeated auditory
stimulation leads to the attenuation of the N1m and P2m
responses (Kuriki, Ohta, & Koyama, 2007; Teismann et al., 2004).
Furthermore, in the present study, the spectral frequencies of F0
and/or F1–F2 were relatively shifted in the last portion of all of
the sequences. If the participants possess the ability to process
the pitch sequences relatively, based on the transitional probabili-
ties, the statistical learning effects should be retained even after
the spectral frequencies are relatively shifted. In summary, both
the learning and the adaptation effects on the amplitudes and
latencies and the processing for the spectral shifts could be
reflected in the neuromagnetic responses recorded in the present
study. As described previously, the adults have already possessed
relative pitch since childhood and acquired the ability to categorize
different sounds within the same phonetic category as the same
phoneme in their mother language. Therefore, the newly learned
knowledge of the participants during this experiment was the sta-
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tistical structure that was embedded in the presented tone
sequences.

In the pitch sequence, the amplitudes of the responses to the
rare tones were significantly higher than those to the frequent
tones, and the responses to the frequent tones were significantly
attenuated in the second and last portions. Furthermore, a shorten-
ing of the neural response latencies was detected due to the poten-
tial effect of the adaptation, although the differences in the latency
of the neural responses between the frequent and rare tones were
not significant. Additionally, these effects of statistical learning
were retained even after the spectral frequencies were relatively
shifted. However, in Markov chain A (Fig. 3), frequent sequences
11–3 and 33–5 in the first and middle portions were shifted to fre-
quent sequences 33–5 and 55–7 in the last portion, respectively.
Thus, sequences 33–5 appeared frequently in all of the portions.
Therefore, one cannot exclude the possibility that those sequences
might have affected the processing of the spectral shifts. There
were only six such cases in all of the transitional patterns (25 pat-
terns � 3 Markov chains): four patterns (33–5, 35–4, 43–5, 45–4)
in Markov chain A, no patterns in Markov chain B, and two patterns
(34–5, 54–3) in Markov chain C. The three different Markov chains
were adopted in each sequence, and the order of the adoption was
counterbalanced across the participants. In the end, only 8% [6/
(25 � 3)] of the averaged neural responses might affect the results
in the last portion.

In the left hemisphere, the N1m peak amplitudes in the middle
and last portions significantly decreased compared with those in
the first portion. This result suggests right-hemisphere persistence
in auditory responsiveness to the pitch sequence. Generally, right-
handed people have left hemispheric dominance for language and
right hemispheric dominance for music (Knecht et al., 2000;
Schönwiesner, Rübsamen, & von Cramon, 2005). In the present
study, the pitch sequence (i.e., only the pitch that could be chan-
ged) could have been processed as a musical melody, whereas
the formant and pitch-formant sequences (i.e., the formant could
be changed) could have been processed as spoken language. How-
ever, this result might also be interpreted as a stronger adaptation
in the left hemisphere. The relationship between adaptation and
persistence should be clarified in future studies.

In the pitch-formant sequence, the amplitudes of the responses
to the rare tones were significantly higher than those to the fre-
quent tones, and a shortening of the neural response latencies
was detected due to the potential effect of the adaptation. Further-
more, these effects of statistical learning were retained even after
the spectral frequencies were relatively shifted. Different lan-
guages with different numbers of vowels share almost the same



Fig. 6 (continued)

16 T. Daikoku et al. / Neurobiology of Learning and Memory 118 (2015) 8–19
F1–F2 space, considering the common vocal apparatus across dif-
ferent races. The Japanese language has only five vowels. Therefore,
the receptive area for each Japanese vowel in the F1–F2 space is
larger than in other languages, with more vowels such as French
and Norwegian (Crothers, 1978). This circumstance implies that
there are larger ambiguous receptive areas across adjacent vowels
(Ito et al., 2001; Ueda & Watanabe, 1987; Fig. 1). If five complex
tones that are located less sparsely but symmetrically to the five-
vowel pentagon in the F1–F2 space are presented in isolation, they
can sound like a complete set of Japanese vowels pronounced
ambiguously.

In the middle and last portions, the attenuation of the N1m in
the pitch-formant sequence was not significant, although the
attenuation of the N1m in the pitch sequence was significant.
Shestakova et al. (2002) reported that the amplitudes of the N1m
that are elicited by between-categorical speech sounds were signif-
icantly larger than those elicited by within-categorical speech
sounds. Furthermore, they detected MMN using between-categor-
ical speech sounds. In the present study, the pitch-formant
sequence consisted of between-categorical speech sounds (F1, F2
variable), whereas the pitch sequence consisted of within-categor-
ical speech sounds (F1, F2 constant). Therefore, our results are con-
sistent with the findings of Shestakova et al.
In the formant sequence, we could not detect any significant
difference in the neuromagnetic responses. This result might be
consistent with the behavioral tests of the formant series in which
the ratios of the correct answers on the familiarity tests were the
lowest. The discrimination of the formants might be more difficult
than the discrimination of the pitches. According to previous stud-
ies, the combination of melody and language (i.e., song) might
facilitate language learning, especially in the first learning phase
of language (Schön et al., 2008). Our findings are consistent with
the results of these studies. On the other hand, the behavioral per-
formance on the formant series was significantly above the chance
level of 50%. Therefore, the formant sequences could also be
learned, although we could not detect the learning effects from
the neuromagnetic responses. Neuromagnetic evaluation might
be less sensitive to the effects on statistical learning due to the
methodological limitation of averaging compared with behavioral
evaluation.

Another reason why statistical learning was less effective in the
formant sequences compared with the pitch and pitch-formant
sequences is that we cannot exclude the possibility that the partic-
ipants dominantly depended on the pitch information during the
statistical learning in the pitch and pitch-formant sequences.
N1m varied considerably across the sequences with larger ampli-



Fig. 7. The averaged peak latencies of the N1m responses (N = 14). The pitch (a),
formant (b), and pitch-formant (c) sequences. The responses in the left and right
hemispheres are located in the left and right sides, respectively. The closed bars
represent the responses to the frequent tones, and the open bars represent the
responses to the rare tones. The error bars indicate the standard error of the mean.
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tudes for the pitch-formant sequence. F0 variability may recruit
more neural activity than only F1 and F2 variability.

Many previous studies reported that the MMN could be used as
an index for the differential processing of probable and improbable
tones (or standards/oddballs) (Paraskevopoulos et al., 2012;
Shestakova et al., 2002). In the present study, the differences in
waveforms in the responses to rare and frequent tones are shown
in Fig. 6. The temporal profiles of those difference waveforms were
similar to the MMN, especially from the viewpoint of the peak
latencies. The difference waveforms in our study might be inter-
preted as the MMN in the higher-order structure of the tone
sequences. The neural responses to rare tones during statistical
learning and the MMN might share the neural substrates for the
processing of the improbable tones.

According to our knowledge, there are few studies that have
investigated neurophysiological markers during statistical learn-
ing. A previous study detected statistical learning effects on P50
(Paraskevopoulos et al., 2012). However, in our study, few partici-
pants elicited P50, mainly because of the shallow rising of each
tone onset. A previous study detected the statistical learning
effects on N400 (Abla et al., 2008). The longer ISIs are necessary
to record the N400. Because the ISI in the present study was
200 ms, it was difficult to detect the N400 in our study. Although
Furl et al. (2011) found statistical learning effects on P2m as well
as N1m in using pure tones, we could not detect the effects on
P2m. This insignificance could result from the general notion that
the P2m resists adaptation more than the N1m, and this tendency
is more pronounced when the vowel sounds are used as repeated
stimuli (Kuriki et al., 2007; Teismann et al., 2004).
The issue of domain generality versus domain specificity in the
mechanisms of learning is an important topic for understanding
how humans acquire language, music and other skills. Through
investigations of how learning could occur, several studies have
demonstrated that learners might use the same statistical learning
mechanism for both linguistic (Peretz, Saffran, Schön, & Gosselin,
2012; Romberg & Saffran, 2010; Saffran, 2003b; Saffran, Loman,
& Robertson, 2001) and musical stimuli (Furl et al., 2011; Saffran,
2003b; Saffran et al., 1999). Saffran and colleagues demonstrated
that 8-month-old infants could recognize the difference between
novel and familiar syllables of language within a two minute lis-
tening experience, which suggests that the infants were able to
extract the information about sequential statistics because knowl-
edge, such as music and language, must be acquired from a listen-
ing experience, especially in infants (Saffran et al., 1996).
Furthermore, other reports suggest that statistical learning was
not limited to auditory materials, such as music and language, dis-
playing many analogous properties for visual pattern learning
(Asaad, 1998) and visuo-motor sequence learning (Hunt & Aslin,
1998). Therefore, statistical learning has been conceived as a
domain-general mechanism not only in auditory learning but also
in learning in other modalities.

However, one question arises. Domain-general statistical learn-
ing does not function properly in the case of congenital amusia. In
other words, individuals with congenital amusia fail to learn music
but can learn language (Ayotte, Peretz, & Hyde, 2002), even if both
of these constructs are organized around the same statistical prop-
erties (Peretz et al., 2012). Peretz et al. stated that the input and
output of the statistical computation might be domain-specific,
whereas the learning mechanism might be domain-general. This
model was supported by the work of Omigie and Stewart (2011).
Their results suggested that individuals with amusia lack confi-
dence in their statistical learning ability, although they may statis-
tically learn music. In other words, these authors suggested that
amusia might be a disorder of awareness rather than of perception.
Furthermore, in the present study, although the statistical learning
was clearly confirmed from the MEG data, none of the participants
could verbalize their statistical knowledge in detail. However, by
using an abstract medium, such as a musical melody, they could
correctly answer far above the chance level of 50% whether the
tone series in the behavioral tests sounded familiar based on the
tone sequences that had been presented in the measurement ses-
sions. These findings may support the model of Peretz et al.
(2012). Furthermore, in the present study, we also reveal the pos-
sibility of the statistical learning of language-like tone sequences
(i.e., both the pitch and formant could be changed, such as in spo-
ken language) as well as music-like tone sequences (i.e., only the
pitch can be changed, such as the melody). This finding suggests
that statistical learning might be a domain-general mechanism
that is involved in both music and language.

In contrast, other studies on domain-specific learning mecha-
nisms have suggested that similarities between language and
music might be specific compared with any other auditory stimuli
(Jackendoff & Lerdahl, 2006). Jackendoff and colleagues stated that
the perception of both the music and spoken language are in part
subject to the gestalt principle. A pitch that is a large interval away
from the melody’s surrounding context is perceptually segregated
as an isolated pitch. Similarly, in spoken language, large frequency
differences can be perceived distinctively. Furthermore, Hauser
and Chomsky et al. have also claimed that many aspects of lan-
guage structure cannot be described by finite state regularities.
Therefore, they suggest that music and language cannot be
acquired by statistical learning alone. In summary, although there
are two conflicting claims (domain specificity versus domain gen-
erality) in studies on learning, there has been a recent consensus
that learning depends on a combination of domain-specific and
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domain-general mechanisms. However, most theories of language
acquisition have emphasized the critical role that is played by
domain-specific structures over the role of domain-general struc-
tures (Hauser et al., 2002). Accordingly, the empirical studies and
theoretical arguments are far from conclusive.

Earlier studies have revealed that the relative processing of an
atonal melody that is not restricted to the diatonic scale is more
difficult than the processing of a tonal melody (Dowling &
Fujitani, 1971). This finding suggests that the relative processing
of pitch could be acquired by a domain-specific mechanism for
music (i.e., tonality). However, other studies have also reported
that animals (Wright, 2007) as well as human infants (Trehub &
Hannon, 2006) are capable of relative processing of pitch. Addi-
tionally, we clarified that the relative processing of auditory
sequences can occur when the formant as well as the pitch was
shifted. These results indicate that the auditory relative processing
is available in domain-general statistical learning as well as
domain-specific learning. In summary, our results suggest that
the relative processing of auditory stimuli is an essential mecha-
nism that is innate to humans. To reveal how statistically acquired
knowledge could be appropriated, it is important to investigate
higher-order statistical learning mechanisms other than relative
processing.
5. Conclusions

This study demonstrated that the N1m response could be a
marker for statistical learning. The pitch change may facilitate sta-
tistical learning in language and music. The relative processing of a
spectral sequence may be a domain-general auditory mechanism
that is innate to humans.
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