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The enzyme tryptophan synthase is characterized by a complex pattern of allosteric interactions that reg-
ulate the catalytic activity of its two subunits and opening or closing of their ligand gates. As a single
macromolecule, it implements 13 different reaction steps, with an intermediate product directly channeled
from one subunit to another. Based on experimental data, a stochastic model for the operation of tryptophan
synthase has been earlier constructed [J. Phys. Chem. B, 120, 2179 (2016)]. Here, this model is used to
consider stochastic thermodynamics of such a chemical nanomachine. The Gibbs energy landscape of the in-
ternal molecular states is determined, the production of entropy and its flow within the enzyme are analyzed
and the information exchange between the subunits resulting from allosteric cross-regulations and channeling
is discussed.
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I. INTRODUCTION

Stochastic thermodynamics, using the concepts of
random Markov processes, extends classical thermo-
dynamics to small systems where fluctuations become
strong’ ®. Because it is based on the Shannon entropy,
there is an intimate connection between thermodynamics
of small systems and information theory'%24. A natural
field for the application of stochastic thermodynamics
is provided by the studies of molecular motors, protein
machines and enzymes. When processes in individual
biomolecules are considered, intrinsic fluctuations are
essential and this theory has to be used233. Pre-
viously, stochastic thermodynamic descriptions have
been employed for the rotary molecular motor F1-
ATPase* 36 and for molecular walkers, such as myosin
and kinesin®7 49,

Here, stochastic thermodynamics of the channeling
enzyme tryptophan synthase will be explored. This
enzyme yields a paradigmatic example of a chemical
nanomachine. Several reviews devoted to tryptophan
synthase are available*'™*4, with the authors character-
ing it as an allosteric molecular factory?!, a channeling
nanomachine?? and even “a mine for enzymologists”*3.
The enzyme consists of two subunits, each with its own
active center, and, as a single molecule, catalyzes 13
different reaction steps.

A complex pattern of allosteric regulation is involved
in its operation. The catalytic activity in a subunit is
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enhanced or inhibited depending on the state of the
other subunit. The gates controlling arrival and release
of the ligands can become open or closed depending on
the chemical states. Moreover, one intermediate product
is directly channeled within the protein from one subunit
to another, so that it is never released into the solution
around it. The enzyme is important because it is used
by all bacteria, yeast and plants to synthesize one of the
essential amino acids, tryptophan.

A special feature of tryptophan synthase is that it
has been extensively experimentally investigated> 5.
Its mechanism is completely known, all intermediate
chemical states and reaction steps have been identified
and rate constants for practically all transitions have
been measured. The allosteric regulatory interactions
have been determined and quantified. Moreover, protein
conformations corresponding to different states have
been determined by using X-ray diffraction methods.

Recently, a single-molecule stochastic description
of tryptophan synthase has been constructed and the
Markov network of this enzyme has been identified®?.
All its transition rate constants were deduced from the
available experimental data and no arbitrary fitting
parameters were employed. Using this model, stochastic
single-molecule simulations have been performed. They
have revealed the development of strong correlations
between the subunits and synchronization of their
internal states. Below, this stochastic description is used
to explore thermodynamic aspects of the operation of
this chemical nanomachine.

In the next section, the structure and the operation



of tryptophan synthase are summarized. In Section
II1, its Markov transition network is introduced. This
network is reversible and thus partially modified as
compared to the previous publication®?. We take
into account the reverse binding of products, that
can take place under physiological conditions for this
enzyme, but has been typically negligible when kinetic
experiments were performed.  Moreover, additional
calorimetric data is used to determine the rate constant
for reverse channeling that has not been experimentally
observed. The energetic aspects and the implications
of the detailed balance are considered in Section IV.
After that, in the following section, the analysis of
entropy production and entropy flow within the enzyme
in the nonequilibrium state corresponding to physio-
logical conditions is performed. Section VI is focused
on the information aspects of allosteric interactions
between the two enzyme subunits and on the infor-
mation effects of channeling events. The article ends
with the conclusions and a discussion of obtained results.

The derivation of equations governing exchange of in-
formation between two subsystems in presence of tran-
sitions that affect simultaneously the states of both of
them is given in the Appendix.

1. TRYPTOPHAN SYNTHASE AS A CHEMICAL
NANOMACHINE

Tryptophan synthase is an enzyme that performs
synthesis of the essential amino acid tryptophan. Higher
organisms do not possess this enzyme, because they take
up tryptophan with their food. However, all bacteria,
plants and yeast are using it. The complete reaction
scheme is shown in Fig. S1. There are two substrates,
serine (ser) and indole glycerole phosphate (IGP),
and they are converted into the products, tryptophan
(trp) and glycerol-3-phosphate (G3P). The synthesis is
complicated and consists of 13 elementary reaction steps.

It should be noted that one of the substrates, IGP, is
scarce inside the cell and therefore the synthesis has to
be performed in an economic way. Moreover, an inter-
mediate product, indole, is hydrophobic and can easily
escape through the cell membrane; therefore, it should
not be released into the cytoplasm. To satisfy such
limitations, Nature has found an elegant solution. The
entire synthesis is performed inside a single biomolecule
that has two subunits, each catalyzing a sequence of
chemical reaction steps. The intermediate indole is
never released into the solution, but channeled directly
from one subunit to the other through a tunnel inside
the enzyme.

The molecular structure of tryptophan synthase is
shown in Fig. S2. The protein consists of a and
(B-subunits, both with their own catalytic sites. The

active centers of the subunits are connected by a 25 A
long intramolecular tunnel for transport of indole. Each
catalytic site has its own gate controlling the release
and uptake of substrates and products. The operation
of tryptophan synthase involves a complex pattern
of allosteric cross-regulation controlling the reactions
and the configuration of the gates. It is known that
the enzyme adopts two different conformational states:
the catalytically inactive state with open gates (“open
conformation”) and the state with enhanced catalytic
activity and closed gates (“closed conformation”) de-
pending on its chemical state®®3 5% The switching
between the two conformational states is mediated by
the COMM subdomain of the S-subunit.

A simplified scheme of the catalytic cycle of trypto-
phan synthase with several omitted states is displayed
in Fig. 1. Here, the a-subunit is shown in green and
the [B-subunit in blue. The chemical states have the
same notations as in Fig. S1. The catalytic cycle
begins with the enzyme in the state where both sites
are empty and the gates are open. Then, the substrate
IGP binds to the a-subunit and serine to the S-subunit,
where it is quickly converted to the serine quinoline
intermediate (Q1). IGP activates the formation of the
a-aminoacrylate (A-A) and the enzyme adopts the
closed conformation, as schematically shown in Fig. 1lc.
In the state (IGP,A-A) where both gates are closed,
A-A activates the cleavage of IGP to produce G3P and
indole. Indole is then channeled to the (-site where
it reacts with A-A to give the tryptophan quinoline
intermediate (Qs) that is converted to tryptophan (Aexs
is the external aldimine of tryptophan in the S-subunit).
In the state (G3P,Aexsy) the gates open and the products
tryptophan and G3P are released. Thus the enzyme
returns to the initial conformation (emtpy,empty) and is
ready to start the next cycle.

The functioning of tryptophan synthase can be also
illustrated in a different way (Fig. 2). Each subunit
undergoes stochastic transitions that either represent in-
ternal chemical transformations or correspond to binding
and release of substrates and products. Both subunits
are coupled to chemical reservoirs where constant
substrate and product concentrations are maintained.
These reservoirs can also be considered as chemostats.
Generally, there is a difference of chemical potentials
between the substrate and the product chemostats.
Because of such a difference, the enzyme is out of
equilibrium and can operate as a chemical nanomachine.

There is an extensive pattern of allosteric cross-
regulation between the two subunits. The transitions
empty = IGP and G3P = empty (magenta) in the a-site
are blocked (i.e., the gate in the a-subunit is closed) in
the states A-A, A-A + indole and Q3 of the S-site. The
transitions IGP = indole+G3P (light and dark blue) in
the a-site are blocked in the states empty, Q1, Aexs of
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FIG. 1. Schematic operation of tryptophan synthase. Aexs is the state of the S-subunit with tryptophan present inside it.

TABLE 1. Enumeration of chemical states of a- and f-
subunits by variables a and b.

a-site empty IGP indole+G3P G3P

Variable a| 1 2 3 4

[-site empty Q1 A-A indole+A-A Qs Aexo
Variable b | 1 2 3 4 5 6

the -site. The rate of the transition IGP — indole+G3P
(light blue) in the a-site is enhanced by a factor of 27.7
in the state A-A of the f(-site. The transitions Q; =
A-A and Q3 = Aexs (green) in the [§-site are blocked in
the state empty of the a-site. The transition Q; — A-A
(light green) in the [-site is enhanced by a factor of 9.7
in the state IGP of the a-site. The changes indole+G3P
= G3P and A-A = indole+A-A (red) corresponding
to indole channeling from the a- to the (-site occur si-
multaneously and represent a single stochastic transition.

To simplify the notations, the states of both subunits
will be enumerated below. The assignment of integer
numerical variables a and b to different states of the a-
and (B-subunits is given in Table I and introduced in Fig.
2.

Il. THE KINETIC MARKOV NETWORK

The stochastic single-molecule operation of trypto-
phan synthase can be seen as random wandering over a
Markov network of its internal states. In this network,
each binary internal state (a,b) with ¢ = 1,...,4 and

b = 1,...,6 represents a possible combination of the
individual states a and b of the a- and the (-subunits.
The network is shown in Fig. 3. The nodes of the
network are different chemical states and arrows indicate
the transitions between them. Additionally, ligand
binding and release are displayed. The states within the
colored box correspond to the closed conformation of
the enzyme where the gates are closed and the ligands
cannot arrive or be released. The numbers next to the
arrows give the respective transition rates in units of
s~!. Note that the bottom and upper states (1,1) in
Fig. 3 are identical; they are shown separately only for
convenience in the displayed network.

The kinetic Markov network for tryptophan synthase
has been constructed in the previous publication®?
where all transition rates have been determined from
the available experimental data. In that publication, we
have modeled, however, a typical experimental situation
where product concentrations remain vanishingly small.
Therefore, product binding events were not included
into the scheme. Moreover, the reverse indole channeling
transitions were not taken into account, because such
reaction events have never been experimentally observed.
Additionally, the reverse reaction in the beta-subunit
was not included. Because of this, the previously
constructed network has been partially irreversible.

In contrast to this, the network shown in Fig. 3 is
fully reversible. The enzyme is now assumed to oper-
ate under typical physiological conditions where prod-
ucts are present in substantial concentrations and prod-
uct binding events can therefore take place. Moreover,
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FIG. 2. Allosteric cross-regulation and channeling in tryptophan synthase. Magenta: transitions blocked in the states A-A,
A-A + indole and Qs of the 3-site. Green (light and dark): blocked in the state empty of the a-site. Light green: enhanced
by a factor of 9.7 in the state IGP of the a-site. Blue (light and dark): blocked in the states empty, Q1, Aexa of the S-site.
Light blue: enhanced by a factor of 27.7 in the state A-A of the S-site. Red: Channeling instantaneously changes the states of
both sites. Numbers represent numerical notations of the respective chemical states of a subunit. Aexs is the state of subunit

B with tryptophan inside it.

as shown below, we can use additional experimental data
and thermodynamic consistency conditions to determine
the missing rate of reverse indole channeling. Addition-
ally, the rate for the reverse reaction Q3 — indole+A-A
in the S-subunit has been taken from®®. Numerical val-
ues of the rate constants of each transition are shown
next to the respective arrows in Fig. 3. The rates of
the binding of substrate and product molecules are pro-
portional to substrate and product concentrations. The
substrate and product concentrations under physiologi-
cal conditions were taken from®”. The respective binding
rate constants are given in Table II.

For the combined states (a,b), time dependent prob-
abilities p(a,b;t) can be introduced. They satisfy the
master equation

/
where wZ Z, denotes the transition rate from a state

(a’,b) to the state (a,b). The numerical values of the
transition rates are shown in Fig. 3

As we have already noticed (see, e.g., Fig. 1), only
the transition representing indole channeling involves si-
multaneous changes of the states of both a- and S-sites.
All other transitions change the state of only one subunit
although the rates of such transitions can be controlled
by the state of the other subunit. Therefore, the Markov
network of tryptophan synthase has a special structure.
It is almost bipartite (see'® 2!) and the transition matrix
elements can be written as
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FIG. 3. The kinetic Markov network of tryptophan synthase
with numerical values of all transition rates in units of s~ 1.



TABLE II. Ligand binding rate constants k, ligand concentrations ¢ and the respective transition rates w = kc under physio-

logical conditions.

Reaction Binding rate constant k Concentration ¢ Transition rate w Reference
[-empty + Ser — Q1 75-10 F uM Ts7 T c(Ser)=68 uM 51s ! 45
B-empty + Trp — Aexo 0.15 pM~ts™ c¢(Trp)=12 uM 1.8s7 1 45
a-empty + IGP — o-IGP 10 pM~1s™? c(IGP)=3.5uM 355! 46,58
a-empty + G3P — a-G3P 0.2 pM~ts™? c¢(G3P)=49 uM 9.8 571 46

wht  ifa=d
wh o ifb=10
b _ 43 eoop g _
wa,a’ =\ W43 if ((Z 7b ) - (3a 3) and (aa b) - (474)
wiyy if (a/,b) = (4,4) and (a,b) = (3,3)
0 else.

(2)
The indole channeling couples the two subunits and
perturbs the complete bipartite structure of the Markov
network.

It is convenient to define the probability fluxes

JZ:Z/, = wZ’)Z/,p(a', vit) — wg/,’f;p(m b;t) (3)

and write the master equation as a continuity equation

=S (4)

/b/

p(a, b;t)

Taking into account the special form (2) of the transition
matrix, the master equation can also be written as

d b, b (3 3) (4 4 channel
7P pla,b;t) = E J0 4+ E + [0 — 6(ab)]J

4 , ()
where § = 1, if i = j and &/ = 0 otherwise. The

fluxes correspondmg to transmons inside the [-subunit
are JOV = wb? p(a,b';t) — wbPp(a, b;t) and the fluxes
Jb o for the transitions Wlthln the a-subunit are defined
elmllarly The flux correbpondlng to channeling is
Jehamnel — 3p(3, 3 1) — wiyp(4, 43 ).

IV. ENERGIES AND DETAILED BALANCE

Thermodynamics implies that all transitions between
the states should satisfy the condition of detailed bal-
ance. This condition is that at thermal equilibrium the
net probability flux between any two states is absent.
For the considered network it implies that the ratio of

the rates wb ., and w?, for forward and backward tran-

a,a’

sitions between any two states (a,b) and (a’,b’) satisfies
the equation

bb’

W o G(a,b) — G(d, 1)
e o ( kpT ©

where G(a,b) and G(a’,b’) are Gibbs energies of the
respective states in the network at equilibrium, 7" is the
temperature, and kg is the Boltzmann constant.

For transitions between the states (a,b) — (a’,b’) that
do not involve binding or release of ligands, the rates
wzl(’;, coincide with the respective rate constants kZ:Z// and
the Gibbs energies G(a, b) are the internal Gibbs energies
g(a,b) of the molecular states. In this case, equation (6)
takes the form

klajjlz)z/’ g(aab -9 a,>bl)
kb/)7b = exXp <)k:BT(> : (7)

Note that, for macromolecules the Gibbs energies g(a, b)
of internal states are different from the internal energies
€(a,b) of such states because they additionally include
entropic contributions and solvent effects.

The transitions that involve binding or release of a lig-
and should be treated separately. Suppose that a tran-
sition from (a,b) to (a’,¥’) is accompanied by binding of
a ligand and the ligand is released in the backward tran-
sition. Then the forward transition rate is proportional

b b = k;b bc whereas

bb, = kbb More-
over, the Gibbs energies in (6) include now contributions
from ligand particles, i.e. G(a,b) = g(a,b)+u, where p is
the chemical potential of the ligand. For the considered
weak solutions, we have y = pg + kg7 Inc. Substitution
of these expressions into equation (6) yields

to the ligand concentration c, i.e. w,

for the backward transition we have w

b,b’
ka,a/ = ex g(av b) + o — g(a/7 b/) (8)
kT '
In this equation, the ligand can be either a substrate
or a product if reverse binding of a product molecule
takes place.



As shown by Schnakenberg!, one can derive further
identities by considering different pathways in a Markov
network. Suppose that the chosen pathway represents
a closed cycle T' that involves only the internal states
of the molecule without the events of ligand binding or
release. Then, by using equation (7), one can show that
the identity

/
b

a,a’ g(avb) B g(a’/ab/) _
I35 oo (S5 <1 o

r

holds, with the multiplication on the left side performed
over all transitions that belong to the chosen cycle.

If the pathway I' involves a conversion of substrate to
a product or back, application of condition (8) leads to
a modified identity. For tryptophan synthase, it has the
form

b,b’
I Yoo _ oo p(trp) + pu(G3P) — p(ser) — p(IGP)
W, ksT

(10)
if the pathway I' leads from the bottom to the top empty
states (1,1) in the Markov network in Fig. 3, i.e. if it
corresponds to conversion of the two substrate molecules
IGP and serine to the two product molecules G3P and
tryptophan.

The detailed balance condition (6) and the Schnaken-
berg identities (9) and (10) can be used to check the
thermodynamic consistency of a Markov network, to find
missing rate constants of some transitions, and to deter-
mine Gibbs energies of different states. Particularly, in
the Markov network of tryptophan synthase, there is a
transition from the state (4,4) to (3,3) that corresponds
to the channeling of indole from the - to the a-site. This
transition has never been observed experimentally and
its rate constant could not be measured. This rate con-
stant can however be determined, as explained below, by
using the identity (10) and additional experimental data.

In each turnover cycle of tryptophan synthase two
substrate molecules (IGP and serine) are converted into
two product molecules (G3P and tryptophan) and some
energy Agq is dissipated during this conversion process.
In microcalorimetric measurements under isothermal
conditions, it is possible to determine the heat () released
by the reaction in a given volume per unit time. This
heat can be estimated as Q = NAg/7 where 7 is the
mean turnover time and N is the number of enzyme
molecules in the reaction volume. The last two quantities
can be determined independently and thus the amount
of heat Aq in one turnover cycle can be obtained. Such
calorimetric measurements have been performed for
tryptophan synthase, under standard concentration con-
ditions ¢o(IGP) = co(ser) = ¢o(G3P) = ¢o(trp) = 1 M,

and they yield Aq = 20.46 kgT>°.

On the other hand, the released heat Agq corresponds
to the difference of chemical potentials of substrates and
products

Ag = p(IGP) + p(ser) — p(G3P) — u(trp)  (11)

where, for example, p(IGP) = pu(IGP) +
kpTInc(IGP).  Thus, the difference of the chemi-
cal potentials po(IGP) 4 po(ser) — po(G3P) — po(trp) in
tryptophan synthase under standard conditions is equal
to 20.46 kpT.

By using the identity (10) and the known value of Ag
for tryptophan synthase, reverse channeling transition
rate can be determined as k;’i = 4.55 s~1. This is indeed

much smaller than the measured rate k35 = 1000 s~
of the forward channeling transition. Therefore, the
reverse channeling transitions should be very rare and
this is why they have not been experimentally observed.

Furthermore, the detailed balance conditions (6) and
(10) can be used to determine, by repeated application,
Gibbs energies G(a,b) with respect to the Gibbs energy
of a certain reference state.

Our reference state corresponds to the free enzyme
with two products (tryptophan and G3P) and its
Gibbs energy is chosen as Gyfinar = 0. In the initial
state, the enzyme is free, there are two additional
substrate molecules (serine and IGP) and the two
product molecules (tryptophan and G3P) are miss-
ing. The Gibbs energy of the initial state is therefore
Ginitial = WIGP) + p(ser) — u(G3P) — u(trp). It
should be noted that it depends on the involved
ligand concentrations ¢ because p = pg + kgT'lnec.
It coincides with the amount of heat Agq released
in one turnover cycle. The value above given
Aq = 20.46 kT corresponds to the standard con-
ditions ¢o(IGP) = co(ser) = ¢o(G3P) = ¢o(trp) = 1 M.
Recalculating this under the physiological concentrations
(Table IT), we obtain Gipitiat = Aq = 19.56 kpT.

There are also several states where one of the subunits
is empty and the other subunit has a ligand bound
to it. For example, the state (IGP, empty) has IGP
bound to the a-subunit and no ligand in the S-subunit.
The Gibbs energy of this state is G(IGP,empty) =
g(IGP,empty) — go + p(ser) — u(G3P) — p(trp). It
includes both the difference of the chemical potentials,
depending on the concentrations, and the internal Gibbs
energies g(IGP,empty) and gy = g(empty,empty) of the
state (IGP, empty) and the free state of the enzyme.

Finally, there are states where both subunits are
occupied. For example, for the state (IGP, Q1), we have
G(IGP,Q1) = g(IGP,Q1) — go — u(G3P) — p(trp). For
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FIG. 4. The Gibbs energy landscape along the main pathway of tryptophan synthase under physiological ligand concentrations.
The Gibbs energies are given in units of kgT. Physiological concentration values are chosen. In the states within the beige
box, the molecular gates are closed and the enzyme is disconnected from the chemostats. Tryptophan is present inside the

[B-subunit in the state Aexas.

the state (IGP, A-A), we have G(IGP,A-A) = g(IGP,A-
A) — go — 11(G3P) — u(trp). Note that the difference
is determined only by the internal Gibbs energies of the
states and is independent of ligand concentrations. This
difference gives the amount of heat dissipated in the
respective transition.

Figure 4 shows the Gibbs energy landscape of trypto-
phan synthase along its main pathway. After the binding
of substrates requiring activation energies of 1.74 kgT
for IGP binding and 2.28 kT for serine binding, all
transitions towards product formation are exergonic.
The four catalytically important transitions (IGP,Q;) <
(IGP,A-A) « (indole+G3P,A-A) < (G3P,indole+A-A)
< (G3P,Q3) in the closed conformation of the enzyme
are highly exergonic and accompanied by heat release
in the range between 5.40 and 2.30 kgT. The release of
the products G3P and tryptophan is accompanied by the
heat release of 3.10 and 3.02 kpT, respectively.

V. ENTROPY PRODUCTION AND FLOW

The Shannon entropy at time ¢ is given by

S(t) = Zp(aa ba t) lnp(a, b7 t)
a,b

(12)

where p(a,b;t) is the probability to find the enzyme in
the state (a,b) at time ¢. Its rate of change is

Jbb/l pa st )

as =3 N P

(13)

aa’bb’

where J ’ ,, is the probability flux for the transition from

the state (a b') to (a,b) defined in equation (3). This
rate of change can be decomposed as
dtS =o—h (].4:)

into the difference of the entropy production o inside
the enzyme and of the net flow h of entropy from the
enzyme, i.e. of the rate of entropy export by it.

According to equation (13), the rate of change of the
total entropy of the enzyme can be also written as a sum
b, . .
of the rates of entropy change i in each individual
transition, i.e.

p(a’,b')

d,S = .
! p(a,b)

. by bb
E sa o With Sow = ol In
a,a’,b,b’

(15)

The same holds for the total entropy production ¢ and
the rate of entropy export h. Thus the quantities O'Z:Z,

and h . corresponding to individual transitions can be
1ntroduced

h:% Z hl;’z,; O':% Z 02’72’,

where (cf.”)



wb,b'

bbb a,a’
ha,a’ - Ja,a/ In b,b? (17>

a’,a

b,b’ AN
b,b’ 1 wa,a’p(a 7b )
n—>4- @ 7

bb
Ua,a’ - Ja,a/ b .b b . (18)
W,/ ,p(a,b)
Note that bb  _ b.b hb,b' o hb',b d bbb
ote at 0, 40 = Ua’,a’ a,a’ — "Ya’',a and s, ., = sa’,a

and therefore these quantities do not depeﬁd on the
choice of the transition direction, i.e. they are the
same both for (a,b) — (a/,¥’) and (a’,0’) — (a,b). The

. b,b . .. .
entropy production o,,, characterizes dissipation or

irreversibility whereas the entropy flow hZ’fl, represents

the average heat exchanged per unit time with the envi-
byt b,b'
LI A

/ /.
a,a a,a

. .. b,b’
ronment in a transition’. We have s

a,a’ =0

In the state of thermal equilibrium, all fluxes JZ:ZC
vanish and therefore according to equations (17) and
(18) there are no transitions where entropy is produced
or exported. Under physiological conditions, however,
the enzyme tryptophan synthase operates far from
thermal equilibrium, with the difference of Gibbs en-
ergies of 19.56 kT for one cycle. Thus, its operation
is characterized by nonequilibrium steady-state. In
the respective nonequilibrium steady-state with the
stationary probability distribution p(a,b), the fluxes

j;)’sl, do not vanish and therefore the transitions are
accompanied by entropy production and entropy ex-
port. Because the entropy S is conserved in this state,
d;S = 0 — h = 0. Hence the total entropy production
o is counterbalanced by the entropy export h. Note

that, although d;S = 0, the rates of entropy change

b,b’ c e . .
s, for individual transitions are not zero even in the
,

nonequilibrium steady-state.

The stationary probability distribution p(a,b) can
be found by solving the master equation (1) in the
nonequilibrium steady-state. Numerical values of the
probabilities p(a,b) corresponding to all possible states
are given Table S1. Then, by using equation (3), the

fluxes jb’b/
uxes J,, €

(15), (17) and (18), the values of 02’72//, hZ’f;,/ and 52’5/
can be calculated afterwards.

an be determined. According to equations

The results are displayed in Figs. 5 and 6. Here, we
show the same network as in Fig. 3, but, for simplicity,
retain only numerical notations of the states. Only the
links between the states are shown because the transition
directions are not important (see the comment after

equation (18)) For each link, the value of the quantities

’ ’
02:2, or hZ’fl, is indicated. Additionally, color coding is

used.

Here and below, all numerical values for entropy and
information are given in units of bits. We have 1 bit =

In2 = 0.693, because natural logarithms are used in our
definition of the Shannon entropy.

The rates of entropy or information change are given
in bits per seconds. Alternatively, they can also be
expressed by the respective amounts per a catalytic
cycle. Note that the substrate conversion rate of the
enzyme is equal to the probability flux J*mm¢l hecause
each productive cycle includes this transition. The
mean catalytic cycle time is the inverse of the substrate
conversion rate. Under physiological concentrations, we
find that the mean cycle time is 0.75 s. Tryptophan
synthase is a slow molecular machine.

Figure 5 shows numerical values of entropy production
for all individual transitions within the enzyme. The
entropy is mostly produced along the main catalytic
pathway. The highest entropy production (10.22 bit s—1)
is found for the allosterically activated transition Q; <>
A-A in the [-site. In contrast to this, all transitions
involving futile states (side branches of the network)
have values of entropy production below 0.01 bit s~!
per second. Ligand binding and release is character-
ized by entropy production below 1.78 bit s~! per second.

The values for entropy export are given in Fig. 6. The
entropy export takes is maximal (between 7.77 bit s™1
and 10.22 bit s7!) for the transitions (IGP,Q;) <>
(IGP,A-A) + (indole+G3P,A-A) + (G3P,indole+A-A)
where most of the heat exchange with the environment
takes place. All other transitions have absolute values
smaller than 4.61 bit s~!. Note that transition (G3P,Qs)
< (G3P,Aexs) has a small entropy export, but a high
entropy production.

Because the rate of entropy change in a transition is
given by the difference of entropy production and export,
this rate can be found by subtracting the respective
values in Figs. 5 and 6. Thus the transition (G3P,Qs)
< (G3P,Aexs) in the main catalytic pathway has the
largest rate of entropy increase si:i = 4.82 bit s71.
In contrast to this, channeling and the subsequent
transition (G3P,indole+A-A) <« (G3P,Q3) are ac-
companied by the net export of entropy at the rates
s3'3 = —4.53 bit s~! and s}y = —3.55 bit s~ L.

Using the computed rates of entropy production and
export for individual transitions, total amounts for the
whole enzyme per a turnover cycle can be obtained. We
find that, within a single catalytic cycle of tryptophan
synthase, 27.79 bits of entropy are produced. The same
amount of entropy is on the average exported by the en-
zyme per one cycle.
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FIG. 5. Entropy production in different transitions in the
nonequilibrium steady-state. The values of entropy produc-
tion are given in units of bit s™! next to the links between
the states. Additionally, color coding of the links according
to the corresponding entropy production is used.

VI. INFORMATION EXCHANGE BETWEEN THE
SUBUNITS

There is a complex pattern of allosteric interactions
between the two subunits of tryptophan synthase.
Additionally, one transition that corresponds to indole
channeling and affects simultaneously both subunits
takes place. The allosteric cross-regulations and channel-
ing lead to the development of correlations between the
internal states of the subunits. Previously, the presence
of correlations has been demonstrated by computing
the Pearson correlation coefficients for all possible pairs
of states®. 1In this section, the concept of mutual
information will be employed to further quantify the
effects of allosteric cross-regulation and channeling. Our
method is based on the theory of information exchange
between the subsystems'® 2! which had, however, to be
extended to the situation where transitions involving
simultaneously both subunits can also occur. The
formulation of the extended theory is provided in the
Appendix.

The correlation i(a,b) between the states a and b of
the two subunits is defined as

ga - - KB
-0.13 un -0.34
1.11

0.00 0.00

(4]5] (25

4.36 0.00

(35

0.17 10.22 0.61

FIG. 6. Rates of entropy export in individual transitions in
tryptophan synthase. The same notations as in Fig. 5.

p(a,b)

i(a,b) =1n pia(a)pg(b)

(19)

where po(a) = Yy, pla,b) and ps(b) = Ya_, pla,b)
are the probability distributions for the states of a-
and [-subunits. This property quantifies correlations
between the states a of the a-subunit and b of the
[-subunit, it vanishes if these states are statistically
independent, i.e. if p(a,b) = pa(a)pp(b). If it is negative,
anti-correlations between the states are present.

The values i(a,b) under physiological conditions are
shown in Fig. 7 for all states (a,b). We find high
correlations (2.39 and 2.20 bits) between the states
(G3P,indole+A-A) and (G3P,Q3) after indole channel-
ing and after the indole reaction at the [-site in the
main pathway. This agrees with the previous analysis
using the Pearson correlation coefficients®?. As a result
of channeling, both subunits simultaneously arrive at the
state (G3P,indole+A-A) and high positive correlations
are characteristic for it. On the other hand, we find an-
ticorrelation (-1.04 bits) in the state (IGP,A-A) before
channeling. This is an effect of allosteric interactions:
when the [-subunit is in the state A-A, the cleavage of
IGP into G3P and indole is blocked when the S-subunit
is in the state QQ1, but it is possible in the state A-A.



FIG. 7. Correlations i(a,b) in units of bits for different states
a and b.

The statistical average of i(a,b) over all pair states
(a, b) yields the mutual information I of the whole system

_ pla,d) 1 6 .
Pala)ps(d) > pla,bi(a,b).

(20)
This property is positive and it characterizes the strength
of statistical correlations between the a- and S-subunits.
For tryptophan synthase under physiological conditions
we have I = 0.49 bit.

As shown in the Appendix, the rate of mutual infor-
mation change for the entire system is

dtI _ fchannel ) (21)

4 6
% Z/ foa + % Z/ fifb' +

a,a’'=1 b,b'=1

Here, the sums exclude the forward and backward chan-
neling transitions and we have

i(a,b) —i(a’,b)], (22)

=Y
fb,b/ = Z ng [i(a’ b) - i(av b/)] ’ (23)

a

fchannel — Jjchannel [2(4, 4) — 7:(3, 3)] . (24)

10

Note that in a steady state d;/ = 0 and therefore
the terms (22) - (24) satisfy one additional constraint.
Moreover, the terms [, and fb p do not depend on
the ch01ce of a direction for the transitions between a
and a’ or between b and b'. The quantity fg',, gives the
contribution by the transition between the states a and
@’ in the a-subunit to the rate of change of the total
mutual information of the system; this contribution is
averaged over all possible regulatory states of the subunit

8. A similar interpretation holds for the quantity fbﬂ b

By solving the master equation under physiological
concentrations, we obtain the steady state probabilities
p(a, B). Substituting them into equation (3) and into
the equations (22) - (24) yields the values for f2,/, ff’b,
and fchannel_

Figure 8 shows how the generation (or loss) of mutual
information is distributed over the network. Mutual
information is generated in three transitions in the
a-subunit. Its highest generation rate is 3.79 bit s~!
in the transition (IGP < indole+G3P) preceding
channeling. The channeling transition itself generates
mutual information at a smaller rate (1.04 bit s=1). All
transitions in the S-subunit are accompanied by mutual
information loss with the highest rate (-3.79 bit s~1)
achieved in the transition immediately after channeling
(Q3 <~ AeXQ).

Furthermore, information interactions between entire
subunits can also be discussed. To do this, we write the
rate of change of mutual information in the form

dtI — e +F,H 4 Fchannel (25)
where
« 1 @ «
F = 5 Z fa,a’ + fchanneh (26)
a,a’,b
1 8 8
FB = 5 Z fb,b’ + fchannel' (27)
a,b,b’

Here, we have divided the rate of generation of mutual
information in the channel f@mmel  given by equation
(24) into three parts, i.e. fehannel = pehannely fa 4

B
fchannel ) where

Fchannel Jchannel In , 28
p(4,4) @)
3)p(4,4)
ganne _ Jcharmel ln ( ’ , 29
hanncl PROTEOR
channe pﬁ(s)p(l‘l’ 4)
Foranmer = J"mme! In : 30
hannet = o)
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FIG. 8. Rates of change of mutual information in units of bits per second for the transitions within a- and S-subunits and for

the channeling transition.

Thus the rates of mutual information change in «-
and B-subunits include now contributions f$, ... and
ffhannel from the channeling transition. The advantage
of this definition is that, as shown in the Appendix,
important thermodynamic inequalities for entropy
production in both subunits become then satisfied.

In a steady state, d;I vanishes and we have
Fo 4 FB 4 [pehannel — 0 If the channeling were
absent, we would have had F* = —F#. In this case,
the mutual information generated in one subunit would
have been completely consumed in the other subunit,
cf.1921 Because Feharnel oL () this is, however,
no longer valid. Some mutual information for the
entire enzyme is additionally generated in the chan-
neling transition involving simultaneously both subunits.

We have computed the values for F*, F'# and Fehannel
under physiological concentrations. We find that they
all have the same order of magnitude. The mutual
information Fehannel — _4 53 bit s~! generated per
unit time by the transition corresponding to indole
channeling flows to both subunits where is consumed at
the rates of F® = 3.09 bit s~! and F? = 1.42 bit s~'.
Note that F? is positive whereas all contributions
flf p from individual transitions in the S-subunit are

negative. This is an effect of the large contributions
from the cross term f5 = 6.43 bit s~! (whereas
O anmel = —0.86 bit s71).

VIil. DISCUSSION

In this study, methods of stochastic thermodynamics
have been applied to characterize the operation of the
channeling enzyme tryptophan synthase.

Using thermodynamic identities related to the detailed
balance, the Gibbs energy landscape of this enzyme
along its main catalytic pathway could be reconstructed
from the experimental data. We found that, under in
vivo conditions, the cycle of this enzyme is driven by
the Gibbs energy gradient of approximately 19.56 kT
between its substrates and products. Thus, under
physiological substrate and product concentrations, the
enzyme operation is far from thermal equilibrium.

Inside the cycle of tryptophan synthase, only the first
substrate binding transitions are thermally activated,
with activation energies about 1 kg71. All other transi-
tions, including the events of product release, correspond
to a decrease in the Gibbs energy. In particular, chan-
neling is driven by the energy difference of 5.4 kg7 and
does therefore not represent a diffusion process.

Because the enzyme operates far from equilibrium,
entropy is persistently produced. We found that 27.79
bits of entropy are produced and the same amount of
entropy is exported, on the average, to the environment
within one catalytic cycle. The distribution of entropy
production over the Markov network is largely nonuni-
form.

Information interactions between the two catalytic
subunits of the enzyme have been analyzed. Both the
allosteric interactions between the subunits and the
channelling of an intermediate product from one of
them to another contribute to the change of mutual
information. Thus, the previously existing theory!?-2!
had to be generalized to the situations where, in addition
to regulatory interactions between the subsystems, the
transitions simultaneously changing the states of both
of them can also take place. We found that mutual
information is generated both in a- and S-subunits at
the rates 3.09 and 1.49 bits per second. This mutual
information is consumed in the channeling transition so



that the balance is maintained. Moreover, contributions
from individual allosterically regulated transitions in
each of the subunits to the total mutual information
change were determined too.

Thus, we have demonstrated that, through the use of
stochastic thermodynamics, a rich quantitative charac-
terization of the nonequilibrium operation of an enzyme
can be produced. It would be interesting to perform
analogous investigations for other enzymes with several
catalytic subunits.  Such further investigations can
clarify the connections between various thermodynamic
properties of such nanomachines and the aspects of the
chemical function of the enzymes.

SUPPLEMENTARY MATERIAL

See supplementary material for the full reaction
scheme of tryptophan synthase, a figure of its molecular
structure and numerical data for the stationary proba-
bility distribution on the Markov network under physio-
logical conditions.
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Appendix

In this Appendix, the previous analysis of information
exchange and entropy production for systems with a
bipartite structure'® 2! is extended to systems that also
have cross-transitions between the two subsystems. For
tryptophan synthase, there is one such transition and
it corresponds to indole channeling. Our results are,
however, general and hold for systems with any number
of cross-transitions.

We consider a system (A,B) composed of two
subsystems A and B. The states of the system are
labeled as (a,b). We assume that there are regulatory
transitions that occur within one subsystem with their
rates, however, affected by the state of the other sub-
system, i.e. the transitions of the form (a,b) < (a,b)
and (a,b) < (da/,b). Moreover, there are also cross-
transitions where the states of both subsystems become
simultaneously changed, i.e. (a,b) <> (a’,b") with a # @’
and b # b'. For tryptophan synthase, there is one such
transition and it corresponds to indole channeling.

The evolution of the joint probability distribution
p(a, b;t) obeys the master equation

12

pla.bity = Y [whbp(al Vs t) — whpla. bi1)] (A1)

d
a?
a’ b’
where wb b,, denotes the transition rate from a state
(a',b) to ‘the state (a,b). Distinguishing between the
regulatory and cross-transitions, we can write

wZ7b/ ifa=a
wot, =k, b=V (A.2)
by
Wy, fa#a and b#V
Moreover, probability fluxes can be introduced as
Js o = wz Z,p( "t) — wZi’Zp(a, bit)if b=10", (A.3)
Jb’b = wb’b,p(a', vit) — wg/,’)Zp(m bit)ifa=ad, (A4)
JZ Z', =w> Z,p( LYt) — wz//l;p(a, bit)ifa#a and b# V.

(A.5)

The mutual information i(a, b) for a pair of states (a, b)
is defined as

: p(a,b)
i(a,b) =In ———
D = s ®

where pa(a) = >, p(a,b) is the probability to find the

subsystem A in the state a and pp(b) = >, p(a,b). The

average of i(a,b) over all states (a,b) yields the mutual
information I of the entire system

(A.6)

I= Zpab Zpab (a,b). (A7)
Its time derivative d;I can be written in the form
1 A 1 B
dil = 3 Z faar + 3 Z Jop + Z al v (A8)

a,a’ b,b’ a,a’,b,b’

where the first two sums are taken over regulatory tran-
sitions in subsystems A or B and the last sum includes
all cross-transitions in the considered system. We have

A= ZJC}ZQ [i(a,b) —i(a’, ])]
ZJb ,ln ||§,)), (A.9)

flfb’ = Z ng [i(a7 b) —i(a, b/)]
=571 m, (A.10)
o = 8 lia,b) — i(d, b)) . (A.11)



Here, pa(alb) = p(a,b)/pp(b) is the conditional proba-
bility to find the A-system in state a if the B-system is
in the state b and pp(bla) is defined similarly.

Thus f ‘o Yields the contribution to the total rate
of change of mutual information due to the regulatory
transition between a and o' that takes place in the
subsystem A and is regulated by the subsystem B. A
similar interpretation holds for flf;b,. The term ff;’zl,
represents the contribution to the total rate of change of
mutual information due to the cross-transition between
(a,b) and (a’,V'), with a # o’ and b # ¥, that directly
connects the two subsystems A and B.

Now we derive the influence of the coupling through
regulatory and cross-transitions on each of the entire sub-
systems A and B. Therefore, we consider the amount of
entropy ¥4 produced per unit time in the transitions
that change the state of the A subsystem. It is given by
equation (18),

wy oP(a;b)
Z aa’l 7[))+

a,a’,b Wy ap(
’ ? P a/, b/
> I % (A.12)
a#a’ b#£b’ W, a’p( ,b)

In a similar way, the amount of entropy £Z produced in
the B subsystem can be found

1 , bb’ (a b/)
nF = o S e i e Py
2 a%’ wb ’ (CL, b)

b»b a. b
b,b’ aa’p( b)
2 aa

(A.13)
ata’ b£b’ aP(a; )

Suppose now that we observe the subsystem A without
the knowledge of the states of the subsystem B, i.e. we
have no access to the joint probability distribution p(a, b)
and use instead of it the probability distribution pa(a)
in equation (A.12). Proceeding in this way, the apparent
entropy production o4 assigned to the subsystem A is
obtained

b, ’

Jb vy wa@/p,q a)
5 2 Jiwln—g——.
a;éa’ b#b’

(A.14)

Similarly, we have
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Zjbb/ w pB(b/)

a,b,b (b)
/ ’ b/
S gt 7“ wps() (A.15)
a#a’ ,b#b’ Wy apB (b)

The real entropy production rates 4 and 28 are always
non-negative, whereas the apparent entropy production
rates o4 and o can also be negative!2!. The influence
on the entropy production of system A (respectively, B)
through coupling to the whole system is then given by
the difference between the apparent and total entropy
production. Thus we define

FA=g4 x4 (A.16)
FB =48 %5 (A.17)

Substituting equations (A.12) to (A.24), we obtain

b (bla)
Z J /hl W-’-

a,a’,b

S gy 2olbla) (A.18)

a;éa/ b B(b ‘a/ )

, b)

Jbb pA a| pa\do)

"3 2w

1 b, A(a|b)
+= Jolo In : (A.19)

#%ﬂ, pa(@|v')

Note that F4 and FZ have contributions from terms

;‘fa, and flfb, defined in equations (A.9) and (A.10)
and used in the splitting of d;/ in equation (A.8). In
addition, they also include cross-terms originating from
non-bipartite transitions.

Using FA and FZ, equation (A.8) for the rate of change
of mutual information can be written as

dyJ = FA 4 FB 4 peross (A.20)

where the quantity

Feross —

/
Z Jbbl pa b)

(A.21)
a;ﬁa’ b#£b’ (CI, b)

is introduced. Note that the expression (A.21) for F¢oss
can be also formulated as

Feross = N bt (A.22)

a,a

aa’ b£b



where SZ’Z, is the Shannon entropy produced in the cross-
transition from (a,b) to (a’,b’). Using the non-negativity
of 4 and X8, we arrive at the second law-like inequali-
ties

»A=0A—FA>0, (A.23)
»B8=0P —FB >0. (A.24)

where F'4 and FP are related by the change of mutual
information and the rate of Shannon entropy in the
cross-transitions according to equation (A.20).

The equations (A.23) and (A.24) are the same as
previously derived for completely bipartite systems
where two subsystems were coupled by regulatory tran-
sitions, but no cross-transitions were allowed!?~2!. In the
absence of cross-transitions, the original framework!9 2!
is recovered. Now, these inequalities have been generally
derived for the systems where both regulatory and
cross-transitions directly connecting the subsystems
can take place. Such generalization is only possible
if the definitions (A.18) and (A.19) are employed.
Once the inequalities have been established, the same
interpretation as in refs.! 2! can be used.
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