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Tight-binding lattice models allow the creation of boundnpwsite objects which, in the strong-interacting
regime, are protected against dissociation. We show thatad impurity in the lattice potential can generate a
coherent split of an incoming bound particle wave-packdtivhonsequently produces a NOON state between
the endpoints. This is non trivial because when finite lattiare involved, edge-localizatioffects make their
use for non-classical state generation and informatiamsfeat challenging. We derive arffective model to
describe the propagation of bound particles in a Bose-Hubblhain. We introduce local impurities in the
lattice potential to inhibit localizationfiects and to split the propagating bound particle, thus @mglhe
generation of distant NOON states. We analyze how minimgiherring transfer schemes improve the transfer
fidelity and we quantify the robustness to typical decohegedffects in optical lattice implementations. Our
scheme potentially has an impact on quantum-enhanced@iomiferometry in a lattice.

PACS numbers: 03.75.Be,03.67.Hk,72.20.Ee

I. INTRODUCTION Bose-Hubbard Hamiltonian, which contains a hopping term
between neighboring sites and an onsite interaction. Ifemor

The unprecedented ability to control and observe multithan one particles_ are initif_;llly located in t_he same site and
particle states in optical lattice systems with single-sés- the onsite interaction is fliciently strong, this modellfavor.s
olution [1-£14] make possible the investigation of new quan_the_creat|on of bound states, whlc_h are stable against-disso
tum interference fects. Indeed, the dynamics of quantum ¢/ation [2/32£36]. A natural question is then whether bound
interacting systems display many interesting featuresgba states have some _advanta_ges for non-classical state pmu_luc
beyond the regime traditionally studied in linear opticeors ~ t2Sks. The key point here is that a bound state behaves like an
the fundamental perspective it is then important to underst effective _smgle particle for strong en(_)ugh interaction and to
how to exploit the natural interactions to “engineer” theta get_her \/_Vlth_a balanced beam splltter_ it can be used to produce
particle dynamics in a lattice for creating non-classitales, & high fidelity NOON §tate. When dlsj[ant sites are |n\(olved:
such as multi-particle NOON states. Compared to classicd} Palanced beam splitter transformation can be obtained via
setups, and also to other schemes for atom interferometdf€ Particle dynamics by introducing suitable impuritiestie
[18,16], the advantage of this approach is that non-clabsic attice potential. These impurities generate a coherelrtt sp
states (e.g. NOON and dual Fock stafes [17]) enhance tHENd of the wave-packet of propagating particles which éemb
estimation precision of the phaseference between the out- Nigh-éficiency éfective linear optical operations between re-
put arms of an interferometer [18-21], making them highlymote sites of finite lattices$ [87.38]. Even without the oesit
attractive for technological applications. Super-reiotufor  interaction, peculiar quantum interferendéeets enable the
NOON states wittN = 2,3 has been recently shown exper- producthn of non-classical states, namely two particléNO
imentally for microscopy purposes [22]. However, the gen-States, via the celebrated Hong-Ou-Mandééet [37,[38].
eration of non-classical states with high-fidelity is stilhard ~ B€ing @ linear-optical féect, the @iciency of this protocol
task. For instance, in existing photonic realizations, NOO IS Maximized when the atom-atom interaction is kept in the
states withN = 5 have been demonstrated, but with a limited W€&K coupling regime.

42% fringe visibility [23-25]. Moreover, with those schesne On the other hand it is intriguing to investigate the strgngl
there is a theoretical upper threshold for the state préipara interacting regime, namely whether the role of the inter-
fidelity of 94.3% [ﬂ], It is therefore important to develop atomic interaction can be exploited as a resource to generat
alternative schemes for high-fidelity NOON states genenati @ wider class of non-classical states, for instance high NOO

To sense Spatia| inhomogeneities and to probe externﬁtatESN > 2) between distant sites. However, as far as distant
fields localized over few sites, it is convenient for the com-Sites are concerned, the realizability of this scheme iddried
ponents of the NOON state to be spatially well separated. I®Y the possibility to engender and control the tunneling dy-
this context a quantum walk of interacting atoms in an Op_nam|CS Of a bound state |n|t|a."y |Ocated Inone edge Of th'e Ia
tical lattice might be very useful as we shall explore. Fortice. The main obstacle is the presence of edge-lockedsstate
a lattice setup this type of scheme is important as it enableghich inhibit the hopping dynamic5 [39.140]. Edge-locking
one to avoid the necessity of measurement based schemiggleed creates arffective energy barrier between edge and
[26, [27] (which are still challenging in current optical-lat bulk sites, that suppresses the bound state propagating alo
tice experiments with few particles), time-dependentme  the lattice.
potentialslj,_zﬁi engineered bath based schemeés [29] or ring In other words, it is still an open problem how to tune the
lattices [30/31]. From the theoretical point of view, opti- lattice potential to realize transformations between farss
cal lattice systems in a low filling limit are modeled by the when strongly interacting particles are involved. Reggrir
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not been proposed yet. Here we show that the edge locking ef-
fect can be eliminated by introducing static impuritieshe t
chemical potential localized at the endpoints. These iinpur
ties, which can be generated using external local fields; com
pensates the energy gap between edge and bulk sites and en-
able the dynamics. After “unlocking” the dynamics, we study
the state transfefficiency for a uniform chain and the robust-
ness from typical environmentaffects, specifically decoher-
ence &ects due to spontaneous emission in an optical lattice
setup. Moreover we show how a minimal engineering of the

1 L hopping rates can enhance the transféciency, specifically
tuning the first and the last tunneling couplings of the chain
We show then how to add an extra impurity in the middle of
site 1 of a finite lattice, a suitably introduced local impyiorange) the chain to generate a NOON state between the edges of the

in the chemical potential; = 35, 2.1 triggers a wave-packet split- lattice. We derive analytical expressions for the optimed p
ting in a reflectecR and a transmitted component. If appropriately 'ameters to generaf¢ = 2 andN = 3 NOON states, and
tuned it generates a NOON state between the endpoints (sitel 1 We show how our approach can be straightforwardly general-
L) at the transfer time. The two green peaks are local fieldghwhi ized for producing larger “cat” states. Finally, we show how
realize a finite lattice model. The red arrow represents titeral  to experimentally detect the generated NOON state using the
direction of propagation of the bound particle once lowedtesllat- technology available nowadays.

tice depth at time¢ = 0. We also add local fields in the first and last
sites of the chain to inhibit the edge-localizatioffieet and then to
delocalize the bound particle from the edges.

FIG. 1. Scheme of the model: when a bound state is initialithe

II. MAINIDEA

the case of fermions, a long-range state transfer protocal f We consider a one-dimensional chain of lenigtdescribed

two particle bound state has been studied in a one- and twdy a Bose-Hubbard model with site dependent parameters ac-
dimensional lattices, using AC fields. In this scheme theesta cording to the following Hamiltonian [47]:

transfer takes place only between edge states, while ek si

remain empty during the dynamics of the systeni [41, 42]. On ST U; L

the other hand, for bosonic particles, the under-barriemets:  H=-2,% |ajaj,, + He |+ Z SN (mi+1)- Z”ini :
ing of a dimer has been analyzed(in/[43, 44]. Nonetheless, the i=1 =1 i=1 )
problem of how to transfer bound states with high fidelityrove Here ai(al) are the boson annihilation (creation) operators
arbitrarily long distances in engineered finite-size chdias | P ’
not been completely addressed yet, in particular when morg;j = a} aj the number operator anfj, U; andy; are respec-
than two particle bound states are involved in the dynamics. tively the hopping rate, the onsite interaction and the dbam

In this paper we analyze the bound particle dynamics in a fipotential. Because the Hamiltonian, Efi), (preserves the to-
nite lattice by mapping the Bose-Hubbard Hamiltonian into a tal number of excitations of the system, the dynamics can be
effective single particle chain via a strong-coupling expansi evaluated in a Hilbert subspace with a fixed number of parti-
in the onsite interaction term. This mapping is realizedwit cles.
novel application of theféective theory developedin [45]. We ~ One characteristic feature of the Bose-Hubbard model is
study the conditions to prevent the dissociation of the ldounthat the onsite interaction enables the creation of “bound”
particle during the dynamics and we show that when thesstates when several particles are in the same|site [2, B2—36]
conditions are satisfied the bound particle evolution is perHere we are interested in a non-equilibrium configuration, i
fectly described by ourfeective model. We find the connec- the low filling regime, wheréV particles are initially located
tion between theféective hopping rates, which are interaction on a single site. In optical lattices the initialization bétsys-
dependent, and the physical parameters of the of the Boséem in one of these states is obtained starting from the Mott-
Hubbard model. We then show how to design these paraménsulator regime and using single-atom addressing teclesiq
ters such that thefective evolution produces a splitting trans- [1-4,[6,11]. The key point here is that, provided that the on-
formation suitable for creating NOON states between distansite interaction strengtbl is large enough, the resulting state
sites. Applications in quantum enhanced metrology are thusomposed oM > 1 bounded particles on the same site is
discussed. stable against dissociation during the time evolution [B2;

The first step towards the realization of our protocol is t036,/48)4D], and behaves like affextive single particle. In-
develop a method to delocalize a bound state wave-packeteed, as explicitly discussed in [35, 36] for a few values of
from the edges of a finite chain. In the spin chain case thél, the bounded-particle states lie in an energy band which
edge-locking &ect for spin blocks is bypassed usimgulses is well-separated (by an energy separatiotJ) from other
to flip the leftmost spin and then enable the wave-packet destates, provided thad is suitably large. In the following we
localization [40] 46]. On the other hand, in Bose-Hubbardintroduce a general theory to model théeetive interactions
model an operative method to unlock bound patrticle states habetween stable bounded particles.
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In general whetJ; > J;, uj the diferent Hilbert subspaces the current experimental capabilities. The overall thecaé
Hw spanned by the states with bounded particles, namely scheme is however fully general and can be readily extended
Hy = {[{M}, j):(a’}')M|O>/ VYM! @ j=1,...,L}, are energeti- for larger values oM.
cally well separated. Because of this energy separation be-
tween subspaces, if the initial state is composed of a btdind

particle states, then with a good approximation the dynamic I11. APPLICATIONS
remains confined insidéfy. The resulting #ective dynam-
ics can be described with a Hamiltonilatmﬂ which describes A. Edgeunlocking

the dfective interactions insid@{y. By exploiting the theory
presented in[[45], which assumes that the dynamifiace
tive subspace is energetically separated by rest of theeHlilb
space, we find thél, generates ifH) the following efective

Before focusing on the specifid = 2 andM = 3 cases,
we start by discussing some general properties of the goantu
walk of bounded particles, to clarify theftBrences with the

Interaction single particle counterpart. We consider the uniform cimgpl
BT g5 regime, namelyd; = J, Uj; = U, y; = g, in the initial state
Jeﬁ Beﬁ Jeﬂ T M . . . . .
1 B2 9% [IM}, 1) o (al) |0). The resulting fective interaction is
HY = S (2)
Jef et geff geft geff
L-2 L-1 Le—ﬂl (je'ff ]éff off
Effl BL off J M-1 J BZ J
in the basig{M}, j), j=1,...,L. The above Hamiltonian de- Hy = (U) ©))
scribes a quantum walk of a one-dimensional bounded par- Jet et gt
ticle. We mention that, recently, using aférent approach, Jeffl Beft

an dfective spin-chain model has been obtained to control
and manipulate a 1D strongly interacting two specie BosewhereJ® = 0(J), B‘jff = Bfff = 0[J(U/I)M-2] while B?ff for
Hubbard for quantum communication and co_mputat_ion PU™ % 1, Lis much smaller thaB‘lfrf (boundary elements may be
poses_]. Quantum walks have been S.Ubje_Ct to Intensiv f orderO(J) or less while in the bulk they are even smaller).
Investigations over the past years, both with sllngle rjgsnc The appearance of a largeffective field in the boundaries
and multi-particles([2,_48, 4 [_ISA']'. In particularffel- gives rise to a phenomenon which is calledge-locking
ent schemes have been found to engineer the couplifigs  Eqge jocked states, which have been already described in
and the energieB‘j?Ff such that the dynamics either produces[3d [40] for M > 3, can be understood using the theory of
a perfect state transfer [55157] or a perfect splitting a®d r quasi-uniform tridiagonal matrices |60]. To describe {tie-
construction of the initial wave-packet, namely a fracibn nomenonwe consider an initial wave-packet localized e it
revival [38,[58,59]. From our perspective, a perfect statewhich evolves through the Hamiltonian, EB),(to the wave-
transfer in t_he_ fective subspace Wou_ld give rise to a per- packet|y(t)) = Zj(e—'tHﬁr)m{M}, jy. Calling H&ff = VEV/
fect transmission of a bounded particle: namely the statgne spectral decomposition of théective Hamiltonian, then
(M}, 1) « (a"l')'\"|0) is dynamically transferred to the oppo- |y(t)) = K] e*"EkvlkV;‘kHM}, i). Because of the mirror sym-
site end of the chaiffM},L) « (aD'V'|O). Another impor-  metry and for the properties of quasi-uniform matrides [60]
tant application is the perfect fractional revival, whidfee-  one finds thav,, = Vi(-1)¢ = Vie™X and Ex o« cosk)
tively generates a beam splitting transformation betwéen t wherek is the quasi-momenturk,= k;j + O(L™1) wherek; =
ends of the chain. The main reason for its importance is thatj/(L+1)andj = 1,..., L. Therefore the quantum walk of the
when bound states are involved in the perfect splittingsiran bounded particle displays the standard expression of a-wave
formation,[{M}, 1y — [{M}, 1) + €¢|{M}, L), then aM-particle ~ packet evolution[[€1], ag(M}, LIy(t)) = Y e Bty 2
NOON state [QDM + eirb(aDM“o) is produced. where|Vy/? is the probability to excite the quasi-momentum
The main idea of our scheme is then to engineer the cowstatek by initializing the system in the first site. To sim-
plings J; and the chemical potentialg in the Bose-Hubbard, plify the theoretical analysis we assume tB§t = B!, is
Eq. [0, such that the fective couplings in Eq.[4) have the constant forj # 1,L so, without loss of generality, we can
suitable pattern for either state transfer or state smijtffrac-  set Bﬁ{flk = 0. Indeed, the HamiltoniaiB) and H‘,f,lff - Bg‘jlkl
tional revival). The time scale the resultinfiective dynami-  give rise to the same evolution aside from an irrelevantalob
cal transformation is approximately given byJis. However,  phase. Within this description it is now clear that edge<iog
since the &ective hopping inHy involvesM — 1 “virtual” appears WherB‘jff > Ey, since no quasi-momentum state
transitions through states which are outstdlg, thenitissim-  can be excited by initializing the system in a state where the
ple to realize thadf"™ « JM/U M, s0 J?" exponentially de-  bounded particle is in the first site (naméNig |2 ~ O for all
creases wittM for largeU. For largerM-particle bound states  the quasi-momentum states). Indeed, in this regime this ini
the dfective evolution thus become slow and tiigagency of  tialization excites out-of-band modes which are localizedr
the scheme may be severeffexted by environmentaffiects.  the edges and do not propagate. As it is clear from B). (
Because of this, in the next sections we thoroughly analyz&ince B§" = BT = O[J(U/J)M-?], the edge-locking condi-
theM = 2 andM = 3 cases which are more feasible, givention B‘ff > Ex happens wheM > 3, as obtained also in
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[3S]. However, there is another form of quasi-locking for Py(t*) is still not zero, namely the delocalization time from
M = 2 which is not described in_[89]. Indeed, fsf = 2 the first site is slow compared to the transfer titheAs de-

we find thatB‘jff is of the same order of the energy bafdof  scribed in the previous section, this is due to théedénce in

the quasi-momentum states and, as a consequence, the quafiiective energiij?ff between the bulk and the edges which
momentum states with ener@j" ~ E, are the ones involved favors non-linear excitations which, in turn, leads to gdis

by the dynamics. SincEy « cosk) when B‘ff ~ 0 the rel-  sive dynamics. This dlierence between the bulk and the edges
evant excitations consist mostly of quasi-momentum statesan be made zero by adding two local chemical potentials at
with almost-linear dispersion relatiof( ~ k aroundk = 7/2 the endpointsy; = —4' (6,1 + 6;), whereg’ = J2/4U. As
whereE,,; ~ 0). These states propagate without dispersion int can be seen in Fig2 (bottom), when the’ field is added,

the chain and therefore give rise to a high transmission-quathe delocalization time from the first tiney,(t*) (and con-

ity. On the other hand, iB‘f‘:f # 0 other states with non-linear sequently the transfer fidelitip,, (t*)) is strongly increased.
dispersion relation are involved, which drastically lovike e compare the results obtained for the transfer of a bound
transmission quallty. Because of thlS, we find that the Statgtate with the propagation of a Sing]e partide in the |att|c
|l,0)=_(a’r)2|0) has a |0I’_]g delocalizaztion time from the initial site initially in a}|0>, by plotting in Fig 2 (bottom) the probability
during the relevant time ~ LU/J" PL(t) = [(Ola_ | (t)|? (single particle data are scaled for their

Because edge localization is detrimental in quantum transs; - - <fer timet* ~ L/J). The diference between the single
fer applications, we analyze the possibility to “unlocketh particle and the bound particle results depends on the finite

states by compensating the energy gap between edge and byl e of the interaction choseby(J = 5 in Fig. B). Indeed

isites i_ntro;juhcingha _Iocaéldstatic plotirjtial bOtgm tre firmld:;e_ H:e agreements with a single particle behavior is very higgh a
ast site of the chain. Edge unlocking can be always obtaine ng asU/J is large enough.

fpr any value ofM by adding suitable 'OC‘?" Chemicaeflfpmen' Because theftective model in Eq[2) is valid in the regime
tials uj around the edges such that thteetive fieldsB" are  \;, 3 5 1 we analyze deviations from the theoretical value

constant over the fferent sites:. of g/, by evaluating the dynamics with exact diagonaliza-
tion techniques as in [B7, 38]. Once initialized the systam i
[ (0)) o (aDZlO) we numerically find the value @f that max-
imize the probability to find, at the transfer tintte~ L/ Jeg,

. . . . the bound particle in the last site of the ch&lp (t*). We

In this section we analyze the dynamical behavior of & tWa, merically find that, for a two particle bound state, the-opt

par_ticle bound state. We first start from the u_niform case, demal values of3’ completely agree with the theoretical model
scribe the edge unlocking and then we consider how to engiy _ J2/4U independently from the length of the chain, as
neer the couplings to maximize the transfer of a bound sta ﬁ)ng asU/J > 5. '

and the generation of a NOON state.

B. Two Particles

When the hopping terrd and the onsite interactidd have
comparable amplitude, both the bound states and the single
particle states contribute to the dynamids [2]. We expeatt th
by increasing the onsite interaction thieets of the free par-

) ) ] ticle states are reduced while the state transfer fidelitg of
For a uniform chainJ; = J, Uj = U, uj = p we find that  pound particle should converge to a constant value.

1. Edge Unlocking

the efective hamiltoniarHes is the tridiagonal matrix in Eq. gy analyzingP,, (t*) we find that, when the optimal value
(@ where for the localized fielgg” = J?/4U is added in a uniform chain,
32 values of the onsite interaction aboMg¢J > 4 guarantee an
Jfff =—, (4) almost constant value of transfer fidelity for a two particle
2U bound state.
o [L+U, for j=1,L,
BY =1 % ; (5) 2. Optimal State Transfer of a Two Particle Bound state

g+tU, for j#1L.

The dfect of the inhomogeneities iB?ff is shown in Fig.2 The state transferfigiciency of a two particle bound state in

(top), where we analyze the dynamics of a bound particle inj@ Uniform chain can be improved by suitably tuning the tun-
o N2 1 . L neling couplings in the model in EqI) Because a full engi-
tially in |4(0)) « (a})"|0) ina uniform chain withh = 5 and  eering could be too demanding, here we consider fieete
U/J = 5. We study the probabilit;; (t) that after the timé  of 3 minimal engineering sche 62], which consists of
one parlt|cle isinthe S|2teand the otheris in the sife namely  yning the first and the last tunneling termsJio= J._1 = Jo
Pij = 15, KOlaiajl (1)1, wherely/(t) is the state evolved for yhjle the rest of the chain has uniform couplingis= J. In
a timet. In particular we plot, as a function of the timethe  this case the féective Hamiltonian[?) has éfective interac-
probability to have the bound particle in the first sRe(t) tions
and in the last site of the chal | (t). We observe that de- 2
ef _ ) g for j=1L-1,
J =412 ; (6)
s3p for j#1L-1,

spite the bound particle reaches the last site of the chalreat
transfer timet* ~ L/Jet, the probability to be in the first site



5

1.0 move the local energy fierence irB¢". By using our &ective
[ -0 Pu(t) . . . . J .
Hamiltonian expansion, we find that the state transfer is-max
08l Pru(t) imized by introducing two pairs of local fields, respectyvel
1y =—B1(0j1+ ;L) anduj = —B2(dj2 + 6;,L.-1), with strengths
0.6l 1 = (I3 - 29%) /2U andp, = (J3 - 32) /2U. In Fig. B (top)
we show the results obtained for the transfer fidefiity (t*)
04l as a function olJ/J when we use minimal engineering and
) the compensating field® andB,. We observe a significant
improvement of transfer fidelity compared to the resultsafor
0.2r uniform chain. In Fig.3 (bottom) we also highlight the dif-
» ference between the single-particle dynamics and the bound
0.0l particle case for finite interactidd. As expected, for strong
0 1 inter-particle interactiotJ, a bound state behaves as a single
/" particle state. To highlight that minimal engineered sceem
10 already have a significant impact in reducing the dispersion

0.8}

0.6

0.4}

-0- Pt

in the system, in Figl3 (bottom) we show the dynamics of a
bound state in a lattice. Specifically, we plot the probapili
Pjj(t) = |(O|a]2|zp(t)>|2/2 to have a two particle bound state in
site | as a function of the timg/t*, for a minimal engineered
chain withL = 21 andU/J = 8.

In analog fashion the Bose-Hubbard Hamiltonian couplings
can be tuned so that th@ective Hamiltonian coincides with
the one allowing perfect state transfer![55], though this is

I P(b) much more demanding because it requires the engineering of
02¢ all tunneling rates); and all the chemical potentigls.
0.0 [essssssssnssss

0 1 3. Environmental gects

State transfer schemes are generally robust against static
FIG. 2. Edge delocalization for a two particle bound statet pf ~ imperfections in the couplingﬂ%@&]. On the other hand,
the probability to have a bound particle in the fiFst(t) and inthe  we explicitly test the robustness of our scheme against dy-
lastPy, (t) site as a function of the time scaled for the transfer time  namical environmentalfeect, specifically dephasing due to

U ~ L/Jeg for a uniform chain withl. = 5 andU/J = Sinthe initial - gpontaneous emission, which represents the main source of
stately(0)) o (&)°10). We add a local fielgs; = —8'(6;1 + 6;) With 4o oherence in optical lattices. The dynamics of the system

strengthg’ = 0 (top), ands’ = By, = J2/4U (bottom). To compare . X . .
the results with the single particle case we plot, with a dddilack In the lowest band is typically modeled as a Master equation
in Lindblad form [65-617]:

line, the probabilityP, (t) = [{Ola |(t)|? for a single particle initially
in &[0y (heret* ~ L/J).

. . 1 1
p = i[Hampl + rz(nipni ~ i - Epnini). ®)

2 HereT is the dfective scattering rate, andgs is the Bose-
0

% +U for j=1,L, Hubbard Hamiltoniafll We numerically solve Eq.[8) as
B‘]?ff = 2J_§J " % LU for j=2L-1, (7)  shownin detail ifCl _ o
JU +U for j=3,....L-2 No relevant edge field optimal strengsh deviations are

found when decoherencéects are introduced, fdr/Jeg <
To maximize the transfer fidelity one has then to remove thd.1, whereJer = J?/2U. In Fig. @ (top) we show how the
difference between thefective energie8?", and to optimize  transfer fidelityP,, (") is afected as a function of the damp-
the values ofJ®" to achieve an optimal ballistic dynamics. "9 ratel’/ Jesr in Eq. @) for U/J = 3. To better evaluate the

Since the dynamics occurs in thfextive subspace one can difference with the zero decoherence case, we show irFig.

- . - _the relative variationAP, | (t*)|/PLL(0) = [PL(T) = PL.(T =
use the analytical theory presentedlﬂ [61] to find the OmlmaO)l/PLL(l" _ 0) with respect to the no decoherence case, as a

2
value ofJgff = ZJ—& given that the rest of the sites are coupleds,nction of the damping parametgYJer. We observe devi-
with a hopping strengtd®® = % Given the simple rela- ations of less than the 5% oy Jeg ~ 1072 — 1072 for chain
tionship betwee::igff and the strengtlly of the Bose-Hubbard lengths betweeh ¢ {5,...,21} which are typical values for
tunneling between the edges and the bulk, it is then straighblue detuned optical lattices [66,/67]. In Fid.(bottom) we
forward to obtainJy. OncelJ is found, one needs to add local show the &ects of the decoherencein the state transfer fidelity

chemical potentials in both the first and the last two sitesto  for a single particle state, initially ia}lO).
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FIG. 4. Decoherencefects for a two particle bound state: (top) rela-
tive variationAP, /P, (t*,T = 0) of the transfer fidelityr, | (t*) with
respect to the case in absence of decoherence, for a unifuain c
with U/J = 3 and length_. HereAP | = [P (t*,T) - P (t*,T = 0)|
and the dashed grey line is a threshold of a relative vanafche
5%. Several chain length are considered. (bottom) Relative varia-
tion AP_/P_(t*,T = 0) for a single particle state initially ia}|0>.

FIG. 3. Optimal transfer of a two particle bound state: (taplysis
of the transfer fidelityP,, (t*) for the initial stately(0)) « (a})2|0>
as a function of the onsite interactitly J when the optimal transfer
schemeJ; = J. = JpandJ; = Jfor j # (1,L) is included in the
model1. Here we also add two local impuritigs= —1(5j1 + Jj.)
andy; = —B(5j2 + j1-1) wherep; = (J§—2J2) /2U andg, =
(32 - %) /2U to eliminate the edge-lockingffect. TheJ value is

chosen by numerically maximizing the transfer fidelity iniagte . : e
particle manifold [611]. To compare theffrence between a sin- ting @]' Indeed, the extra barrier favors the splittingtioé

gle particle and a bound state, we plot (with a dashed lirsz) tide propagating bound particle wave-packetinto atransrmItEﬁ

single-particle transfer fidelit, (') = |(Ola, [(t"))? obtained fora  '€flected component. It has been showm [37] that for single

system initially ina|0). (bottom) ProbabilityP;;(t) to have a two ~ Particle quantum walk, the optimal &D splitting is obtained

particle bound state in sitpat timet/t* for a minimal engineered When the strengtj of this extra barrier is equal to the hop-

chain withL = 21 andU/J = 8. ping rate. We expect that when the bound particle impinges
the splitting field because it behaves like dfeetive single
particle, the output state, measured at the endpoints bwill

4. NOON State Generation with a Two Particle bound state  |(t*))1 = % (12,0y +i]0, 2)), namely we generate a NOON

state with two particles (hefg) = (a")?|0)/ V2). On the other

In this section we consider an imperfect fractional revivalhand if the two particles are non interactiblyJ = 0, the
by considering a uniform evolution, though the presentltesu effect of the splitting field is to produce also a non-zero prob-
can be extended with a further engineering to achieve perfeability Py, (t*) to have one particle in each end|[68]. We show,
fractional revivals. foralL = 5 chainwithU/J = 5 in Fig.Bthat for a bound parti-

We consider the simplest scheme where the wave-packete that term is suppressed at the transfer tilmas expected
splitting is achieved by using a local barrier in the middie o from a bound particle féective evolution. Therefore we can
the chain, as shown in Fiffland discussed in [87]. We set the conclude that the output state is, wHaris large enough, the
valuep’ = J?/4U for the edge fieldg; = —8'(6j1 + 6;.) to  NOON state with two particles, apart from a damping factor
remove edge locking. Then we add a local field in the middledue to dispersion. By performing arfective Hamiltonian
of the chainu; = —B6;,2+1 to trigger a wave-packet split- expansion in the onsite interaction term we show that to have
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FIG. 5. Two particle NOON state: plot of the probabilitieg(t) to
have one particle in siteand the other irj, as a function of the time,
in unit of the transfer timé*, for two particles initially injy(0)) o
(a})10). Here we consider a uniform chain with an impurity =
—fB3;1 2.1 Whereg = 0.789(J%/2U) in a a chain withU/J = 5 and
lengthL = 5. The absence of the,_(t*) term is an evidence that
the output state at = t* ~ UL/J? is the NOON state with two
particles. The grey dashed line represents the resultsnfadesl
lossless NOON state generation.

a balanced splitting in theffective space, the strength of the

splitting field in the real chain must ge= %90 = J2/2U, in
the limitL > 1.

] R S . S A SR/ L S SRR
0.48
0.461
S i - 0.10 ]
0.44r Z 008 ]
t Q
0.42} noe ]
[ 3 4 5 6 7 8 |
0.40r U/ ]
0 20 40 60 80 100
L

FIG. 6. Finite-size ffects in the two particle NOON state genera-
tion: analysis of the scaling facter whereg®”%° = oJ?/U, as a
function of the chain length for generating a two particle NOON
state. The grey line represents the theoretical resulis fhe dfec-
tive Hamiltonian theory, which holds fdr > 1. (Inset) Analysis of
the optimal value of3 of the local fieldw; = —f35; /241 Which pro-
duces the NOON state with two particles as a functiotJpd for

L = 5. The red line is the fi§ = 8°¥5° = 0.395J%/U.

C. ThreeParticles

The extension of the previous scheme to more than two
particle bound states enhances its non-classical stater-gen
ation capabilities, namely towards realizing small catesta

Finite length corrections are found numerically by finding between remote sites. As before the onsite interactionrgene

the B value for which the dferencePq1(t*) — P (t¥) is zero.
As shown in the inset in Fidg, for aL = 5 uniform chain,

ates bound states with three particles when initially ledan
the same site. Similarly to the two particle case, one would

B°Y%0 scales as /U. The finite length factors, found from a expect that the results of the splitting process, when tisé@n

fit over the data for several chain lengths, are shown inf@ig.

By increasing the chain lengththes®%5° values are closer to
0.5J%/U in agreement with thefiective Hamiltonian analy-
sis. We underline that the NOON state creatifficeency can

interaction is strong enough, is to produce a NOON state with
N =3.

As for the two-particle case, for large onsite interactithres
effective evolution in the bound particle subspace is desdribe

be made arbitrarily close to 100% by tuning the couplings inby Eq. ). We consider a uniform chain, while a minimally
the efective bound particle subspace using the techniques fasngineered model is discussedBhFor a uniform chain the

perfect splitting developed if [B
plete engineering of the couplings in the Hamiltonid@h (n

58] which require a com-effective hopping isler = 3J%/16U2. Moreover, to remove

edge locking and compensate the energy gap between the end-

SectiorfVlwe propose two methods for detecting the NOONpoint sites and the bulk of the chain we have to introduce two

state generated by measuring interference fringes.

5. Even Chains

local fieldsu; = -’ (6,-,1 + 6,-,L). From our expansion we find

for a uniform chain thag’ = J2/8U. To check for finite-size
correction to the above analytical prediction we numelycal
analyze the value @&’ for several chain length for the ini-

tial stately(0)) o (a})3 |0) as a function of the onsite interac-

Here we clarify that our scheme is not limited to odd lengthtion U. We find that with high accuracy the estimated field
chains but also can be applied to even chains by tuning botg = J?/8U is independent oh. We analyze the probability

the middle tunneling coupling strength,2, and adding two

pairs of local fields, respectively; = —B1(d;1 + d;L) and
Hj = —B2(8i2 + 6jL-1) in the Hamiltonian[{). Using the
results in

PLLL(t") to have three patrticles in the siteafter timet* for a
uniform chain as a function of the onsite interaction. We find
that values of the onsite interaction abaygl > 4 guarantee

] for the splitting of a single particle we find, an almost constant value of transfer fidelity for chain l&sgt

from the dfective Hamiltonian model, that the optimal cou- L € {5,...,21}.
pling strengths to generate a two particle NOON state be- |n Fig.[Zlwe show the #ect of decoherence due to sponta-

tween the endpoints of a uniform chain are respectively =
J(V2 - 1)Y2, 81 = J/4U andpB, = J(2 - V2)/4U.

neous emission, Eq8) for several chain lengthis as a func-
tion of the decoherence rafg Jgs WhereJes = 3J3/16U2.
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FIG. 7. Decoherenceffiects for a three particle bound state: rel-

ative variationAP, /P (t*,' = 0), with respect to decoherence
free case, for a uniform chain withl/J = 2. Here AP, =
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FIG. 8. Three particle NOON state: joint probabilitiBg(t) as a
function of the time, in unit of the transfer tintg for three particles

PLL(t',T) - PL(t',I" = 0) and the dashed grey line is a threshold initially in |y/(0)) o (a}) |0} for a uniform chain with an impuritg =

of a relative variation of the 5%. Several chain lengthre consid-
ered.

0.09913/U2? andp’ = J?/8Uin the middle of the chain with)/J =5
and length_ = 5. The absence of tHey | (t) term is an evidence that
the output state dt= t* is the NOON state with two particles. The
grey dashed line represents the results for an ideal l@sBI€ON

We observe relative variation of less than the 5% with reSpecstate generation. We found also tiat, (t) = Py (t).

to the decoherence free case, fgder < 1.3 x 107* up to

L = 7 sites. The state transmission fidelity of a three bound
particle state can be optimized by engineering the end turstrength, whet > 1, isp°%%0 = J3/8U2 (as explained in ap-

neling couplings of the chain, as showrBh In this case to
bypass the edge-localizatioffects we also need to add a lo-
cal chemical potential tuning in the first two and last twesit
of the chain.

1. NOON State generation for a three particle bound state

Inthe non-interacting cad¢/J = 0 when three particles are
initially located in the first sit¢y(0)) « (a1)3|0) anideal beam
splitter transformation generates as output a state wihar
bilities I@] Pi11 = P = 1/8, Py = P = 3/8 where
we definePjq(t) = % the probability to have
the three particles in the sitég, k. We expect that when the
onsite interaction is strong enough, the bound particlabes
as an fective single bound particle, thus the terRg, , P11
are suppressed and the output state at the end pfiecsiecly
results in the NOON stat@y(t*))y = \/iz (I13,0y + [0, 3)),

where|3) = (a")30)/ V6. In Fig. B we plot, as a function
of time (int* ~ L/Jer units) the probability to have a three
particle bound state respectively, in the first tie,(t), in the

pendixB). However, finite size corrections change the value
of %950 and by performing a numerical fit over the data for
a uniform chain withL = 5 (whose results are shown in the
inset of Fig[9), we find thays®¥/°0 scales with the onsite inter-
action ag3®?%0 = ¢J3/U? wherea ~ 0.099. Deviations from
the theoretical value g#°%°° = J3/8U2, which are shown in
Fig.[@ have been found by analyzing the results obtained for
several chain length. Here the dashed grey line represents
the theoretical value of the cfiienta of the splitting field
forL > 1.

IV. NOON STATE VERIFICATION

The creation and the detection of a NOON state can be
revealed by measuring the interference fringes in a Mach-
Zehnder setup. After initializing the bound particles i th

initial stately/(0)) o (a})N |0y, the NOON state is generated by
the splitting field in the middle of the chain, as previousikd
cussed. By freezing the dynamics of the system at the tnansfe
timet*, a controllable phase factor can be added using a local
field in the last site of the chain. Finally, once lowered e |

lastP. . (t) and one particle in the first site and two in the lastijce potential, a second beam splitter operation is perorm

Py (t) in a uniform chain withU/J = 5 andL = 5. Here
we set the edge fields strengthgo = J2/8U and we find

numerically that the splitting field to have a balanced split

ting is 8 = B°Y%0 = 0.0991°/U2. The absence of the term
Py (t*) = P1y (t*) is an evidence that a NOON state with

three particle is generated between the edges of the chain.

From the &ective Hamiltonian description we find that to

by the splitting field which produces interference fringés a
the endpoints of the chain at2

For an ideal lossless transformation the state at the two
boundary sites of the chain at the transfer tirneould be

WD = % (INO) + i[OND) . ©)

generate a balanced splitting of a bound three particle wave

packet, we need to add a local figlg= —3°Y5%5; /.1 whose

Once we apply the phase transformation= diag(1 €¢)



0125 T
0.120¢
0.115 i
0.110}
0.105
0.100; :
0-095; 3 4 5 6 7 8 *
0.090:5 ]

S

FIG. 9. Finite-size ffects in the three particle NOON state gener-
ation: analysis of the scaling factar as a function of the chain
length L for a three particle bound state, whegg®/%° = J3/U2.
The dashed grey line represents the theoretical value fnerdliec-
tive Hamiltonian description. (Inset) Analysis of the opél value

of B to produce the NOON state with three particles as a function o
U/J in a uniform chain with lengtl. = 5. The red line is the fit
B350 = ¢ J3/U? wherea = 0.099.

FIG. 10. NOON state detection with bound particles: intenfiee
fringes in a Mach-Zehnder scheme for a two particle bounie $tat
a chain withL = 5 andU/J = 5. We plot the probabilityP;;(t*) to
have the bound state patrticle in the first site after an tinoduéion
for t* ~ LU/J? when a phase factar is introduced in the system.
The line data represent the result for an ideal lossless Matimder
transformation.

(namely a phase shift on sitg, a second ideal beam splitting |, Fig. I0we show the results fdPy; as a function of the
transformation would produce the output state at tirrie 2 phase factop. By comparing our data with the results of an
1 . ) , ideal lossless transformation (line in F@0J) we observe the
W2 = 5 [(1-€N)INOy +i(1+€N?)ONY| . (10) interference fringes are in the same positions as in the idea
_ ) transformation. The influence of the chain dispersion reduc
where the phase accumulatedg with N being the number  the height of the peaks compared to the ideal case. However
of particle in the NOON state. Therefore the presence of gnhe dficiency of this scheme can be pushed up to 100% by
NOON state is revealed by measuring the interference fsingegngineering the chain couplinds [37] 38] in tiféeetive sub-
tion of ¢). Although previous experimental results measuredg pound states with a higher number of particles.
just the parity of single sites (which would exclude a direct  an alternative approach to detect the NOON state\fer 2
observation of th&\ = 2 case discussed so far), this detectionjs to quench the inter-particle interactiod (J = 0, i.e. via

four particles in the same site [12]. _ system. In the lossless case the final state of the two boyndar
We evaluate numerically the interference fringes for a twogjtes is

particle bound state in a uniform chain with lendth= 5 ' . .
andU/J = 5. To introduce a controllable phase factor be-|¥(t”))1 o [(1— ie™N)20) + (ie™? - 1)02) + 2i(1 + e'N"’)Ill>] .
tween the endpoints of the chain we freeze the dynamics at ] ] ) .

time t* ~ LU/J?, by increasing the lattice potential depth, Heret” is the transfer time of free particles in the lattt€e~

then we apply a local field in the last site. The HamiltonianL/J- The probability to find one particle in each end’ats

(@ is then quenched &t to 2(sinNg — 1)
Py (t’) = ——m8 —— 12
L () sinNg — 3 (12)
H' = ,Z:;‘ Unj(nj —1)=pune . (11 Erom the latter we see with a choicedf —5r/4 the output

state results iny(t”))1. = |11), which can be measured using
We let the system evolve for a tinteand the phase fier-  single particle fluorescence techniques. The latter sclame
ence generated between siteand 1 is¢ = B.t’. Then for  two main advantages: first of all it circumvents the parity-pr

t > t’ the lattice potential is lowered again and the dynamicgection measurement issue, because the fringes measuremen
is described again by the HamiltonidB).( Finally we let the  require only single atom detection. In second place the de-
system evolve and we evaluate the probabMityto have the  coherence influence is reduced, because after the phase fact
bound particle in the first site at the transfer time. An alter is added it exploits free particle propagation, which isdas
native approach, discussed inl[37] for the single partiake¢c  compared to the bound state case. In HIgl we show the

is to add a further step-like potential on the right-halfleét results obtained for the probability to observe one particl
effective chain, which corresponds to a piecewise constant peach end, in a chain with = 5 andU/J = 5, at timet”,
tential in the Bose-Hubbard model. compared to the lossless case in E)(
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FIG. 12. Phase estimation precisiog = 1//Fq, whereFq is
FIG. 11. NOON state detection after quenched inter-pariitler- the Quantum Fisher Information for the estimatprin a uniform
action: interference fringes after the quenciui) = 0. The chain  chain withL = 5 respectively for a two particle bound state and
has length_ = 5 and we setJ/J = 5 for generating the two particles for a three particle bound state (inset), as a function of dhe
NOON state in the edges at tirtfe~ LU/J2. Once the NOON state site interactiorl/J. The red dashe¢gdrey dotted lines represent the
is generated the dynamics is frozen by increasing the datlépth,  ideal quantunftlassical lower bound, respectivelyquan= 1/M and
then a controllable phase facipis added by tilting the lattice. Once Ag¢y = 1/ VM.
the inter-particle interaction is quenchedUgJ = 0 we let the sys-
tem evolve and we measure the probabiRty (t’) wheret” ~ L/J
is the transfer time of the free chain. which in the ideal case results Fy = M2. In our scheme,
the ideal quantum limit can be achieved by using a fully en-
gineered chain_[38] which enables the creation of the ideal
NOON state. This demonstrates the quantum enhanced sensi-

N ) . . tivity provided by ideal NOON states.
As shown in Fig[Lthe interference fringes usingd = 2 We now show that even the imperfect NOON states ob-

NOON state have half the spacing compared to the singlegineq with uniform chains are fiicient to achieve a quan-

particle case. This gives rise to a larger slope of the probgg, ,, enhanced sensitivity. We consider a uniform chain with
bilities as a function o that, in turn, enables the estimation lengthL = 5 and a bound state withl = 2,3. In Fig. [I2
of the phase from the measurements with higher sensitivity we plot the best achievable phase uncerté@yz 1/ \/F_

[Z(EI’JH b q ise b ._in a single measurememt= 1, as a function of the onsite
s argument can be made more precise by Cornlout'nﬂneractionU/J for a two and a three bound state. The grey

the quantum Fisher informatidfo, which provides a lower 54 the red lines represent respectively the “classicaiit
bound on the varlanc:f: 2of an estimagoof the phase via the Ade = 1/ VM (obtained e.g. using coherent states whéris
Cramér-Rao bounfi\g)” > 1/(vFg), wherev is the number  the average number of particles) and the ideal quantum limit
of independent measurements. By the law of large number&g,an: = 1/M. The black line on the other hand represents
A¢ decreases as/4v for increasingv. On the other hand, Eq. (I4). Both for two and three particle bound states we ob-
NOON states withM particles provides a quantum enhancedserve an improvement in the phase estimation precision com-
sensitivity for phase estimation with a variance that deses  pared to the classical case, which is quite close to the ideal
asM~1. This scaling is obtained from the evaluation of the [imit for an ideal NOON state and increases with the onsite
quantum Fisher informatiofig that for pure states is [69,/70]: interactionU;/J.

Fo =4(W (@ (@) - K @w@)f).  (13)
where |/ (¢)) = dly(4))/d¢. In our case the NOON state

. ) _— M
is generated by letting the initial stalgx-o) o (])" 10) to In this paper we analyze the possibility to transfer states
evolve fort ~ LUM-1/JM_ A relative phase factor between of bound particles between the endpoints of finite lattiog an
the endpoints is then added, as described in the previous sebeir use for small cat state (NOON state) generation, using
tion, by using a local field in the last site of the chain. Af- minimal control setup.
ter these steps we get then the stad@)) = exp(—inL¢) [¥) We derive an ffective single particle theory for the dynam-
which, in the ideal case, would besadependent NOON state ics of a bound particle state in a Bose-Hubbard model with
(IMO)1. + ie7*M|OM),, )/ V2 on sites 1L. Therefore, in gen- tunable couplings, using an accuratéeetive Hamiltonian
eral from Eq. [3 we get technique. By introducing suitable static local impustie
the edges of the lattice potential we show how to inhibit edge
Fo = 4An? = 4(<nE> - (nL>2), (14)  localization éfects and enable the bound state dynamics. This

V. QUANTUM ENHANCED METROLOGY

VI. CONCLUSION
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allows us to realize transformations between far sitesp evesubspaces we have
when strongly interacting particles are involved. Spealfic

we show how state transfer coupling schemes (in particular P+Q=1,
minimal engineering schemes), developed for single partic PQ=QP=0, (A1)
states, can be introduced in our model to improve tfie e P2=P,

ciency. We then show how to split the propagating bound state Q=0
wave-function to generate cat states (NOON states) between o

the endpoints of finite lattices with high fidelity, in a mini- Once Eq. [&1) are applied on the Schrodinger equation, one
mal control setup, by tuning a single local field in the middlegbtains a system of two coupled equations for the dynamics
of the chain. We analyze also how environmentég@s af- in the relevanfrrelevant subspace:

fect our scheme, namely taking into account decoherence due )
spontaneous emission in an optical lattice setup, findieg th i0tPly) = (PHP + PHQ) gy , (A2)
parameters’ regime in which our scheme is robust. 10:Qly) = (QHP + QHQ) |y) . (A3)

Our model is of interest for state transfer application with
N > 2 strongly interacting particles and for metrology appli-
cation. In particular, compared to other systems, it caxigen (W) Ho V \( Ivp)
some advantages for sensing external local fields in a Mach- '5t( o) ) = ( Vi H )( o) ) (A4)
Zehnder configuration. Indeed we specifically show thatheve a a K
in a uniform chain, the obtained NOON states give an im-yhence
provement for the phase estimation between the output arms

Finally, usingP?=P andQ?=Q one obtains the system

of an interferometer. Moreover, our method can be straight- Hp = PHP, (AS)
forwardly extended to fully engineered chains to realiz@%0 Hq = QHQ, (AB)
fidelity operations between distant sites, such as the gterfe V = PHQ (A7)
state transfer of bound particle states or the perfect NOON ’

state generation in an arbitrary long chain. As a future per- loe) =P 1), (A8)
spective, it will be interesting to adapt pumping technijue Q)= Qly) . (A9)
[1%] or tunneling modulation techniques [74] to speed up th

aﬁerelw,ﬁ and|yq) are respectively the projection of the state

transfer time, and thus enable the creation of higher NOO . . . .
9 [¥) in the relevantrrelevant subspaces. In the interaction pic-

states compatible with the coherence time of the system.

ture
e = €Ygp) (A10)
) = €M), (A11)
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Hq = UgdqUy . (A15)

where,=diag{},} andq=diag{4,}, and defining
Appendix A: Effective Hamiltonian

|6p) = Ubldp) . (A16)
For the sake of clarity and self-consistency, here we de- lbg) = Udldq) . (A17)
scribe the ffective Hamiltonian theory which has been de- (A18)

rived and successfully applied in [45].
we have

We assume that the Hilbert space is divided into a two sub-
space, theféective subspace and the irrelevant one, which are i0ildp) = V(O)Idg) » (A19)
well separated in energy when the interaction strengtis A Ry Tt
much greater than the chemical potential and the tunneling 10tleg) = V' (O)Idp) , (A20)
rates. We define a projection operafowhich projects the and
states to the relevant subspace and the complementary oper- . . o ‘
ator Q=1 — P. Becauseé? andQ operate onto disconnected V(t) = UV (HUq = ¥V (e (A21)
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Assuming that the population of the irrelevant space is iniwhereMy, = M. Clearly din#{, = L. The irrelevant space

tially zero|¢4(0)) = |0), the formal solution of syster@) s,
in components

t
qu,k(t)z—iz fo dt Vjela e g i(t) (A22)
j

After partial integration one finds

t

- ) & gr=2p )t .~ ,
ax® =i ) {mvjkfﬁp,j(t )
i ak = 4p.j 0
(A23)
o)t

t
—fdt’
0

i(Agk — Ap;) dt ~p'j(t,)} '

The second integral can be neglected because carrying on the

Hq = {lym) € H @ ) = In,...,n0),

A32
whereZ nj = M andn; # M}. (A32)
i

Given the above definitions we rename the basis of the Hilbert
space agm), m = 1,...,dimH such thatm) = |an> for
m=1,...,L. The Hamiltonian then takes the following block

form
H = Hp| V
Al Hq )’

(A33)

partial integration procedure the next term is of the order oyhere each block can be evaluated explicitly with the follow
(Agk — Ap.j)~2. Indeed for a large spectral separation betweerpng projection operators

the relevant and the irrelevant subspa¢¢§,— /1|‘,|>>1, and
when the edge term is zero one has

Fax® = = > Wiy (OFp, ) (A24)
j

where

exp[i (/l'é - Af,) t] |

Whj () =V :
k
&=

(A25)

Finally one find that theféective Schrodinger equation for the
relevant space dynamics is:

10tlyrp) = Herrlgrp) (A26)
where

Her = Hp — VW, (A27)
andW satisfies

HqW — WH, = V. (A28)

WhenH,, consists of a degenerate levels with enefgythe
above &ective theor

perturbation theory [71]:

(PIVImXmIVig’)

(@Herld”) = @IHIE) + ), ——p ¢

meHy

+---. (A29)

whereH, andHj are the relevayitrelevant Hilbert subspaces
and|g), [¢") € Hp.

We derive explicitly the fective Hamiltonian for a Bose-
Hubbard model, Eq. ). The Hilbert spaceH with fixed
number of particleM in a chain with length. has size

. _(M+L-1)!
dimH = MI(L=1)! (A30)
The relevant spacgl, = Hy is defined as
Hy = {lwh) € H : by =10,...,0,Mp,0,...,0)}, (A31)

corresponds to the usual degenerate

L
P = ) Imiwhl. (A34)
m=1
dimHg
(A35)

Q= D IL+myh.
m=1

Clearly dinH, = (L,L), dimHq = (dimH — L,dimH — L)
and dinV = (L, dimH — L).

The dfective Hamiltonian[27) can be computed explic-
ity using a series expansion for larglg = U. The relevant
Hamiltonian for the Bose-Hubbard mod@) takes the simple
form

L U L
Hp = D 5 M(M = Dim)(mi = " smMimyml.  (A36)
m=1 m=1

Similarly Hq andV can be computed explicitly. Thefective
model can be obtained by solving EA27) and AZ8). In
order to find theVV matrix we vectorize (see Appendd) the
Eq. (A28) as

GvecW) = vec(V"), (A37)
where
G = (Laimt, ® Hq) = (Hh ® Laimn, ) - (A38)
It it is convenient to writeG = G'29¢ + GS™a where
G = Lgm, ® HE — (HE) © Lomn,e  (A39)
Gsmall _ Limt, ® Hamall _ (Hgmall)t ® Laimm,. (A40)

andH'2% s the part of the Hamiltoniaff that contains the
termsinU: H@% = 3t | Ynj(n; - 1) andHsma! = H — H'a'e,

The systemA&37) can be formally solved by taking the inverse
of theG matrix as

vecW) = vec(V’) (A41)

Glarge 1 Gsmall



and using the following identity, valid for two operat@sand

oty

Indeed one can easily find that
) =AY (1-BA+B)™) =

1 1

Z(l_ BarB

= A[(A+B)(A+B) " - B(A+B) | =
1

A+B’

Using recursively the EqIAZ2) one finds the Dyson expan-
sion

1 1

A+B A

1
-B——
A+B

(A42)

(A43)

= A AA+ B! =

((_;Iarge)’l i (_ 1)n(GsmaII (Glarge)’l)n’

n=0
(A44)
that corresponds to a serie expansion in the onsite intenact
parametet) (which is contained i15'29¢). Moreover,

1 p—
Glarge 4 Gsmall —

- U L dimHq
Glarge _ _EZ Z g(n, m) [L+n, mL+n,m,  (A45)
m=1 n=1

where

g(n,m) = M(M = 1)§jm — nj(nj — 1) > 0,
j

since inHg it is nj < M and};;n; = M. ThereforeG'a'¢
is diagonal and non-singular for each valueMdf By trun-
cating the expansioff@4) at the relevant ordem in U one
obtains the matrixV from Eq. [AZ41) and then the fective
Hamiltonian from Eq.[A27), valid to then-th order.
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These can give rise to a hopping fram) to [/m+ 1) only
for M = 2. Indeed, this is done with the following steps.
Starting fromim) = [0,...,24,,0...) the operat0|aqun+1 in

V maps this state t,..., Im, Ine1,0...) which is in Hg.
Then the operatomqun+1 in VT maps that state tom+ 1) =
0,...,2m1,0...). By generalizing the above argument, with
simple calculations one finds then

L L1 52
HY? = = D pmMImy(mi +
m=1 m

20 (jmym+ 1] + h.c.).
(A52)

The generalization to higher values bF proceeds along
the same lines. For instance fit = 3 one has to consider
the second order expansion [A44) which depends also on
G*ml Indeed, an fective hopping can happen only via a
three step procedure

M =10,...,3m0..) > 1[0,...,2m 1m10...)  (A53)
10, ., 1 2mi10.. ) (A54)
—10,...,3m10...) = Im+ 1). (A55)

By doing explicit calculations we find thefective Hamilto-
nians mentioned in the main text.

Appendix B: Minimal engineering of the Three Particle Bound
state propagation

The state transfer fidelity of the three particle bound state
can be improved by introducing an optimal coupling scheme,
namely tuning the first and the last tunneling coupling to
Ji1 = Ji-1 = Jo and the rest of the chain td = J. We
find that, in order to delocalize the bound state, two pairs of
localized fields in the endpoints are necessary, respéctive

As an example of the general procedure outlined above wg; = —B1(6j1 + 6;L) andyuj = —B2(dj2 + djL-1) Where

consider explicitly the first order solution wheké = 2 and

(A44) reduces to

(Glarge+ Gsmall)—l ~ (Glarge)—l (A46)
L dimHg
- —U’lz Z IL+n, my(L+n,m (A47)
m=1 n=1
1,91,
—0 (A48)
Therefore, according tf37), W = -V7/U, so
L L b F1,/,0
YmlVQVT Iy,
Her = = " pmMImyml + 3 ) —"——""(rr],
m=1 mn'=1
(A49)

where we have explicitly omitted the terms proportional to
the identity. For the interaction terd between?, and
Hy we observe that the only non-zero matrix elements ar

<¢fﬁqlaja}+ll¢/ﬁ> (as well as their Hermitian conjugate) when
W) =10,...,M;,...,0)
n =10,..., 15, (M = 1)jia, . ..

(A50)

,0). (A51)

gvhere\l'e;'f =3J%/16U2%, U

pr = (23?2 - J3)/8U andB, = (J? - J3)/8U. In this case
the beam splitting condition fdr > 1 is realized when a lo-
cal fielduj = —B5j /241 With strengths = 33%/8U2 is added
in the middle of the chain. Thefective Hamiltonian is it in
this case

3
m %
Uopt 23
%

= 1/2

1/2 Ul

H(I)II

pt/2‘]|” —

ul

t+B

11
Uopt

1/2
i
233
Ul
(B1)
<|a|;|>t =8(U/J)® +2U/J + 16(J/U)>.
In order to have a perfectly balanced beam splitter in this
single-particle Hamiltonian, as shown [n [37], one negds
1. Therefore,s°%59=33/8U%. Our method is straightfor-
wardly generalizable to bound states with a higher number of

particles.

1/2
x5

233
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Appendix C: Numerical solution of the master equation and for the dissipative part, by using the identities

Vec(ABC) = (C' @ A)vec®) = (1. ® AB) vec(C) = (C5)
In order to solve the Master equatid®) (ve exploit a vec-

_ tpt
torization proceduré [72] which consists of representintga - (C B'® 1'-) vecl)

trix as a vector, by using its representation in the candnica vec(AB) = (1. ® A) vec(B) = (Bt ® 1|_) vec®), (C6)
basis with a column ordering. For instance for a generic 2x2

matrix A, its vectorization ved) is we find that
ninipo = (1. ® nin;) vecp) , (C7)
penini = ((nim)' ® 1, ) vecp) , (C8)
A:(All A12]=A11(10]+A21(00]+... (C1) n=((n)'el)
Ao1 Agp 00 10 mpni = ((n)' ® i) vecp) , (C9)

hence ifH andp describe a fixed particle number subspace
one obtains the vectorised version of the master equdBon (
namely

t .
vec(A) = ( A11, Ao, Arp, A ) . (C2) veclp) = Lyvecp) , (C10)
where the operataf,, is defined as

For a general size matrixthe latter procedure corresponds to o t ¢ _
the mapping/k-1)L+j = pjx Wherev = vecfp). Once chosen Ly=-i {(1L ®H) - (H ® 1L)} B yz {(ni ® n,)+(C11)
i

this base the action of an operatdion the left or the right of

the density matriy can be written as 1 Lo
y matrip _5(1L®nj)_§((nj)®h)}.
Hp = (1. ® H) vecp) , (C3) REFERENCES
pH = (H'® 1) vecp) , (C4)
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