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I. Introduction 
In the first chapter, I will briefly review literature on sound, pitch, and pitch chroma to introduce 

the concept of absolute pitch (AP) in the context of the recent auditory cognitive neuroscience. 

The AP is known as an ability to recognize pitch chroma (e.g., “C” or “A”) in an absolute sense 

without external references. In my view, the most interesting component of AP processing is 

chromatic categorization based on the internal references. In order to extract the pitch chroma 

from a tonal sound in AP listeners, pitch extraction should precede or be simultaneously done with 

chroma extraction. Therefore, pitch extraction and the human auditory system will be discussed 

before a review of previous findings of behaviors and neural structures and functions related to AP.  

I-1. Sound and Auditory Systems 

I-1.1. Auditory Apparatus 

From the perspective of ‘physiological psychology’ (Wundt, 1904), audition is a neural process 

acting on an oscillation that propagates, as a mechanical wave, through a medium such as air or 

water, from the vibrator (sound source) to the neural system that detects it. Waves can be 

described by a wave equation. For example, a one-dimensional wave is given as: 

 
∂2u
∂t2

= c2 ∂
2u

∂x2
, (I-1) 

where t is time, x is a location along the propagation direction, u is a displacement (e.g., of air 

particles) at time t and location x, and c is constant for a medium. The direction of displacement 

can be perpendicular (e.g., a transverse wave on a string), parallel (e.g., a longitudinal wave on an 

eardrum), or mixture of them with respect to the propagation direction. The wave equation 

describes that the curvature of the displacement with respect to time is determined by the 

curvature of the displacement with respect to location and a constant. 

This traveling wave can be detected by the human auditory apparatus. An overview of human 

auditory apparatus is illustrated in Figure I-1. The mechanical vibration propagates across various 

media: air outside the outer ear, tympanic membrane, solid bone (i.e., ossicles) in the middle ear, 

oval window, fluid in the inner ear, and finally an elastic plane-like tissue called ‘‘basilar 

membrane’’ in the cochlea. This oscillation is picked up by tactile sensory cells called ‘hair cells’ 

and converted into electro-chemical neural signal. In evolutionary biology (Dudel et al., 2013), the 

vestibular-auditory system is believed to originate from the lateral-line of fish that detects water-

flow change. This interesting idea provides an explanation about the common auditory and 

vestibular systems in the inner ear, which both detect the mechanical displacement of the 

membranes stimulating the hair cells.  
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Figure I-1. Human auditory apparatus. Schematic drawings for (A) outer, middle, and 
inner ears and for (B) cochlea. Drawings are licensed under the terms of Creative-
Commons-BY-SA 3.0: (A) created by Iain https://commons.wikimedia.org/w/index.php? 
curid=8759875; (B) created by Madhero88 https://commons.wikimedia.org/w/index.php? 
curid=6888273 

An intriguing point about the basilar membrane in the cochlea is that its local elasticity differs 

across locations due to the gradual change of thickness. This mechanical feature results in spectral 

decomposition of the delivered wave. In other words, a group of hair cells around the basilar 

membrane works as a bank of band-pass filters (Patterson et al., 1995). Since hair cells in different 

places would encode different frequencies, it is called ‘place coding’ of frequency, along with the 

‘temporal coding’, which is commonly observed from auditory brainstem response to sustained 

sound (Clark, 2013). Other than the local rigidity (or elasticity) of basilar membrane, it is also 

interesting that the global length of basilar membrane (loosely constrained by the size of head) also 

determines auditable range. For instance, the length of basilar membrane in a human is 30 mm 

with an audible range between 0.02-25 kHz whereas that in a bat is 16 mm with an audible range 

between 100-400 kHz (Neuweiler and Schmidt, 1993). 

Then, the auditory information travels from the hair cells to the cochlear nucleus (CN) in the 

brainstem (pons, in particular) by auditory nerves (or ‘cochlear nerves’), which are the axons of the 

spiral ganglion cells (i.e., uni-/bipolar cells that connect hair cells and cochlear nucleus). 

I-1.2. Subcortical Auditory Systems 

The auditory brainstem includes the cochlear nucleus (CN), the superior olivary complex (SOC), 

the lateral lemniscus (LL), and the inferior colliculus (ICC). The auditory thalamus comprises the 

medial geniculate body (MGB). The auditory subcortical structures are visualized in Figure I-2. 

Remarkably, subcortical structures get binaural inputs from interhemispheric connections at 

multiple levels, which indicates that computations requiring binaural inputs (for instance, 

localization of the acoustic source) take place from very early stages of audition. Another 

interesting feature of the subcortical auditory system is its tonotopic organization, which is a 



Chapter I. Introduction Kim, 2016, Dissertation 

 

 

 3 / 130 

topological organization of neurons in terms of preferred frequency and is retained through the 

subcortical auditory stream from the CN to the MGB, and further to the cortex. From the MGB, 

finally the neural representation of sound goes into the primary auditory cortex (PAC). 

 

Figure I-2. Subcortical auditory systems. The isosurfaces of subcortical structures were 
created from automatic segmentation of a standard template in FreeSurfer. Spheres were 
placed for the coordinates determined as follows: CN and SOC are located based on 
histological criteria (Hawley et al., 2005). Stereotaxic coordinate of LL is unknown, thus no 
spheres were drawn for the LL. ICC is manually determined by its pronounced bump in 
the T1w image. MGB is chosen from the PickAtlas 
(http://fmri.wfubmc.edu/software/pickatlas). 

I-1.3. Primary and Non-primary Auditory Cortex 

Primary and non-primary human auditory cortices (PAC and non-PAC) are visualized in Figure 

I-3. Macroscopically, PAC corresponds to the medial two thirds of Heschl’s gyrus (HG) (Morosan 

et al., 2001) whereas non-PAC regions (non-PAC) include planum temporale (PT; posterior to HG) 

and planum polare (PP; anterior to HG) on the supratemporal plane, and lateral superior temporal 

gyrus (LSTG) and superior temporal sulcus (STS) on the temporal convexity (Clarke and Morosan, 

2012). Cytoarchitectonically, the layer IV (or inner granular layer) is well developed in PAC, which 

indicates strong thalamic projections from the medial geniculate body (MGB) to the layer IV 

(Clarke and Morosan, 2012). Compared to adjacent non-PAC regions, the PAC is easily 

distinguishable by “the predominance of small granular cells across all layers” (Clarke and 

Morosan, 2012). Myeloarchitectonically, dense cortical myelination from layer III to the white 

matter is typically found in the PAC (Clarke and Morosan, 2012), which is the heaviest 

myelination of all temporal regions (Nieuwenhuys, 2013a). 
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For non-PAC, the most well-studied non-PAC region is PT, due to its relevance for language 

comprehension based on very early neurological observations (i.e. Wernicke aphasia). PT is known 

for a cell density in layer V that is higher than in PAC but lower than in LSTG, and a myelin 

density that is smaller than in PAC but greater than in LSTG (Clarke and Morosan, 2012). An 

architectonical segregation of the PT into anterior and posterior halves was proposed by von 

Economo and Horn (1930) (TBa and TBp for anterior and posterior, respectively) and Hopf (1954) 

(tpartr and tsep.m), as recently replicated by Morosan et al. (2005) (Te2.1 and Te2.2). The PP is 

known for its relatively thin cortical sheet, compared to other auditory regions and for relatively 

prominent infragranular layers (Clarke and Morosan, 2012). 

The non-PACs on the temporal and parietal convexities, which have formerly been collectively 

known as Brodmann area 22, were subdivided into Te3 (LSTG) and Te4 (STS) based on cyto-

/receptor-architectonic data (Morosan et al., 2001; Morosan et al., 2005). Te3 was characterized by 

a dense distribution of pyramidal cells in layer III and thick (although thinner than PAC) granular 

layers II and IV. Receptor-architectonically, Te3 was characterized by lower densities of 

noradrenergic receptors as well as glutamatergic receptors compared to Te4 (Clarke and Morosan, 

2012). 

Segregation of auditory streams has been theorized based on the microarchitectonic 

heterogeneity of the non-PAC regions on the supratemporal plane and relevant behavioral and 

perceptual in-vivo imaging studies. The subregions of the non-PAC on the STP are AA (anterior), 

MA (medial), ALA (anteriolateral), LP (lateroposterior), PA (posterior), LA (lateral), and STA 

(superior temporal) auditory areas (Wallace et al., 2002). Human neuroimaging studies suggest 

that ALA and AA regions (i.e., PP) are involved in the ventral auditory stream, whereas LA, PA, 

and STA regions (i.e., PT) are engaged in the dorsal auditory stream (Clarke and Morosan, 2012). 

The dual-pathway hypothesis will be again discussed in later sections. 

 

Figure I-3. Subregions of the human auditory cortex (AC). (A) Overview of the right 
hemisphere with macroscopic notations (i.e., HG, Heschl’s gyrus; PP, planum polare; PT, 
planum temporale; LSTG, lateral superior temporal gyrus; STS, superior temporal sulcus). 
(B) Subregions of the primary auditory cortex (PAC; Te 1.0/1.1/1.2 in red, green, blue, 
respectively) in Jülich histological atlas based on cyto-/myeloarchitectonic data (Morosan 
et al., 2001) as included in FSL (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases) with non-PAC 
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regions (Te2/2.1/3 and TI) implicated in (Morosan et al., 2005). (C) Subregions of non-
PAC outside of the PAC (white contour for Te1.0/1.2) based on Clarke and Morosan 
(2012); (AA, anterior auditory; MA, medial auditory; ALA, anteriolateral auditory; LP, 
lateroposterior); PA, posterior auditory; LA, lateral auditory; STA superior temporal 
auditory). 

I-2. Pitch Extraction 

One of the most important properties of a sound is pitch, which is the topic of this section. I will 

discuss about pitch models, in order to demonstrate that pitch extraction requires complex 

computations rather than just the simple spectral decomposition performed at the cochlea level. 

Amongst various issues in modeling pitch perception, I will briefly review the basic problems, 

biologically plausible models, and related empirical studies. 

I-2.1. Pitch Model 

The pitch of a sound is often misunderstood to have one-to-one correspondence with the principal 

frequency in the sound, thus considered to be straightforward. However, such a one-to-one 

relationship only exists for pure tones. Given that we perceive pitch from various natural sounds, 

which have different spectra, it is difficult to define pitch only based on physical properties. Instead, 

psychoacoustic aspects (i.e., not yet solved physiological mechanisms) are placed in formal 

definitions (Plack et al., 2006). For instance, the American National Standards Institute defines 

pitch as “that attribute of auditory sensation in terms of which sounds may be ordered on a scale 

extending from low to high” (ANSI, 1973). If we try to mimic human pitch perception, this point 

becomes more explicit. 

In a nutshell, there are two approaches to model how the auditory system extracts pitch from a 

sound (De Cheveigne, 2006): spectral and temporal approaches. The spectral approaches are 

mainly based on Fourier analysis to decompose frequency components whereas the temporal 

approaches are generally based on auto-correlation to detect periodicity (De Cheveigne, 2006).  
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Figure I-4. Various waveforms that evoke the same perception of pitch of 1 kHz. The 
waveform (left column), spectrum (middle column), and auto-correlation (right column) 
of each waveform are presented at each row. The common perception of 1 kHz is marked 
by a blue vertical line at the frequency f in the spectra and the period (1/f) in the auto-
correlograms. An audio file of the examples can be downloaded from: 
https://goo.gl/uSq1Xe  

First, consider a sine wave over time y(t) with the frequency f = 1 kHz in Figure I-4 (A), which 

can be written as: 

 y(t) = sin(2πtf ) , (I-2) 

In this case, the single peak at the frequency f in the spectra directly maps to our pitch perception 

of f.  

However, in case of a complex tone with natural harmonics up to the 4-th order in Figure I-4 (B) 

as: 

 y(t) = sin(2πtkf )
k=1

4

∑ , (I-3) 

there are four multiple peaks at f, 2f, 3f, 4f with identical power. Thus we can modify the definition 

of pitch as the lowest frequency peak (i.e. f).  

But then, with this definition, we cannot find the pitch from the famous ‘missing fundamental’ 

(Fletcher, 1924) in Figure I-4 (C) as: 
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 y(t) = sin(2πtkf )
k=2

4

∑ , (I-4) 

which does not contain any component with the frequency f but evokes the pitch perception of f. 

This would be a good example of the motivation of the introduction of the concept of ‘periodicity’ 

to describe temporal regularity in the sound besides frequency; there is no peak at the frequency f 

in the waveform, but it does have regularity (i.e., a complex waveform pattern) that repeats every 

millisecond (1/f). 

Other than sine waves, white noise or a step function can also evoke the sensation of pitch with 

the periodicity. The ‘iterated-rippled-noise’ (IRN) (Yost, 1996) is created by iterations of summing 

delayed broadband white noise in Figure I-4 (D), which is given by: 

 y
i
(t) = y

i−1(t)+ yi−1(t − d) ,  (I-5) 

for the i-th iteration with the delay d (=1/f), and the time series at the 0-th iteration y(0) is white 

noise from a uniform distribution. What is interesting about the IRN is that it provides a 

parameterization of ‘tonality’ (Griffiths and Hall, 2012), which is also another famous topic in 

psychoacoustics. Each iteration increases regularity (or periodicity) of the waveform and one can 

perceive ‘a tone’ appearing from the broadband noise, which already hints about the physical 

necessity for pitch perception. However, in terms of pitch extraction, it is not very surprising that 

an IRN after 10 iterations is perceived as pitch, because we can clearly see peaks at the natural 

multiples of f (i.e. natural harmonics of f). 

This is also the case for click train (i.e., a point function) with a regular interval d of 1 ms (=1/f) 

in Figure I-4 (E) as: 

 y(t) = 1 if t is a multiple of d
0 otherwise

⎧
⎨
⎪

⎩⎪
, (I-6) 

which also shows the natural harmonics of f from its spectra. 

Other than the spectral approaches, the temporal approach uses autocorrelation seeking the 

maxima at the lags of zero and the multiples of its period (i/f) where i is an integer. Unlike the 

spectral approach, the temporal approach can apply the same rule also for the missing fundamental 

complex tone (I-4) to compute the pitch.  

I-2.2. Pitch Process in Auditory Systems  

A pitch extraction model based on autocorrelation generally works very well. For instance, a model 

that uses autocorrelation to model neural activities of a neural population (‘chopper units’) in the 

mammal ventral CN successfully predicted electrophysiological data of the auditory response 

suggesting its biological plausibility (Wiegrebe and Meddis, 2004). 
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A model of Langner (Langner, 1997) described the role of ICC as a ‘coincidence detector’, 

which provides neural integration of the outputs of CN that code frequency and periodicity 

separately. The idea originated from an electrophysiological study of the cat’s auditory system 

using amplitude-modulated complex tones (Langner and Schreiner, 1988).  

Griffith and colleagues discussed about the potential regions for ‘pitch center’ (Griffiths and 

Hall, 2012). As illustrated in the review (Griffiths and Hall, 2012), both in human and macaque 

monkey, BOLD activation in the PAC related to frequencies below the human audible range was 

weaker compared to that in the audible range. On the other hand, this effect of frequency was not 

found in the ICC, suggesting the sensation of pitch is in greater agreement with the PAC activation 

compared to the subcortical activities. 

Another interesting fact about the IRN is that it can differentiate pitch-onset from sound-onset 

because both the IRN and the original white noise deliver equivalent energy. It was demonstrated 

that pitch onset is reflected by a response at around 170 ms after the onset of the IRN (Seither-

Preisler et al., 2014), different from the common sound-onset responses such as P50, N100, and 

P200. Neuroimaging studies using IRN often found pitch-evoked responses in the lateral HG and 

anteriolateral region of the PT (Plack et al., 2014). 

I-2.3. Perceptual Bias in Pitch Extraction of a Complex Tone without Low-

order Harmonics 

As seen in the example of the ‘missing fundamental’ (I-3), it appears that the pitch is extracted 

from the relationships amongst spectral components. If one perceives the lowest component of the 

complex tone (i.e., 2f) as its pitch, the ratio of the components would be 1, 1.5, and 2. On the other 

hand, if one hears the non-existing component f as its pitch, then the ratio would be 2, 3, and 4. 

Given that most of people perceive the missing fundamental f as the pitch of the complex tone, 

pitch extraction seems to rely on not only the existing components but also the relationship 

between the components. Hypothetically, one can imagine a ‘pitch template’ cortical region that 

gets inputs from all natural harmonics of the frequency f. This group of neurons would fire when a 

missing fundamental complex tone lacking f is perceived, because of inputs from other 

components. Presumably this matching process might take place in PT because of the vast number 

of inputs and outputs from/to the posterior non-primary auditory cortex (Griffiths and Warren, 

2002). 

Then, how similar should the spectrum of a sound be to evoke the same pitch perception? This 

interestingly question has been previously studied in a large number of musicians (Schneider et al., 

2005; Wengenroth et al., 2010). The aim of these studies was to parameterize the perceptual 

tendency (or ‘preference’) to ‘recover’ missing lower components and to find its neural correlates. 

The authors indeed found a correlation between the perceptual tendency and the functional and 

structural asymmetry indices based on auditory-evoked field and the volume of Heschl’s gyrus 
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from anatomical MRI (Schneider et al., 2005). More recently, the perceptual bias was found to be 

related to the frequency-following response (FFR) from the brainstem and the cortical gamma-

band activities recorded by EEG (Coffey et al., 2016b). More interestingly, in the study (Coffey et 

al., 2016b), the authors reported top-down switching between the auditory perceptual modes (i.e. 

either based on the missing fundamental component or the existing components) with 

accompanying neural activities within the same subject (Coffey et al., 2016b). 

I-3. Pitch Chroma Perception 

I-3.1. Pitch Chroma and Pitch Height Model 

Pitch can be thought as a one-dimensional entity over the audible frequency band (i.e., 

approximately 20 Hz ~ 20 kHz). However, general human perception finds the multiples of a given 

frequency (i.e., f, 2f, 3f, …) very ‘similar’ compared to the other tones, even if the actual frequency 

difference would be smaller (e.g., f < g < 2f) (Moerel et al., 2015). This perceptual phenomenon is 

reflected in the Western musical system, where two dimensions, although they are orthogonal only 

within an octave, called ‘pitch chroma’ and  ‘pitch height’ (or in short, just ‘chroma’ and ‘height’) 

are used to describe a pitch (Krumhansl, 1995).  

In the most commonly used Western scale called ‘twelve-tone-equal temperament’ (12-TET), 

one octave is equally divided into 12 tones. When   f1  denotes the pitch of the first (reference) tone, 

the pitch of the i-th tone  fi  as: 

 
  
fi =ϕ(

i − 1
12

) f1 , (I-7) 

where ϕ(k) = 2k  for the simplicity of notation. usical unit of an interval between two tones is 

called ‘semitone’ and one semitone corresponds to the ratio of  ϕ(1/12)  in 12-TET. Thus a 

musical interval of the i-th and j-th tones (i.e., i –j semitones) between two pitches fi  and f
j
 can 

be written as: 

 i − j = 12log2
f
i

f
j

. (I-8) 

Alphabetical labels of the 12 tones (i.e., C, C#, D, D#, E, F, F#, G, G#, A, A#, B) are called ‘pitch 

chroma’. Since pitch chroma recurs per each octave, there are multiple pitches with the same pitch 

chroma but in different octaves. A set of these tones is called ‘pitch class’. In order to distinguish 

tones in a pitch class, an integer index for its octave is used such as “A4” (440 Hz) and “A3” (220 

Hz). These indices are called ‘pitch height’. 
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While changes in frequency would alter pitch chroma and/or pitch height (e.g., an increase of 

one semitone from B3 is C4), changes in pitch height do not alter pitch chroma (e.g., B3 to B4). 

Changes in pitch chroma (e.g., one counter-clock-wise step from B to C) may occur with change in 

pitch height (e.g., B3 to C4) but not necessarily (e.g., B3 to C3). These relationships have been 

often illustrated using a helix model as given in Figure I-5.  

 

Figure I-5. Pitch helix model. (A) 3-D overview of the helix with the pitch is given along 
the Z-axis. (B) Pitch chroma is given as a polar coordinate on the X-Y plane. (C) Pitch 
height is given as an integer along the Z-axis. 

Note that both pitch chroma (polar coordinates) and pitch height (step function) affect pitch as 

a whole, but chroma and height are orthogonal based on the definitions here. For a given pitch p 

(Hz), a pitch height h can be found as: 

 h = log2
p
f0

⎢

⎣
⎢

⎥

⎦
⎥ , (I-9) 

where ⋅⎢⎣ ⎥⎦  is a floor function, which returns the largest integer that is smaller than a given number. 

  f0  is a reference frequency of “C-zero” (approximately 16.3516 Hz) under the modern tuning 

convention (i.e., A4 = 440 Hz). Subsequently, for the given h and p, the pitch chroma c is 

determined using (I-8) as: 

 c = 1+ 12log2
p

f0ϕ(h)
, (I-10) 
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where    c ∈{1,2,3,!,12}  is an index for pitch chroma such that c = 1 for “C”, c =2 for “C#”, …, c 

= 12 for “B” in the 12-TET. As abovementioned, ϕ(k) = 2k  for the simplicity of notation. To 

describe subsemitone deviation, c can be a non-integer, i.e.,    c ∈[1,13)⊂ ! 2. 

Inversely, pitch p can be found for given pitch chroma c and pitch height h using (I-7) as: 

 p =ϕ(c − 1
12

+ h) f0 . (I-11) 

It should be noted that the choice of the reference pitch is purely arbitrary. Conventionally the 

circle of pitch chroma starts from C to B, thus one semitone increase from B3 to C4 might appear 

as an abrupt increase in pitch height, at least from the notation. However, because any choice of 

the reference pitch is equally possible, it does not have any meaning other than the change in 

notation. 

Based on the current definition, it is clear that a system to compute h and c requires not only p 

but also   f0 . In other words, any form of information about the reference   f0  is necessary to 

recognize pitch chroma. This reference   f0  can be given externally as an explicit reference or a 

tonal context. Another possibility is to have internal reference in the system. In the following 

subsections, first I will discuss how the external reference frequency works in perceiving pitch 

chroma. 

I-3.2. Similarity within a Pitch Class 

The simplest form of pitch chroma perception would be to determine whether two tones with 

different pitches have identical pitch chroma or not. If there is a group of neurons that responds to 

tones spaced by one or several octaves (which presumably could have developed by rich harmonic 

structures of natural sounds accordingly to the Hebbian rule), this neural group will get excited by 

the tones in a pitch class. This idea was recently tested in an fMRI study (Moerel et al., 2015), 

which identified a candidate for a neural basis of the pitch chroma perception by fitting auditory 

responses to piano tones onto a predicted tuning curve based on a helix model for harmonic series. 

Previously, tuning curves with multiple peaks in the AC were derived based on tonotopy mapping 

using fMRI (Moerel et al., 2013). The existence of pitch-class-selective neurons was reconfirmed 

using piano tones with natural harmonics, however the location of such neurons was found to be 

diffused over the bilateral STPs (Moerel et al., 2015). 

                                                        
2 If we define pitch chroma as c ∈[0,1)⊂ !  and the reference frequency as   f0 = 1 Hz, chroma can be 

more concisely written as c = log2 p − log2 p⎢⎣ ⎥⎦  as given in Wakefield GH. Mathematical representation 

of joint time-chroma distributions; 1999. International Society for Optics and Photonics. p 637-645. 
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I-3.3. Pitch Chroma Recognition in Tonal Context 

A more natural setting where we recognize pitch chroma would be ‘tonal context’ (Krumhansl and 

Shepard, 1979). By virtue of the established tonality, the basis of a musical scale can work as a 

temporary reference. A musical scale is a series of tones with specific intervals. That is, the intervals 

between the first tone and other 6 tones in a major key are (2, 4, 5, 7, 9, 11) semitones whereas such 

intervals of a minor key are (2, 3, 5, 7, 8, 11) semitones as shown in Figure I-6. 

 

Figure I-6. Musical scales. Along the horizontal axis, pitch chroma (i.e., A, A#, …) and 

frequency based on a reference tone f0  are noted. ‘Tonal functions’ (i.e., tonic, supertonic, 

…) are given for the A-major key (blue) and the A-minor key (red). 

A ‘tonal function’3 of a tone in a key (e.g., A in A-major) describes its distance from the basis 

(the first tone called ‘tonic’) of the key and associated ‘attraction’ (or evoked expectation) on the 

following tone. Establishment of tonality requires presentation of the whole scale, frequent 

occurrence of cardinal tones (e.g., tonic and dominant), or canonical chord progressions (e.g., 

authentic cadence). Once the tonality is established, the general population (with and without 

musical background) would perceive the stability and attraction of tones differently; i.e., a certain 

tone (e.g., tonic) sounds ‘more stable’ than another one (e.g. subtonic) as found in behavioral 

studies using subjective rating (Krumhansl and Shepard, 1979). 

In the context of a musical scale, educated listeners with musical experience can recognize the 

tonal function of a given tone with respect to the basis of the key (or equivalently the interval 

between the tone of question and the basis). This kind of perception is called ‘relative pitch’4 

(Miyazaki, 1990). Using the perceived tonal function and additional information of the key, one 

                                                        
3 More commonly, solfeggio is used to refer to a tonal function: e.g., Do, Mi, Sol is the first, third, and fifth 

note of a major scale, respectively. Such a system is called ‘Movable-Do’ whereas ‘Fixed-Do’ means using 

solfeggio of C major in all keys (e.g., reading the tonic of A-major as La instead of Do) 
4 Often, in neuroscientific and behavioral research, the term ‘relative pitch’ is used as a counterpart of the 

‘absolute pitch’ to describe musicians without absolute pitch. However, the ‘relative pitch’ (or perception of 

intervals) is one of the basic skills that all musicians (with and without absolute pitch) develop through 

formal musical training such as sight-singing and hearing. In fact, for musicians with absolute pitch, 

perceiving tonal functions could be more difficult due to Stroop-like interference (Schulze K, Mueller K, 

Koelsch S. (2013): Auditory stroop and absolute pitch: an fMRI study. Hum. Brain Mapp. 34(7):1579-90.). 
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can calculate the pitch chroma (e.g., the dominant in A-major is “E” whereas that in C-major is 

“G”). That is, pitch chroma recognition using relative pitch perception is an effortful and explicit 

process (although it can be nearly automatized by intensive training) to link separate pieces of 

information together. 

I-3.4. Pitch Chroma Recognition Based on Internal Reference 

In contrast the to abovementioned case, some people effortlessly recognize pitch chroma without 

external reference in an absolute sense. This unique perceptual and cognitive ability is known as 

‘absolute pitch’ (AP) (Miyazaki, 2004a), which is the main topic of the current thesis. Given that 

the recognition of absolute chroma requires a reference (i.e., f0  in the equation (I-10)) in any form, 

the fact that AP listeners can recognize pitch chroma indicates there must exist an internal 

reference at some point during the auditory processing. I will closely review related studies with 

behavioral, electro-/magneto-encephalographic, neuroimaging, and genetic measurements about 

AP with an emphasis on the perceptual aspect of AP. 

I-4. Absolute Perception of Pitch Chroma 

I-4.1. Behavioral definition and characteristics of AP 

As mentioned above, AP is essentially defined by the ability to recognize pitch without any external 

reference. Miyazaki, who has been working on AP for several decades, defines AP as “an ability to 

identify the pitch of isolated tones using musical pitch labels or to produce the pitch of any tones 

designated by note names without comparing with any reference pitch” (Miyazaki, 2004a). I argue 

that the emphasis should be placed on pitch chroma other than pitch itself (including pitch height). 

It has been consistently shown that AP perception does not enhance the determination of octave 

(i.e., pitch height), as shown in several behavioral experiments (Deutsch, 2013; Deutsch and 

Henthorn, 2004; Kim and Knösche, 2016; Miyazaki, 1988; Takeuchi and Hulse, 1993). 

The earliest scientific description of AP that can be found using Google Scholar5 and Web of 

Science6, is a report by Max Meyer on AP performance of himself and his colleague (Meyer, 1899)7. 

                                                        
5 https://scholar.google.com/ 
6 https://webofknowledge.com/ 
7 An earlier publication (Kries Jv. (1892): Über das absolute Gehör. Zeitschrift für Psychologie und 

Physiologie der Sinnesorgane 3:257-279.) was cited in the article (Meyer M. (1899): Is the Memory of 

Absolute Pitch Capable of Development by Training? Psychol. Rev. 6(5):514-516.). Thus Meyer (1899) is not 

the very first scientific publication on the absolute pitch but simply the first article of which the content is 

accessible online. 
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As well as in modern psychophysical studies, pure tones (using tuning forks) and piano tones 

(using an actual piano) were used for experimental stimuli. The author carried out behavioral 

experiments to find out how long the learning effect of AP lasts, in favor of the notion that AP can 

be obtained and retained by adult humans, in opposition to a previous publication (Kries, 1892), 

which suggested that acquiring AP after the developmental period is very unlikely. Although their 

experimental design bears multiple weaknesses, it marks the introduction of the scientific approach 

to the investigation of psychoacoustic problems in the late 19th century (Meyer, 1899). Given that 

Wilhelm M. Wundt opened the very first experimental psychology lab at Leipzig University in 

1879, it seems that AP has consistently drawn the attention of experimental psychologists as a 

special kind of auditory perception. 

Later in the late 20th century, Siegel carried out behavioral studies using computers to refine 

stimulus manipulation, control experimental protocols, and measure precise reaction times (Siegel, 

1974; Siegel and Siegel, 1977; Siegel, 1972). The former study investigated the decay of the pitch 

memory of a given melody in AP listeners (Siegel, 1972). The author studied whether verbal 

labeling enhances the pitch memory of AP listeners. When the verbal labeling was hindered (e.g., 

when verbal fillers are presented between a reference tone and a target tone or when slightly 

deviated tones that are hard to verbally encode are presented), the performance of AP listeners 

decreased.  The insightful report stated that “the subjects with AP categorize pitch on an absolute 

basis in the same way they categorize letters, words, or common objects” (Siegel, 1974). 

Throughout the literature reporting the various aspects of behavioral characteristics of AP, the 

definition of AP becomes operational in terms of behavior. One simplest criterion of AP would be 

the 100% accuracy in recognizing pitch for all kinds of tonal sounds, which should be related to the 

layman’s term ‘perfect pitch’ for AP. However, once a researcher starts quantifying the 

performance of AP by means of behavioral measurements, it becomes apparent that there is more 

variability in AP performance: some AP possessors need more time and make more mistakes than 

others, although their AP responses are still superior compared to ones without AP. 

Back in the mid 20th century, Bachem (1955) deliberately expressed his ‘concern’ about calling 

a slight improvement of adults in pitch identification tasks after a short-term training as learning 

‘absolute pitch’. So he suggested referring to such ability as ‘pseudo-absolute pitch’. In fact, it has 

been argued that this type of  ‘implicit absolute pitch’ (Miyazaki, 2004a) of non-musicians (i.e., 

remembering very familiar tones such as line dial tone or the tones of one’s favorite song) shares 

the same mechanism with the highly fluent AP of some musicians, differing only in its degree 

(Levitin, 1994; Smith and Schmuckler, 2008) and that it would be possible to increase that degree 

by training even for adults (Van Hedger et al., 2015). Miyazaki also suggested a term ‘quasi-

absolute pitch’ to describe APs with a limited number of internal references. For example, a violist 

might know only one tone (“violin A”) with confidence and in order to determine the pitch of any 

other tone, he/she requires some time to retrieve the internal reference tone and compute the 
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interval between the reference and the target to estimate its pitch chroma. In both cases of pseudo-

/quasi-AP, Miyazaki pointed out that the accuracy is worse compared to the case of ‘genuine 

absolute pitch’. He suggested some unique features of the ‘genuine-AP’ that distinguish it from the 

pseudo-/quasi-APs: (1) quick reaction time, (2) high pitch discrimination resolution (less than 10 

cents), (3) no limit in timbres and range, (4) ‘octave errors’ with consistency (Bachem, 1955). The 

‘octave error’ is defined by an incorrect pitch height with a correct pitch chroma. These features 

reported by Miyazaki are particularly interesting, because his ideas based on qualitative 

observations are in partial agreement with the later behavioral studies, as will be detailed hereunder: 

(1) Rapid reaction time is indeed what many studies find consistently. For an extreme example 

(Miyazaki, 1990), some Japanese participants (majoring in music education) were able to 

respond within 0.6 s (by pressing a key on a muted digital piano) while maintaining 

accuracy at over 80 %. In an independent study (Bermudez and Zatorre, 2009b), the rapid 

reaction time of musicians with AP compared to musicians without AP was replicated (i.e., 

2.5 vs. 6.3 s).  The reaction time could be an useful index for further categorization within 

the musicians with AP (Bermudez and Zatorre, 2009b) although no reaction time 

difference (in verbally responding) was found between genuine-AP and quasi-AP listeners 

(i.e., 2.1 vs. 2.3 s) (Wilson et al., 2009). 

(2) Apparently, subsemitone accuracy in pitch discrimination was found to be not different 

between musicians with and without AP in several studies (Siegel, 1974; Siegel, 1972; 

Takeuchi and Hulse, 1993). In one of the experiments (Siegel, 1974), AP listeners showed 

no better performance than a control group for a subsemitone interval of 10 cents (i.e., 0.1 

semitone) compared to a larger interval of 75 cents, although the task was not purely 

perceptual but involved verbal encoding and decoding of tones for a memory test (see 

Study #1 in the present thesis for a perceptual experiment). 

(3) It is observed that certain individuals with extreme proficiency of AP (i.e., 100 % accuracy 

without any octave errors and with short reaction times) can identify the pitch chroma 

with any timbre and any range without difficulty (Miyazaki, 1988). However, what is more 

often found is a limited generalizability of their internal reference in terms of timbre and 

octave range. This specific preference presumably due to familiarity (usually limited to 

their favorite/major musical instruments) has been a known feature of AP for long enough 

to call it ‘absolute piano’ or ‘absolute violin’ instead of AP (Ward, 1985). However, it 

should be also noted that unfamiliarity to the timbre of perceived tones only affects the 

pitch height decision, not the one on pitch chroma (Miyazaki, 1988). 

(4) The occurrence of octave errors is one of the very well-known features of AP; not in the 

sense that APs are more prone to octave errors, as Bachem suggested, but because of the 

interesting dissociation between their precise recognition of pitch chroma and not better 

than normal recognition of pitch height (Deutsch, 2013; Deutsch and Henthorn, 2004; 
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Miyazaki, 1988; Takeuchi and Hulse, 1993). This dissociation is particularly interesting 

because it tells specifically to which aspects of pitch AP actually refers, i.e., pitch chroma. 

Moreover, it implies that chroma and height are separately processed, at least in AP 

musicians’ auditory systems, which guided this thesis towards a hypothesis on distinct 

neural pathways for chroma and height. 

(5) In addition to the points mentioned in Bachem (1955), another interesting aspect of AP is 

spontaneity and uncontrollability. This is impressively demonstrated by AP musicians’ 

ability to recognize the pitch chroma of glasses clattering, the siren of an ambulance car, or 

people’s speaking tone without efforts (Miyazaki, 2004a). The level of automaticity of AP is 

very high, thus it is usually difficult to control (although it is possible through training), as 

demonstrated by Stroop-like effects, namely slower and inaccurate responses to 

incongruently labeled tones (i.e., movable-Do solfeggio) (Akiva-Kabiri and Henik, 2012; 

Itoh et al., 2005; Schulze et al., 2013). Apart from in musical composition and conducting, 

AP is not generally regarded as being musically beneficial. Instead, it could even be 

disadvantageous for players or singers because of the uncontrollability. For instance, 

musicians with AP may have difficulties recognizing transposed melodies (Miyazaki, 

2004b). 

Even though a number of unique features of AP are known, so far there are multiple ways to 

classify musicians into non-AP, pseudo-AP, quasi-AP, and genuine-AP. As already mentioned, 

one study made boundaries at 20% and 90% hit-rates (Wilson et al., 2009), another study used 90 % 

threshold in tests with pure tones and piano tones for AP (Keenan et al., 2001), and yet another 

study drew the line between non-AP and AP at the saddle point of a bimodal distribution of the 

performance of AP of all subjects (at around greater than 51 % of scores) (Wengenroth et al., 2014). 

Partial scoring is another issue. In order to declaim the possession of absolute pitch, some 

researchers simply give no score for errors even with a few semitones (Miyazaki, 1990), others give 

full credit for one semitone error (Ward and Burns, 1982), partial credit for the error of two 

semitones (Wengenroth et al., 2014), or the scores are proportional to the inverse of the errors 

(Bermudez and Zatorre, 2009b; Kim and Knösche, 2016).  

It would be the best to find criteria of classification or a comprehensive scoring based on a 

large-scale dataset. In fact, a project to find genetic factors of AP published data obtained via a 

web-based test from 2,213 individuals (Athos et al., 2007). In this dataset, a clear bimodal 

distribution over a 2-D space of pure tone and piano tone scores was shown for genuine APs (very 

close to the maximal score, probably truncated variance due to the ease of the task) and non-APs 

(centered around the random choice level), but without any third mode for quasi-AP. Rather, some 

data points were spread over a large area between the non-APs and the genuine-APs. In the paper 

(Athos et al., 2007), the authors choose a cutoff point for genuine-AP at 24.5 points (out of 36 

points; 68 %) only for pure tone questions with giving partial credit of 0.75 for one-semitone errors. 
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This cutoff point appears to be liberal compared to that of other studies (90 %) with full credit for 

one-semitone errors (Gaab et al., 2003; Keenan et al., 2001). However, the proportion of one-

semitone errors was not reported, thus comparability of the criteria across studies is unclear. Open 

Science (Owens, 2016), which is a recent trend in scientific communities, might enable sharing 

such valuable data and thereby help to derive better criteria that are backed up by empirical 

evidence. 

I-4.2. Acquisition and Loss of AP over Lifetime 

I-4.2.1. Genetic Factors 

There are studies that imply that genetic factors are important for the acquisition of AP. In a 

heritability study on AP (Baharloo et al., 1998), the likelihood to have at least another AP listener 

among relatives (e.g., siblings, parents, cousins) was 48 % for AP listeners whereas 14 % for non-

AP listeners. This principal finding was significant even after controlling for the music training 

onset age (Baharloo et al., 2000), indicating a genetic predisposition of AP.  

Furthermore, the link between the AP and synesthesia has been investigated for their rare 

association across modalities: e.g., pitch and verbal labels in AP listeners; pitch and color in people 

with synesthesia (known as ‘chromesthesia’). In certain cases, people with chromesthesia perceive a 

specific color associated to a pitch chroma or a musical key thus they can recognize chroma 

without efforts (Ward et al., 2006). For instance, as famously quoted (Mahling, 1926), Hungarian 

virtuoso Franz Liszt requested his orchestra do play ‘more bluish’ not orange-like.  Furthermore, a 

recent genetic study found phenotypic and genetic overlaps between synesthesia and AP 

(Gregersen et al., 2013) suggesting genetic candidates for the predisposition of AP. 

Using personality trait questionnaires, an unexpected linkage to a disease with known genetic 

risk factors, namely autistic personality disorder was reported (Dohn et al., 2012). The idea is based 

on the ‘cognitive style hypothesis’, which assumes AP listeners focus more on the local information 

than on the global configuration thus recognize each tone in an absolute sense (Chin, 2003). 

Although Autism-like personality traits could be another phenotype of AP, the actual relationship 

remains largely unclear so far. 

I-4.2.2. Early Experience during a Critical Period 

The musical education during development (especially before the age of 6 years) has been strongly 

related to the acquisition of AP (Baharloo et al., 1998; Miyazaki and Ogawa, 2006) implicating that 

there is a critical period for the realization of AP given genetic ‘predisposition’ (Hallam, 2015), 

whereas the acquisition of AP for adults is known to be very difficult. However, some psychologists 

do believe that training AP in adulthood is certainly possible, as mentioned earlier (Schellenberg 

and Trehub, 2003; Van Hedger et al., 2015) 
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Theoretically, the experience during the critical period does not have to be in the Western 

musical system, but may involve any kind of musical system (or even non-musical systems that has 

corresponding labels for certain frequencies). The important feature would be a lexical system that 

corresponds to consistent segmentation of an octave (assuming the similarity within a pitch class is 

not culturally determined). In fact, a Japanese private music education program uses this idea to 

promote acquisition of AP of young children in the kindergarten (Miyazaki and Ogawa, 2006). 

Recently, a longitudinal study showed improvement in mapping triads via an educational program 

over three years (Sakakibara, 2014), but whether the recognition of triad helps the recognition of 

pitch chroma is yet to be discovered. 

An intriguing demonstration of the importance of neuroplasticity in the acquisition of AP was 

given using a histone deacetylase inhibitor named valproate, which is known to promote 

neuroplasticity in animal models (Gervain et al., 2013). This study is very impressive in the sense 

that it directly showed the impact of neuroplasticity in acquiring AP, but the degree of 

improvement was still low (5/18 = 27% correct vs. 3/18 16 % by chance) as well as other learning 

studies with longer training sessions without medication.  

It is known that AP is more commonly found in East Asians than in Europeans (30 % of 

Japanese musicians and 7 % of Polish musicians have AP according to Miyazaki et al. (2012)), 

which might be due to genetic and/or cultural factors. In an intercultural study (Miyazaki et al., 

2012), the authors discussed about the possibility that the difference might be simply due to 

different training onset age (Asians started musical practice two years earlier than Europeans). 

Alternatively, it has been tried to explain the ethnicity effect by the use of tonal language (i.e., 

Chinese) (Deutsch et al., 2006), however this argument neglects the fact that Chinese use pitch 

contours as tonal cues (i.e., rapid ascending, slow descending, and so on), instead of absolute pitch. 

I-4.2.3. Loss of AP in Late Phase of Life 

On the one hand, it has been known that hearing loss in general (non-AP) population occurs from 

high to low frequencies, due to aging via various mechanisms including loss of ganglion cells, 

degeneration of hair cells, and basilar membrane stiffness (Liu and Yan, 2007). On the other hand, 

the loss of AP due to aging has been rarely discussed. An autobiographical thesis of an elderly AP 

listener described personal experiences of losing AP including that of herself (Bianco, 2015). This 

qualitative essay is especially important because non-AP elders cannot notice such mild alteration 

in pitch perception. For instance, suppose a frequency A stimulates a neuron A’ at young age but 

the frequency A stimulates a neuron B’ (of which characteristic frequency was B) at old age due to 

stiffness of basilar membrane. Because non-AP elders cannot recognize frequency A or B in 

absolute sense, this whole shift of all auditory input cannot be recognized in non-AP elders. 

In her thesis (Bianco, 2015), a couple of interviewees described common distortion (i.e., overall 

shift by 1 or 2 semitones higher) of the AP. For instance, an aged AP listener, who suffers from 
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distorted AP, hears a song in A-major as if it was A# or B-major. This heightened perception of 

pitch chroma in elderly AP listeners might be due to an overall decrease of elasticity of the basilar 

membrane that shifts vibration loci for a certain frequency towards the thinner end. This could 

result in activations of hair cells at the thinner location. With otherwise intact auditory streams and 

cortical networks for AP, an elderly AP listener could recognize heightened pitch chroma 

confusing him/her with prior knowledge about how it should sound. The existence of the shifted 

AP perception may indicate that the degeneration starts from the peripheral apparatus rather than 

cortical networks. 

I-4.3. Previously Found Neural Correlates of AP  

Motivated by the arrival of in-vivo neuroimaging techniques, a line of neuroimaging studies has 

been published since the late 1990’s. In this section, I will review morphological, functional, 

connectional, and neurological findings with an emphasis on the temporal structures. A commonly 

accepted intuitive segregation of the AP recognition separates the ‘perceptual’ component (i.e., 

chromatic categorization of pitch; related to the temporal lobes) and ‘associative’ components (i.e., 

link between a representation of pitch chroma and a verbal coding (Zatorre, 2003) and/or a motor 

sequence (Wong and Wong, 2014); related to frontal lobes). I believe a truly interesting aspect of 

AP is the perceptual component with its connectivity within the frontotemporal network as it 

demonstrates a very special (and more common than synesthesia) processing of pitch and can 

contribute to the understanding of human auditory perception in general (Zatorre, 2003).  

I-4.3.1. Morphological Findings 

The first finding of neuroanatomical correlates of AP was the increased leftward asymmetry of the 

area of the PT based on manual segmentation on MRI slices (Schlaug et al., 1995). The group 

difference in asymmetry was due to a smaller area of the right PT (not a larger area of the left PT) 

in musicians with AP in comparison with musicians without AP (Keenan et al., 2001; Schlaug et al., 

1995). In contrast, another morphometric study found that the volumes of the left and right PTs 

were not significantly different between the musicians with and without AP (Zatorre et al., 1998). 

These studies were based on manual delineation of regions-of-interest (ROIs), which has inherent 

issues of validity and reliability: different studies may use different anatomical criteria, an 

application of criteria could be different across raters, and even there could be intra-rater 

variability. In a later study (Wengenroth et al., 2014), the authors compared the volumes of the left 

and right HG and found that the right HG was larger in AP musicians than in non-AP musicians. 

It was noted that a posterior shift of the Sylvian fissure and the parietal-temporal convexity in the 

right hemispheres of the AP musicians (Wengenroth et al., 2014), thus an enlarged right HG, could 

have resulted in the smaller segmentation of the right PT, which also provides an anatomical 

explanation for the “heightened leftward” asymmetry in PT area in previous ROI-based studies 

(Keenan et al., 2001; Schlaug et al., 1995). 
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Even if the ROI definition is accurate and reliable, the ROI-based morphometry has the 

inherent limitation of disregarding local differences within a structure. If the alteration in question 

is locally confined within a specific small sub-region of cortex, an investigation on the aggregated 

measurement cannot detect such variability. Therefore, voxel-/vertex-wise whole brain analyses 

followed ROI-based morphometric studies. With this approach, new challenges arise from the 

difficulty of establishing perfect one-to-one correspondence across individuals, due to inherent 

intersubject-variability in brain structures as well as computational limitations. A voxel-based 

morphometry (VBM) study on the asymmetry of tissue probability of gray matter (GM) reported 

increased leftward asymmetry in the HG and the anterior portion of the PT in all AP musicians as 

well as its agreement with the ROI-based results (Luders et al., 2004).  

In contrast to the previous volumetric studies, later studies using cortical thickness analysis 

(CTA) did not find a significant leftward asymmetry of the posterior STG (Bermudez et al., 2009; 

Dohn et al., 2015). Instead, a significant correlation between the AP score and the cortical 

thickness in the left inferior frontal gyrus (IFG) and the postcentral gyrus was found, but no 

significant group difference or AP performance effect in the STG (Bermudez et al., 2009). In a 

recent paper (Dohn et al., 2015), in both STGs (including Heschl’s gyrus and lateral STG), greater 

cortical thickness was found in APs for inferior temporal regions and frontal structures. The 

apparent inconsistency between the previous VBM asymmetry study (Luders et al., 2004) and the 

CTA group studies could originate from the different measure (GM probability vs. cortical 

thickness), different analysis (group difference in asymmetry vs. group difference in the measure 

itself), and different subject selection procedures (with and without behavioral tests for musical 

aptitude; although all studies were matched for musical training onset and duration). Besides 

temporal regions, frontal regions including superior frontal gyrus (SFG) (Bermudez et al., 2009) 

and IFG (Dohn et al., 2015) were found to be structurally different between the musicians with and 

without AP. 

I-4.3.2. Functional Findings 

An early functional imaging study reported sensational finding that the left frontal region (i.e., 

dorsolateral prefrontal cortex, DLPFC) was constantly active in AP musicians, regardless of the 

explicit requirement of the experimental condition (Zatorre et al., 1998). This was especially 

exciting because the constant neural activity concurred very well with the behaviorally known 

spontaneity of AP (Ward and Burns, 1982). In subsequent functional studies, the left DLPFC has 

been often found to respond differently in APs compared to non-APs. 

Besides the frontal regions, the left posterior STG (Ohnishi et al., 2001) and the bilateral PTs 

(Wengenroth et al., 2014) showed stronger BOLD signals in APs. A negative peak at around 150 

ms after stimulus onset (so-called ‘AP negativity’) in event-related potential (ERP) recordings was 

found during both of passive listening and naming conditions from a left posterior-temporal 

electrode (Itoh et al., 2005). In the multimodal imaging study (Wengenroth et al., 2014), the 
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authors also reported an effect of AP score in the auditory evoked potential. From the equivalent 

current dipole (ECD) localized in the right anterior PT, the synchronized neural activities at 

around 200 ms after stimulus onset correlated with the behavioral index of AP acuity whereas 

neither any HG nor the left PT showed such effects (Wengenroth et al., 2014). 

What does the increased activation in the auditory cortex actually indicate? Considering the 

source of the signals, it can be interpreted as an indication of greater coherent neural activities in 

local systems, especially postsynaptic membrane potentials, if detected by M/EEG, or 

neurovascular coupling related to presynaptic membrane potential, which can be achieved by any 

changes in neural density (due to genetic/developmental factors), number of synapses, or even 

local synchronization. In order to differentiate such possibilities and to understand the nature of 

such in-vivo findings, further information on the microarchitecture of neural systems is required. 

I-4.3.3. Connectional Findings 

As the dual components framework implies, most of the connectional findings were focused on the 

fronto-temporal network. Focusing on the superior longitudinal fasciculus (SLF) in the left 

hemisphere, a combined tractography and voxel-based analysis reported correlation between the 

fractional anisotropy (FA; a directionality index of a tensor that models water diffusion in white 

matter) and AP performance in a couple of locations along the SLF (Oechslin et al., 2009). The 

abovementioned anatomical study (Dohn et al., 2015) also reported white matter alteration in the 

right temporal lobe nearby STP and insula using another voxel-based analysis called tract-based 

spatial statistics (TBSS) (Smith et al., 2006). The white matter regions that showed greater FA in 

AP musicians overlapped with the inferior longitudinal fasciculus (ILF), which is another 

important fronto-temporal pathway (Dohn et al., 2015). Another study compared “volume of 

tracts” and “number of fibers” between the posterior STG and the posterior middle temporal gyrus 

(MTG) using deterministic tractography (Loui et al., 2011). Note, however that this is not an 

entirely recommendable practice in the analysis of diffusion-weighted imaging (DWI) data; see 

Jones et al. (2013) for what is encouraged and discouraged in DWI analysis. Presumably, the 

authors found group difference in the number of voxels that the tractography reached and the 

number of streamlines but not in FA values averaged over such voxels (Loui et al., 2011). 

For functional connectivity (FC), there have been multiple reports for resting and listening 

conditions. Based on the reconstructed electrical neural activities from EEG data, greater phase 

synchrony between the left STG and the left DLPFC during rest in favor of AP was reported (Elmer 

et al., 2015). It supports AP-specific fronto-temporal interaction, which is related to the associative 

part of AP recognition. Although without statistical inferences, widely spread FC (over the anterior 

and posterior STG, insula, and IFG) during passive listening was also reported (Wengenroth et al., 

2014). 
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Whole-brain topological studies also have been published comparing graphs from musicians 

with and without AP using resting-state fMRI (Loui et al., 2012) and inter-subject covariance of 

cortical thickness (Jäncke et al., 2012). The authors of both papers reported alteration in degree 

centrality averaged across all nodes in the graph in opposite directions. Unfortunately, both studies 

used correlation matrices and coefficient-based thresholding to compare graphs, which can be 

methodologically problematic given that topological analysis seeks invariant features. For an 

undirected binary graph with N nodes, K edges8, and no self-connection, the average of degree 

centralities of all nodes is Ε(deg) = 2K /N , while the density of the graph is 

d = K /{N(N − 1)/2} , therefore Ε(deg) = d(N − 1) . That is, the averaged degree across all 

nodes is simply a product of the density and the number of nodes subtracted by one. Although the 

density (or inversely, sparsity) of a graph might be meaningful to some questions, it only describes 

the global level of correlation, which can be easily compromised in resting-state fMRI data due to 

head motion artifacts and also signal-to-noise level in general. Therefore, in many topological 

studies on the cortical networks, the density of an individual graph is usually matched across 

graphs in order to quantify topological characteristics (Bullmore and Sporns, 2009; Hagmann et al., 

2008; Hagmann et al., 2007; He et al., 2007; Kim et al., 2013). 

I-5. Contents of the Current Thesis 

I-5.1. Motivation and Framework 

In the previous sections, I have briefly reviewed our current understanding of the perception of 

pitch chroma and the absolute recognition of it. Throughout the review, it became apparent that 

closer investigation focusing on the perceptual component of AP is relatively scarce compared to 

the research on the cognitive (associative) component of AP (Bermudez et al., 2009; Elmer et al., 

2013; Zatorre et al., 1998) and its interaction with other high-level cognitive functions such as 

tonal and verbal working memory or Stroop-like effects (Gaab et al., 2006; Itoh et al., 2005; 

Koelsch et al., 2009; Schulze et al., 2009; Schulze et al., 2013; Wong and Wong, 2014), possibly 

influenced by the view that there is only a quantitative distinction between the ‘implicit AP’ 

(suggested based on ‘absolute memory’, which is remembering the first tone of one’s favorite song) 

and the ‘genuine AP’ (Levitin, 1994; Smith and Schmuckler, 2008). The idea is not illogical: some 

people have good long-term memory of a few pitches due to frequent exposures. We know that 

people can learn skills of very complex motor sequences and cognitive functions after long and 

hard training, and later perform them almost effortlessly (at least apparently). Thus if we train 

ourselves to access the long-term memory and compute the interval between the reference and 

target tone very fast, we may be able to recognize pitch like the ‘genuine-AP’ in terms of accuracy 

                                                        
8 For a weighted graph, K is the sum of all weights instead of the number of all edges. 
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and speed. However, it should be noted that most of quasi-AP listeners (usually professional 

musicians with one or two reference tones) perform slower and less accurate at AP test, even with 

the highly trained relative pitch. In an analogy to learning foreign language, it has been 

acknowledged that obtaining AP perception with the same proficiency as genuine-APs requires 

early experience around the age of 7 years (Levitin and Rogers, 2005). Therefore, even with the 

similar level of AP recognition in terms of behavior, the perceptual processing of the quasi-APs 

should be different from that of the genuine-APs. Especially the perceptual component, i.e., 

chromatic categorization, would be the most distinguished process. Therefore, in this thesis, I 

focus on the perceptual component of AP in terms of structures and functions of the auditory 

cortex. 

Another important motivation of this thesis is to investigate the neural underpinning of 

macroscopic findings that are already known. As already mentioned in Section I-4.3, a 

neurobiological interpretation of findings based on non-invasive imaging/recording entails 

technical challenges, which render developing quantitative models that describe how AP can be 

neurally implemented more challenging. For instance, if the smaller right PT (Keenan et al., 2001), 

or the greater right HG (Wengenroth et al., 2014), is a necessary condition for acquisition of AP, 

how is the morphology related to AP processing? To answer this question quantitatively, i.e., to 

build and test computational models of AP, we need to learn further detailed information of the 

auditory systems in AP listeners. One of the recent advances is ultra-high-field (i.e., 7-Telsa) 

imaging with a novel MR sequence that is optimized for high-field anatomical imaging (Marques 

et al., 2010) allowing quantitative estimation of physical MR properties such as longitudinal 

relaxation time (T1). The application of T1 estimates in quantifying myelination of local circuits 

(i.e., intracortical axons) has been proposed (Geyer et al., 2011). Some studies used its reciprocal 

R1 (1/T1, called ‘longitudinal relaxation rate’) as a positive index of myelination (Lutti et al., 2014). 

Along with another approach to map cortical myelin (Glasser and Van Essen, 2011), the interest in 

‘quantitative morphometry’ is currently increasing. A recent study (Stuber et al., 2014) directly 

demonstrated that it is not only myelin but also iron that affects the MR contrast considerably 

(albeit weaker than myelin). Therefore another recent study used multiple imaging contrasts to 

differentiate different processes of aging (Callaghan et al., 2014). In the current thesis, in-vivo 

cortical myelin mapping was used to study the microarchitecture of auditory cortex in musicians 

with AP. 

As a general framework, this thesis is based on the ‘dual pathway’ hypothesis (Rauschecker, 

2015; Rauschecker et al., 1995). A line of evidence consistently found the anterior STP (forming 

the ventral pathway) to be sensitive to spatially invariant properties of auditory objects such as 

pitch, timbre, and phoneme (Altmann et al., 2007; Barrett et al., 2005; Barrett and Hall, 2006; 

DeWitt and Rauschecker, 2012; Hart et al., 2004). Conversely, there are a number of fMRI and 

MEG experiments (Arnott et al., 2004a; Brunetti et al., 2005; Warren and Griffiths, 2003b; Zimmer 

et al., 2006) reporting the posterior STP (initiating the dorsal pathway) to be sensitive to spatial 
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information of auditory stimuli. The localization of sound source has a crucial role for orienting 

the visual system (Arnott and Alain, 2011; Stecker et al., 2005). The spatially invariant, or intrinsic, 

features of an auditory object, such as weight or stiffness of the vibrator derived from the spectral 

profile of the sound (which renders timbre) are directly related to the identification of the sound 

source. Given that an adjacent region, i.e., the anterior aspect of the superior temporal sulcus (STS), 

has been spotlighted for its selectivity to human voice and its sensitivity to a specific person 

(speaker’s identity) (Belin et al., 2004), the processing of such intrinsic features in the anterior STP 

supports the dual pathway hypothesis. Therefore, the involvement of the ventral auditory pathway 

in processing pitch chroma is highly likely to be also relevant in the absolute recognition of the 

pitch chroma in populations with AP.  

I-5.2. Research Questions 

In the current thesis, I will investigate the following research questions: 

(1) Whether and to what extent does the myeloarchitecture of the cortex have relevance to 

AP? Theoretically, increased electric insulation of local circuits (i.e., intracortical 

myelination) would result in (1) increase in information transfer efficiency, (2) decrease 

in transfer delay, thus increasing synchronization between neuronal groups, (3) 

reduction of ephaptic crosstalk between adjacent axons, thus increasing specificity of 

information transfer. In most of primary cortices, dense cortical myelination is typically 

found due to vast inputs and outputs from/to thalamus. If AP mechanism relies on 

preservation of fine-grained auditory information, heavily myelinated auditory cortices 

should be found. 

(2) How do the myeloarchitectonic correlates of AP, if they exist, affect functional 

connectivity? Considering the relationship between the cortical myelin and neural 

activity (Grydeland et al., 2015) and the widespread AP-related functional connectivity 

of the auditory cortex suggested by previous works (Jäncke et al., 2012; Wengenroth et 

al., 2014), it is expected to see connectional correlates of AP from the region with cortical 

myelin differences.  

(3) Does the engaging of the ventral auditory pathway correlate with the acuity of AP? Given 

the dual-pathway framework, pitch chroma information is likely to be processed through 

the ventral auditory pathway. In particular, given the supposed similarity between 

recognition of daily objects and pitch chroma in AP listeners, pitch chroma can be 

conceptualized as invariant property of the auditory object (i.e. any tonal sound). 

Therefore I expect to find neural correlates of AP in subregions of the auditory cortex 

that belongs to the ventral auditory pathway.  
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(4) Are the altered auditory pathways lateralized in the musicians with AP? From the early 

studies (Keenan et al., 2001; Luders et al., 2004; Schlaug et al., 1995), an increased 

leftward asymmetry in the areas of PT due to a smaller right PT has been consistently 

reported. However, recent studies also reported bilateral alteration of cortices (Bermudez 

et al., 2009; Dohn et al., 2015). Moreover, it has been suggested that the smaller right PT 

might be explained by larger HG pushing the anterior boundary of PT towards posterior 

(Wengenroth et al., 2014). Hemispheric dominance has been found in many studies and 

suggested that the left AC is involved in language processing with higher temporal 

resolution, while the right AC is specialized in music-related processing with higher 

spectral resolution (Poeppel, 2003; Zatorre, 1998; Zatorre and Belin, 2001). Therefore a 

crucial role of the right hemisphere is expected in our studies. 

I-5.3. Summary of Studies 

In the following chapters, I will present individual studies that I worked on together with 

colleagues, in order to find answers to the questions listed above. 

In the first study, we used MP2RAGE sequence with a 7-T MRI scanner for in-vivo mapping of 

intracortical myelination. We found a positive relationship between the acuity of AP and the 

cortical myelin in the medial region of the right planum polare (PP). We discussed possible roles of 

the cortical myelin in the non-primary auditory cortex that forms the ventral auditory pathway. 

This work has been published as a research article (Kim and Knösche, 2016). 

In the follow-up study, we used resting-state fMRI data acquired with a 3-T MRI scanner9. 

Seeding from the right PP, which was highly myelinated in individuals with high acuity of AP, we 

found increase in cross-correlation and cross-coherence in bilateral auditory cortices, as well as 

frontal regions in the left hemisphere. We argued that such interhemispheric connectivities reflect 

integration of two components (perceptual and associative) of AP. The manuscript of this work is 

in the process of review for publication. 

  

                                                        
9 The current (March, 2016) implementation of the head coil system in the institute (Max Planck Institute 

for Human Cognitive and Brain Sciences, Leipzig, Saxony, Germany) suffers from signal loss in the ventral 

regions of the brain (a gradual decrease of signal starts from the middle temporal gyrus along the ventral 

direction). Therefore, for whole-brain analysis of connectivity, we used a 3-T MRI scanner for this study. 
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II. Methods and Materials 
In this thesis, I used psychoacoustic behavioral tests as well as neuroimaging, i.e., magnetic 

resonance imaging (MRI) for in-vivo measurement of the anatomy and functional activation of 

human brains. In this chapter, I will briefly review the procedure of behavioral testing, the 

principles of MRI and its neurophysiological relevance, neuroimage processing, and statistical 

inference. 

II-1. Behavioral Testing and Auditory Stimuli 

For the current thesis, I employed three different behavioral tests for quantification of the acuity of 

absolute pitch (AP), pitch discrimination, and musical aptitude, respectively. I have implemented 

the first two tests based on previous literature, which I will explain in this section. For the last test, I 

used an already published test called ‘Musical Ear Test’ (Wallentin et al., 2010). The corresponding 

author kindly provided the original test material (audio files and answer sheet) upon my request. 

More information on the test stimuli and the reliability and validity of the test can be found in the 

original paper (Wallentin et al., 2010). 

II-1.1. Absolute Pitch Test 

As discussed in Section I-4.1, ‘Behavioral definition and characteristics of AP’, there have been 

multiple experimental protocols, stimuli, and response methods in order to quantify the AP 

perception based on behavior. Proposed and applied experimental protocols in terms of the 

participant’s response include (1) reporting verbally or writing down the name of a given tone 

(Wilson et al., 2009; Zatorre et al., 1998), (2) pressing a corresponding key on a muted digital piano 

keyboard (Miyazaki, 1988),  (3) clicking on a key on the graphically presented keyboard on a 

computer screen (Athos et al., 2007), and (4) clicking on a musical score on a computer screen 

(Bermudez and Zatorre, 2009b). In all cases, auditory feedback of the chosen input and a feedback 

on whether the answer is correct are not given, because otherwise the participants could use 

relative pitch based on the feedback.  

The method (1) is the traditional way used in music schools to test one’s AP listening. It does 

not require any special equipment or programming and it would be the most familiar setting to 

musicians with formal education in music. However, it is difficult to find the reaction time (RT) in 

this method: One can record behavioral sessions with a video camera or a microphone and 

compute RT manually or with the help of parsing software. But it would be very time-/labor-

consuming, thus the RT is usually neglected in this method. The method (2) is still somewhat 

familiar to musicians and can measure RT (and even the velocity of key strokes) but it requires 

prior knowledge on how to play the piano. If the participant does not have any experience in 
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playing the piano (e.g., a non-musician without any musical experience would not even know 

whether the left side keys are lower or higher than the other side), the results of the AP test would 

be meaningless even with respect to pitch height. The methods (3) and (4) are based on a graphical 

user interface (GUI) on a computer or a mobile device such as a smartphone, which has a great 

advantage in acquiring large scale data online. Also it is possible to measure the RT, although the 

RT might strongly reflect the participant’s familiarity with the GUI. An additional restriction of (3) 

is that it could be difficult to present full-size keyboard of 88 keys over 7 octaves (while each key is 

not too small to click/tab on) for low-resolution/small screens, thus participant’s judgment on 

pitch height is discarded. To overcome this aspect, (4) presents a circle of 12-pitch-chroma for 

pitch chroma response and a grand staff (a combined two-row musical score usually for piano) for 

pitch height response. This seems to be a good idea, but musical knowledge and familiarity with 

the piano (as well as method (2) and (3)) would affect the RT and accuracy.  

The choice of the testing material and protocols (timbre, pitch range, response method) is not a 

trivial issue because it could suffer from biases in favor of certain musical instruments (Wong and 

Wong, 2014). Wong and Wong found that the AP performance score is affected by the similarity 

between the experiment and one’s daily musical experience. The effect was significant in both 

violinists and pianists with their own familiar context (Wong and Wong, 2014), which implies that 

the common choice of the piano timbre and piano keyboards is preferential to pianists. Given that 

the majority of the musicians in most of the experiments are pianists and most musicians know the 

general mapping between the piano key and the pitch name (e.g., “C” is the first white key in an 

octave), a setting based on the piano may not be a bad idea. However, for extra caution, in order to 

calibrate the motor response of non-pianists, or just to measure their baseline, a simple procedure 

(such as pressing a piano key that is visually presented in either graphical representation of piano 

keyboard or musical scores) might be useful. 

In the current thesis, I used the timbre of pure tones and piano tones with a muted digital piano 

with 88 keys (CLP-150; Yamaha, Hamamatsu, Shizuoka, Japan) as an input device. The target 

tones spanned 3 octaves: C3 (130.81 Hz) to B5 (987.77 Hz) for sine waves and E3 (164.81 Hz) to 

D#6 (1,244.50 Hz) for piano timbre. The pure tones had a length of 1 sec and were prepared with 

the sine function of MATLAB (version 8.2; Mathworks Inc., Natick, MA, USA) with linear ramps 

of 10 msec at the beginning and the end. The piano tones were also 1 sec long, created using music 

creation software called GarageBand (version 10.1.0; Apple Inc., Cupertino, CA, USA) with a 

virtual musical instrument named “Steinway Grand Piano.” Mono-channel audio files were 

sampled at 44,100 Hz with a precision of 16 bits per sample. Each target tone was presented once, 

resulting in 72 trials (36 pure + 36 piano tones). Stimuli were binaurally delivered through 

headphones (HS-800; A4tech, Taipei, Taiwan) at the approximate intensity of 70 dB sound 

pressure level (SPL) to a participant sitting in front of an 88-key digital piano (CLP-150; Yamaha, 

Hamamatsu, Shizuoka, Japan), which was linked to the experiment software package Presentation 

(version 14.9 build 20110719; Neurobehavioral Systems Inc., Berkeley, CA, USA) on the Windows 
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XP system (version 5.1.2600; Microsoft, Redmond, WA, USA) via musical instrument digital 

interface (MIDI). 

To differentiate inter-individual variability in AP performance, we introduced a limited 

response time window from the stimulus onset to 4 seconds after the onset. Participants were 

instructed to respond as quickly as possible while maintaining accuracy within the given time 

window of 4 seconds. They were warned about time-out after 4 seconds. A short training session 

was used to familiarize the participants with the experimental procedure.  

When comparing pianists with AP to non-pianists with AP, there was no significant difference 

in the AP score (T(6) = 1.5, p = 0.18), but there was a significant difference in the RT (mean RT of 

pianists = 1.26 ± 0.09 s; non-pianists = 2.27 ± 0.81 s; T(6) = 2.89, p = 0.03). This indicates that 

narrowing the response window to less than 2 seconds would decrease the AP scores of the non-

pianists even if their AP performance in familiar context equals that of pianists.  

The AP performance was analyzed in terms of (1) absolute error (AE), (2) absolute octave-

error-corrected error (ACE), (3) difference between mean AE and mean ACE, as a measure of 

octave error, (4) AP score (APS), (5) hit rate, and (6) reaction time (RT) for pure and piano tones. 

“Octave-error” is defined by an answer with correct pitch chroma but incorrect pitch height, which 

is known to be frequently observable in AP musicians (Miyazaki, 1988; Miyazaki, 2004a). Octave 

error correction was achieved by disregarding errors with respect to octaves: for example, if the 

target is “C4” and the participant’s answer is “C3”, the error would be 12 semitones for AE, but 0 

semitones for ACE. Arithmetically, the pitch chroma in the 12-tone key scale can be noted by a 

remainder after division of a natural index of a pitch in the unit of semitone (e.g., MIDI codes) by 

12 as 		 c∈{0,1,2,!,11} . An octave-corrected error E between two pitch-chromas c1 and c2 (c1 > c2) 

is given as: 

 

  

E =
c1 − c2 if c1 − c2 ≤ 6

−{c2 − (c1 − 12)} if c1 − c2 > 6

⎧
⎨
⎪

⎩⎪
  (II-1) 

A positive, scaled score of AP (APS) was computed from ACE as 		APS j =1−mj /mmax  
for the j-

th timbre, where m is the mean ACE, and   mmax  is the maximum of possible corrected errors, 

which is 6 semitones. Thus the APS is confined between 0 and 1, positively coding the AP ability 

with the chance level of 0.5.  

II-1.2. Pitch Discrimination Test 

A behavioral test to measure one’s frequency resolution in pitch perception, or frequency 

discrimination threshold (FDT) as suggested in (Micheyl et al., 2006), is more or less 

straightforward:  
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(1) Present a pair of sine waves (unlike in the AP test, only pure tones are used) with a certain 

interval sequentially; 

(2) The participant is asked to determine which of the tones is higher than the other;  

(3) If the answer is: 

a. correct, decrease the interval. 

b. incorrect, increase the interval. 

i. If it is the second trial and the current incorrect answer is followed by a 

correct answer in the previous trial, define the current trial and a ‘reverse’ 

and save the current interval. 

(4) If the number of identified reverses is:  

a. bigger than a predetermined number (e.g., 15), terminate the loop and compute the 

geometric mean of the thresholds excluding the first 8 reverses to discard the 

familiarization of the participant to the test procedure, which is not relevant to the 

pitch discrimination ability. 

b. Otherwise go back to (1). 

The pair of tones consisted of a reference tone (either 440 or 370 Hz) and a target tone (spaced 

at variable intervals from the reference during the test). The length was 200 ms and there was a 

delay between the tones to measure low-level auditory processing without confounding due to AP. 

All experimental routines were performed with my own code under MATLAB environment 

(version 8.2; Mathworks Inc., Natick, MA, USA). 

The paper (Micheyl et al., 2006) carried out a large number of trials (6000 trials) to detect the 

effect of musical training in the FDT, which might have taken more than 1.5 hours. Because I 

carried out other psychoacoustic tests as well (i.e., musical aptitude test called ‘Musical Ear Test’ 

(Wallentin et al., 2010) and absolute pitch test), I restricted the number of required reverses to 15, 

which took less than 5 minutes. The effect of musical training was significant when I compared 19 

musicians and 15 non-musicians (T(32) = 3.28, p = 0.0025) indicating that the number of used 

trials was sufficient. 

II-2. Magnetic Resonance Imaging 

Magnetic resonance imaging (MRI), which is a non-invasive in-vivo imaging technique, can be 

separated into (1) nuclear magnetic resonance (NMR) and (2) spatial encoding of the NMR source. 

In this section, I will shortly discuss the main principles of NMR and spatial encoding, examples of 
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MR sequences used in the thesis, and possible imaging artifacts with explanation of the source of 

such artifacts. 

II-2.1. Nuclear Magnetic Resonance: Source of Signal 

All elementary particles have ‘spin’, which is an intrinsic property in quantum physics. For 

instance, the nucleus of hydrogen, comprising a single proton, has a spin of ½. These protons 

behave like small magnets. Usually spins are orientated in random directions thus its average 

magnetization is zero. In a strong static magnetic field B0, spins are aligned in parallel or 

antiparallel to the direction of the external magnetic field (called longitudinal direction) with 

precession around the direction of B0 due to its spin (Rajagopalan et al., 2005). Because there are 

slightly more spins aligned in parallel (i.e., 0 degrees) than anti-parallel (i.e., 180 degrees) to the 

longitudinal direction, the net magnetization of spins is positive along the longitudinal direction. 

The spins aligned in parallel in a low energy state can be pushed up to a high energy state if an 

electromagnetic particle (i.e., photon) hits the spin with an energy that matches to the energy 

difference between the low and high energy states. This energy difference v is given by Larmor 

frequency as:  

 v = γ ⋅B0   (II-2) 

where γ  is gyromagnetic ratio, which is constant for each nucleus and B0  is strength of the 

external magnetic field. For proton in hydrogen nucleus of water molecule, which is the main 

source of MRI signal, the Larmor frequency is 42 GHz/Tesla (Buxton, 2009). 

In NMR, radio frequency (RF) pulses at the Larmor frequency are used to lift the spins to the 

high energy-state. When an RF pulse is applied, the rotating axes of spins are synchronized and 

deflected from the direction of B0 towards a perpendicular plane to it (Rajagopalan et al., 2005). 

The angle of this deflection is called ‘flip angle’, which depends on the combination of the RF pulse 

strength and duration. The longitudinal component of the net magnetization (Mz, when the 

direction of B0 is z) is minimized when spins are flipped by 180 degrees and the transverse 

component of the magnetization (Mx and My, or combined as Mxy) is maximized when spins are 

flipped by 90 degree. 

After the RF pulse, the spins in the high energy state (i.e., flipped spins) relax back to the low 

energy state (thus the process is called ‘relaxation’). During the relaxation, the longitudinal 

magnetization increases up to the state before excitation whereas the synchronization of phases in 

the transverse magnetization is desynchronized over time. These processes result in recovery of Mz 

and decaying of Mxy. The net magnetization can be picked up by transversely orientated coils, 

which are often also used to generate the RF pulses. Mz and Mxy during the relaxation are 
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modeled by Bloch (Bloch, 1946). The solution of the Bloch equation is simply given (Buxton, 2009) 

as:  

 
M

z
(t) =M0 − [M0 −Mz

(0)]exp(−t /T1 )
M

xy
(t) =M

xy
(0)exp(−t /T2 )

,  (II-3) 

where t is time after RF pulse given, M0 is Mz before excitation, T1 is the longitudinal relaxation 

time, and T2 is the transverse relaxation time. T1 and T2 differ across tissue types (i.e., 

concentration and embedding of water within microstructures of tissues) and the strength of the 

B0 field. In MRI, the main source of signal is protons in the water molecules in biological tissues. 

At 1.5 T, approximate T1 and T2 values of the gray matter (GM), white matter (WM), and 

cerebrospinal fluid (CSF) are given in Table II-1. An example of relaxation process from the flip 

angel of 90 degrees is illustrated in Figure II-1. 

Table II-1. Approximate T1 and T2 values from (Buxton, 2009). 

B0 at 1.5 Tesla GM WM CSF 
T1 (ms) 950 700 2500 
T2 (ms) 95 80 250 

 

Figure II-1. Illustration of spinning state of proton spin (as a top). Flipped angle (after a 
90-degree RF pulse), Mz, and Mxy are plotted during the relaxation of proton spins in 
white matter in a B0 static field at 1.5-Tesla. T1 (700 ms) and T2 (80 ms) are marked in 
red. Magnetization level that defines T1 or T2 time is marked as a horizontal line in gray. 
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The illustration of a top was provided from http://www.educationscotland.gov.uk/ under 
the Creative Commons license. 

The primary motivation of using MRI is to acquire geometrical information of neural tissues in-

vivo. For that purpose, it is desirable to have an image where various tissues of brain (i.e., GM, 

WM, and CSF) are easily distinguishable. This can be achieved by specifying readout time as 

illustrated in Figure II-2. Although the NMR signal is not magnetization itself, it should be 

mentioned that the main motivation of designing MR pulse sequences is to maximize contrast 

between certain pairs of brain tissues, which is based on the different magnetization in different 

tissues. Much more complicated issues exist for the design of unbiased, efficient, robust, and 

optimized MRI sequences. Besides the tissue contrast (i.e., relative difference between tissues), 

accurate estimation of the MR property (e.g., T1 or T2 of a voxel) has been recently proposed to be 

used for ‘quantitative’ analysis of brain structures (Geyer et al., 2011), which will be shortly 

reviewed in the Section II-2.3. 

 

Figure II-2. Tissue contrast change over time due to different Mz recovery (or Mxy decay) 
trajectories of each tissue. The flipped angle recovers differently in each tissue (left), thus 
contrasts in magnetization (either Mxy, or Mz) between GM/WM or CSF/GM also 
differently evolve. The contrasts can be maximized at different time points (i.e., t1* and t2* 
marked by gray vertical lines) as shown in three pixels (“Mz(t1*)” or “Mxy(t2*)”). 

II-2.2. Spatial Encoding: Localization of the Signal Source 

Spatial encoding, i.e., localization of the source of NMR signal, is necessary for 3-D reconstruction 

of brains from the non-invasive NMR signals. This is achieved by applying various magnetic field 

gradients, which can be generated by the gradient system in the scanner. Using specific 

configurations of coils in the cylinder shape, orthogonal gradient of magnetic field can be created 

as demonstrated in Figure II-3. 
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Figure II-3. Gradient system. Various gradients in magnetic field can be generated by 
different coil configurations and application of currents. The figures was reproduced from 
Lopez et al. (2009), copyright reserved by IEEE. 

The gradient can be applied during excitation, readout, and other timing for an efficient and 

effective imaging. For an example, an MRI sequence to obtain an axial slice at each readout is a 

combination of (1) slice selection by Z-gradient during the RF pulse, (2) phase encoding by Y-

gradient during the inverse X-gradient, and (3) frequency encoding by X-gradient during readout 

to specify 3-D coordinate of the signal as in Figure II-4. 

 

Figure II-4. An example of spatial encoding. For an axial slice (z-coordinate in blue), the x-
coordinate is encoded by frequency (red) and the y-coordinate is encoded by phase (green). 
A head model is shown for orientation (example data of ‘Bert’ included in FreeSurfer). The 
MRI sequence scheme was reproduced and modified from Buxton (2009), copyright 
reserved by Cambridge University Press. 

Because the geometrical space is encoded by frequency and phase, the actual acquisition of a 2-

D slice is done in the parametric space called k-space instead of the space in the scanner. The k-

space is formed by Fourier transformation of a 2-D image based on orthonormal bases (sine and 

cosine functions along the X-/Y-direction). The coordinate in the k-space corresponds to a specific 

combination of basis functions and its intensity is the coefficient of that combination of bases. An 

example of an axial slice in a X-Y space (Cartesian space) and corresponding coefficient image in 

the frequency-phase space (k-space) is given in Figure II-5. 
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Figure II-5. A T2-weighted image in the Cartesian space (left) and the k-space (right). The 
figure was reproduced from Buxton (2009), copyright reserved by Cambridge University 
Press. 

The correspondence can be more clearly shown from the relationship between value ranges in 

the k-space and spatial frequency in Figure II-6. 

 

Figure II-6. A T2-weighted images in the Cartesian space (upper row) and the coefficient 
images in the k-space (lower row) for various spatial bandwidths in Cartesian space (upper) 
and coefficient value ranges in the k-space (lower). The figure was reproduced from 
Buxton (2009), copyright reserved by Cambridge University Press. 

As another demonstration, the effect of coefficient values in the k-space to the image in the 

Cartesian space is shown in Figure II-7. The marked k-space pixels resulted in grating patterns in 

the Cartesian images, which are in fact combinations of two sine functions along the x-/y-

directions for the coordinates of the pixels in the k-space. 
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Figure II-7. Examples for the effect of artifacts in the k-space to the image in Cartesian 
image. The figure was reproduced from Buxton (2009), copyright reserved by Cambridge 
University Press. 

II-2.3. MR sequences in Use 

For the current thesis, we used quantitative T1 mapping (qT1), T1-weighted imaging (T1w), and 

T2*-weighted imaging (T2*w) with two MR systems at 3-T and 7-T, respectively. Using a 3-T 

whole-body MR system Magnetom Prisma (Siemens, Erlangen, Germany) with a 32-chanel head 

coil system, a magnetization-prepared pulses and rapid gradient-echo (MPRAGE) (Mugler and 

Brookeman, 1990) protocol based on the ADNI sequence10 was used for T1w images, whereas 

echo-planar imaging (Stehling et al., 1991) was used for T2*w images to measure BOLD signals. 

Using a 7-T whole-body MR system (Siemens, Erlangen, Germany) with an 8-channel head coil 

system (RAPID MR International, Ohio, USA), magnetization-prepared two rapid gradient echo 

(MP2RAGE) (Marques et al., 2010) imaging was used for qT1 images. The parameters of the MR 

sequences used in this thesis are listed in Table II-2. Echo and inversion times are used for the spin 

echo pulse sequence and the inversion recovery pulse sequence for optimization of the imaging 

sequence. Examples of images are shown in Figure II-8.  

One main source of the contrast in T1w is known to be myelin content (Eickhoff et al., 2005), 

which also strongly affects T1 values in the qT1 maps (Marques and Gruetter, 2013). The T1w 

contrast or qT1 values are not only sensitive to myelin but also iron (Stuber et al., 2014). However, 

myelin is the most influential component, thus supporting the usage of qT1 mapping as an in-vivo 

myelin mapping, especially for the axons within the GM (Geyer et al., 2011). 

On the other hand, one main source of the contrast in T2*w is the blood-oxygen-level-

dependent (BOLD) effect: i.e., the different magnetic susceptibility of oxygenated and 

deoxygenated hemoglobin. The BOLD effect is related to the cerebral blood flow/volume and the 

blood oxygenation level that are affected by neurovascular coupling phenomenon, which was 

observed from optogenetic neurons in rodent brains (Lee et al., 2010). Taken together, the 

                                                        
10 http://adni.loni.usc.edu/methods/documents/mri-protocols/ 
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relationship between the BOLD signal and neural activities are generally accepted in the field of 

neuroscience. 

Table II-2. MR sequence parameters used in the current thesis.  

 Tesla 
FA 
(deg) 

AF TA1 
(ms) 

TR 
(ms) 

TE 
(ms) 

TI (ms) 
Matrix (

φ × f *)  
Number of 
slices 

Voxel 
(mm)# 

MPRAGE 3 9 4 300,000 2,300 2.98 900 240 × 256 176 1.00  

EPI 3 60 1 1400 87.5 30 - 88 × 88 64 (4)+ 2.30 

MP2RAGE 7 5/3 3 450,000 5,000 2.45 900/2,750@ 320 × 320 240 0.70 

* The number of phase and frequency encoding; #Isotropic voxel resolution. @First and 
second inversions for MP2RAGE. Abbreviations: FA, flip angle; AF, acceleration factor; 
TA1, time of acquisition of one volume; TR, time of repetition; TE, time of echo; TI, time 
of inversion; deg, degree; ms, millisecond; mm, millimeter. 

 

Figure II-8. Examples of MR images used in the present thesis. (A) T1w from MPRAGE 
sequence and (B) T2*w from EPI sequence at 3-T, (C1) the first inversion, (C2) the second 
inversion, (C3) quantitative T1 mapping, and (C4) isotropic tissue contrast images from 
MP2RAGE sequence at 7-T. 

II-2.4. Artifacts in MRI 

II-2.4.1. Gibbs Ringing and N/2 Ghost 

Some artifacts in MR images are related to the spatial encoding scheme, which uses spatial Fourier 

series to describe a 2-D image. For instance, Gibbs ringing artifacts (i.e., wiggling intensity) are 

caused by overshooting sums of finite Fourier series at the high contrast boundary, which can be 

perfectly expressed by infinite Fourier series. This artifact appears by an insufficient number of 

encoding steps in frequency and/or phase encoding directions as can be seen in Figure II-9 (A).  

Another artifact is called ‘N/2 ghost’ as shown in Figure II-9 (B), where N is the number of 

pixels along the axis. It is related to the alternating direction of phase sampling. The ‘ghost’ appears 

as shift by N/2 pixels along the phase-encoding axis due to the disruption of phase encoding. 
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Figure II-9. Examples of (A) Gibbs artifact and (B) the N/2 ghost image. The image A was 
reproduced from Buxton (2009), copyright reserved by Cambridge University Press. The 
image B was reproduced from Lee et al. (2002), copyright reserved by John Wiley & Sons. 

II-2.4.2. Spatial Distortion (Warping) due to Inhomogeneous Susceptibility  

Spatial encoding assumes the static field is homogeneous and any difference in MRI signal (spatial 

encoding with phase and frequency) is due to the location of the source. However, in reality, the 

static field is heterogeneous, especially in the head. This leads to wrong inference on the location of 

sources resulting in non-linearly deformed images. What creates such local distortions of the 

magnetic field is called the ‘magnetic susceptibility effect’. ‘Magnetic susceptibility’ is the degree to 

which a material becomes magnetized when placed in a magnetic field. Different head tissues have 

different susceptibility. However, the distortion mainly comes from the head’s non-spherical 

geometry. Even if the head would consist of only one material, local distortions would arise when 

the additional magnetic field from the magnetized object (the head) is not fully cancelled, which is 

only the case for a perfect sphere (Buxton, 2009).  

The distortion is more severe at boundaries between different materials (e.g., water and air in 

frontal sinus), and also for certain MRI sequences (e.g., EPI). In order to reduce distortions arising 

from the susceptibility effect, there are additional coils called ‘shim coils’, which perform a 

‘shimming’ or flattening of the non-uniform static field. The susceptibility effect is actually the 

main source of contrast in BOLD imaging: Oxygenated hemoglobin is diamagnetic (zero or 

negative susceptibility) whereas deoxygenated hemoglobin is paramagnetic (positive susceptibility). 

An example of a whole-brain image measured at 7-Tesla (1-mm-isovoxel) is given in Figure 

II-10. The alignment between the EPI image and T1w image (red contour) is generally acceptable, 

but there are misalignments, especially around the frontal pole and orbitofrontal cortex (marked 

by arrows) in Figure II-10 (A). These distortions can be corrected using the B0-field map that is 

related to local variation in susceptibility (which takes less than 2 minutes for a low resolution 

image). After correction (‘unwarping’), matching between the EPI and T1w images was 

considerably improved (green and cyan arrows in Figure II-10 (B)) but certain regions remained 

imperfectly matched (e.g., medial orbitofrontal cortex marked by blue arrow). 
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Figure II-10. Example of distortions in an EPI measured at 7 Tesla at 1-mm-isovoxel 
resolution. Sagittal and axial slices of (A) spatially distorted (‘warped’) EPI and its (B) 
corrected (‘unwarped’) image. The contour of the anatomical image is overlaid in red. 

II-3. Image processing 

II-3.1. Overview of Neuroimage Processing 

There exist a number of different approaches to access neural structures and activities from the 

acquired MR images. I will start with the morphological studies, where usually one subject has one 

image and we are interested in group differences or any group-wise correlation with other 

(behavioral or clinical) measures. Based on the element (i.e., a measurement to compare between 

groups or to correlate with another measure), the between-subject analyses can be divided into (1) 

region-of-interest (ROI)-based analysis, (2) voxel-based analysis (VBA) on structural measures, 

and (3) VBA on functional measures and the dimensions of the measurement space. 
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II-3.1.1. Between-subject Analysis 

 

Figure II-11. Overview of neuroimage processing. (A) Manual region-of-interest (ROI)-
based analysis, (B) voxel-based analysis (VBA) on local morphometry, (C) VBA on local 
functional measures. Process flows are marked by arrows: manual segmentation in black, 
registration in red, intrasubject (inter-imaging-modality) registration in green, and 
statistical inference using general linear model (GLM) in blue. Abbreviations: struct., 
structural images; func., functional images. 

An overview of the between-subject neuroimage analyses is given in Figure II-11. The analysis 

pipelines are as follows: 

(A) ROI-based analysis is the most intuitive way to compare gross morphology of a certain 

anatomical structure that is well identifiable from the 3-D MRI such as T1w or T2w 

images. Commonly, manual work based on macroscopic guides is the main part of the 

processing, then statistical inference (such as GLM) is done for gross measures such as 

the volume of the structure. 

(B) Voxel-based analysis of morphological measures is to perform GLM on each spatial 

element (i.e., a voxel in 3-D space) after registration of individual images into a 

stereotaxic space. Thus construction of intersubject correspondence is an important 

issue of this approach, which usually relies on the non-linear registration. That is, the 

quality of the registration (or deformation between individual images and a template) 

should be state-of-art, in order not to violate the assumption of the correspondence. 

Proposed local morphometry metrics include GM tissue probability (called voxel-based 

morphometry or VBM (Ashburner and Friston, 2000)), deformation vector as a 

multivariate measure (called deformation-based morphometry, or DBM (Ashburner et 
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al., 1998; Chung et al., 2001a), and Jacobian determinant of the inverse (template to 

individuals) deformation field (called tensor-based morphometry or TBM because the 

Jacobian matrix of the deformation field is a tensor (Chung et al., 2001a; Hua et al., 

2008)). 

(C) Voxel-based analysis of functional measures is very similar to pipeline (B), except that the 

GLM is performed on ‘functional’ measures that are registered into the individual 

structural images. This type of analysis is used to compare images other than the 

individual structural images, which is often a contrast image from a within-subject 

analysis on functional data but also can be any other scalar11 images (e.g., an intracortical 

myelination mapping image, diffusion-weighted image). Because these images can be in 

different spaces (i.e., images were obtained from different MRI sessions, or a participant 

changed the position of the head between images), the quality of intra-subject 

registration is crucial. Once the ‘functional’ image is registered onto the structural image, 

non-linear registration from the individual structural image to the template structural 

image is applied so that the functional images can be compared in the template space. In 

order to reduce numerical errors and image degradation from multiple resampling, two 

consecutive registrations (functional to structural, and individual to template) can be 

combined and the image resampled only once. After registration, the rest of procedures 

are identical to pipeline (B). 

II-3.1.2. Within-subject Analysis 

As briefly mentioned above, there are studies that require within-subject analysis. Normally, 

functional experiments are design to investigate an effect of certain psychological events in 

physiological measures (such as neural activities) in general human beings. For that, there are two 

(at least) levels of statistical inferences (unless mixed-effect model is used). The first level is on 

whether a condition X evokes a neural activity Y in this particular individual A. This is done by 

carrying out image processing and statistical inference on the multiple images from the participant 

A, who is only one sample of humanity. Only with the data from A, we cannot tell whether the 

result from A is universal or only specific to A. Thus, we collect more data from participant B, 

participant C, and so on. Then, we test the effect of the condition X (fixed effect) controlling 

                                                        
11 Theoretically, higher dimensional data such as displacement vector field and water diffusion 

tensor field, or even cross-correlation field can be also compared using multivariate GLM using 

random field theory (Worsley KJ, Taylor JE, Tomaiuolo F, Lerch J. (2004): Unified univariate and 

multivariate random field theory. Neuroimage 23 Suppl 1:S189-95.), but appropriate 

implementation of multiple comparison correction for high dimensional data is currently limited 

up to 3-D vector field (e.g., SurfStat). One can simply use permutation test for data in any arbitrary 

dimensions, although the computational cost will be even greater than conventional data.  
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individual variance (random effect). This can be properly done using mixed-effect GLM for low-

dimensional, small-scale data. However, the mixed model for functional neuroimaging data often 

requires huge computational resources. For instance, for 10 subjects, 6 runs of 200 volumes result 

in a large design matrix (in the dimension of 12,000 by the number of regressors for fixed and 

mixed effects) to fit a mixed effect GLM for one out of hundreds thousands voxels. Thus mixed-

effect model is not tractable in many cases. Therefore, the most common approach is to first 

perform image processing and within-subject (intrasubject) statistical inference at the first level. A 

summary value for the effect of condition X is computed (commonly a contrast image, which is a 

linear combination of estimated effect sizes), which is then used in the between-subject 

(intersubject) inference at the second level analysis. 

From the perspective of dimensions, the first level analysis deals with data in space-by-time 

dimensions whereas the second level analysis solves problems in space-by-subject dimensions. 

Thus, the general pipelines of within-subject analyses are similar to the between-subject analysis as 

illustrated in Figure II-11. Theoretically there is no reason to spatial normalization at the first-level 

analysis, but in practice, due to numerical errors via optimal transformation estimation and 

resampling, the first and second level analyses are performed following spatial normalization of 

functional data.  

II-3.2. Temporal Processing 

II-3.2.1. Preprocess: Slice Timing Correction, Realignment, and Temporal Filtering 

Four-dimensional functional MRI (fMRI) data is a series of 3-D EPI images. Commonly, about 

every 2 sec an EPI at around 3-mm-isovxel resolution is acquired. The 3-D EPI image is also a 

collection of 2-D images: either one or several slices at every 80 msec. Because of this, the last slice 

could be taken 2 sec later than the first slice. Although BOLD is a very slow process with an average 

time lag of about 6 sec, the difference of 2 sec could result in different brain states in a single 

volume. This is not a trivial issue but does affects fMRI experiment results (Sladky et al., 2011). To 

address this, one can temporally resample timeseries into referential temporal lattice (i.e., 1-D 

temporal interpolation) as in Statistic Parametric Mapping (SPM12) (Ashburner, 2012). On the 

other way around, one can modify regressors for each slice as in FMRIB Software Library (FSL13) 

(Jenkinson et al., 2012). 

Also, it would be ideal if a subject does not move during imaging (like ex-vivo samples) for the 

quality of MRI. However, to investigate living human brains, there should be always certain 

degrees of head motion in the data. Correction of this artifact could begin with rigid-body 

                                                        
12 http://www.fil.ion.ucl.ac.uk/spm/ 
13 http://fsl.fmrib.ox.ac.uk/ 
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registration of each time point to a reference image (either the first time point or average of all time 

point), which is commonly called ‘realignment’ (i.e., 3-D spatial interpolation). 

As one can notice, slice timing correction and realignment assumes the other one is relatively 

fine. On one hand, in slice timing correction, although the time point may not be correct but 

spatial agreement between adjacent slices is assumed to be fine. On the other hand, in realignment, 

timepoints are sufficiently good to perform rigid-body transformation of the whole volume (all 

slices together). This dilemma was addressed by 4-D registration algorithm that solves the two 

problems simultaneously (Roche, 2011). Although it is an interesting approach, it has not become 

popular yet, probably because of low spatial (3-mm-isovoxel) and low temporal (2-sec) resolution 

of fMRI data. 

Other than abrupt changes in position (e.g., head motion), very slow trends in the fMRI data 

often appear. It had been often attributed to physiological noise, the drift was observed in EPIs 

from a normal subject, a cadaver, and a non-homogeneous phantom, suggesting the slow drift may 

be due to slight changes in the local magnetic field affecting image intensity (Smith et al., 1999). To 

discard influence from such slow trends, polynomial functions (usually from the 0-th to 3-rd order) 

can be used in the within-subject level fMRI analysis. A high-pass filtering at around > 8 mHz (= 

1/128 Hz) is also common choice. 

II-3.2.2. Head Motion Artifacts Correction 

Head motion of a subject during scanning violates one principal assumption of the NMR signal 

measurement and spatial encoding/decoding, namely that the sample is stationary. When this 

assumption is violated, the degree of excitation, and spatial encoding in frequency and phase are 

disrupted. For EPI images (with longer TR), the violation in NMR is more severe (than T1w 

images with shorter TR) even if the localization is more or less normal. That is, head motion could 

result in not only rigid-body motion of the brain but also in abrupt intensity changes in many 

voxels (Power et al., 2012). This is a very important point, because it tells that rigid-body 

transformation of 3D images is never enough to correct for the artifacts due to head motion. More 

critically, many of the commonly used functional connectivity measures such as cross-correlation 

or cross-coherence are vulnerable to such synchronized abrupt changes even by a slight head 

movement (Power et al., 2015).  

A common practice to deal with the motion artifacts is to regress out non-neuronal fluctuation 

in the BOLD timeseries from anatomically defined white matter (WM) and cerebrospinal fluid 

(CSF) voxels using principal component analysis (PCA). This approach was introduced as 

‘anatomical CompCor’ (Behzadi et al., 2007). As an example, Figure II-12 shows estimated 

piecewise head motion (the 1st row) and uncorrected BOLD timeseries (the 2nd row). There are 

clear motion artifacts between 250 and 300 TRs, and also between 350 and 400 TRs (the 2nd row). 

Detrending and rigid-motion parameters could not remove those effects (Figure II-12, the 3rd 
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row). In contrast, CompCor regressors effectively removed those artifacts (Figure II-12, the 4th 

row). Additional regression of average timeseries from all GM voxels (namely ‘global signal’) did 

not result in apparent changes in this example (Figure II-12, the 5th row). Scrubbing regressors 

(for volumes with the Z-score greater than 3 or the motion parameter greater than 0.5 mm or 0.5 

deg). In Figure II-13, the distribution of the correlation coefficients is shown that were sampled 

from a subset of GM voxels over the brain regions. The statistics of the distribution shows that 

adding CompCor regressors reduces skewness as well as kurtosis. Spatial dependency of 

correlation was proposed to identify spurious correlation in rs-fMRI (Power et al., 2015), but no 

obvious relationship between the change in correlation and the Euclidian distance between voxels 

is found as shown in the second column of Figure II-13. Finally, goodness-of-fit (GOF) values of 

the Kolmogorov–Smirnov (K-S) test and quantile-quantile (QQ) plots show that CompCor highly 

increased Gaussianity (from 10.3% to 23.6%), and the global signal (42.9 %) and scrubbing 

regressors (78.1 %) increased Gaussianity in this particular data. Figure II-14 shows how the 

geometrical pattern of correlation changes by adding regressors. There are widely spread 

correlations that are positive in the timeseries before regression (Figure II-14, top row), which 

could not be removed by rigid-motion parameters (Figure II-14, middle row), but could be 

successfully corrected by the CompCor regressors, thus changing the anatomical patterns of 

correlation accordingly. The global signal regression did not seem to be a very good idea in this 

particular example. Nonetheless, it has been proposed to reduce falsely heightened correlation 

levels (Power et al., 2013; Power et al., 2015; Smith et al., 2013; Sylvester et al., 2013). Although 

others have argued that the anticorrelation in resting-state fMRI connectivity is a simple artifact 

due to the ‘invasive’ correction (e.g., global signal or scrubbing) using overall GM timeseries (Saad 

et al., 2012), the existence of anticorrelation has been also reported without the global signal 

regression (Chai et al., 2012; Fox et al., 2009). 

  



Chapter II. Methods and Materials Kim, 2016, Dissertation 

 

 

 45 / 130 

 

Figure II-12. Head motion and denoised BOLD timeseries with different regressors. The 
piecewise head motion (top, red) is calculated from rigid-motion parameters, i.e., L2-norm 
of the temporal deviation of 6 parameters. The BOLD timeseries of subsampled GM 
(tissue probability > 0.99) voxels, which are spread over all volume) are shown below the 
head motion. The timeseries values are standardized (z-score) in order to see global 
fluctuation. The first row shows unprocessed timeseries and the following rows show the 
residuals after additive inclusions of different denoising regressors: 2 polynomials and 7 
motion parameters + 16 CompCor regressors + global mean of GM signal + 21 scrubbing 
regressors. The rightmost column shows the regressors in total. 



Chapter II. Methods and Materials Kim, 2016, Dissertation 

 

 

 46 / 130 

 

Figure II-13. Distribution of correlation coefficients for different denoising regressors. The 
distributions are overlaid in the upper-left panel. Colors code different sets of regressors 
(red, before regression; green, 2 polynomials and 7 motion parameters; blue, + 16 
CompCor regressors; magenta, + global mean of GM signal, cyan, + 21 scrubbing 
regressions). Below that, from the leftmost column, maximal values of head motion, 
variance, skewness and kurtosis of the correlation coefficients are plotted. In the middle 
column, changes of coefficients (by adding more regressors) are plotted over Euclidian 
distance between the GM voxels. Finally in the right column, quantile-quantile (QQ) plot 
with goodness-of-fit values from Kolmogorov–Smirnov test.  
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Figure II-14. Correlation matrices and maps for different denoising regressors. The 
standardized timeseries are shown in the left column, correlation matrices in the middle 
column, and correlation maps overlaid on axial slices in the right column. Here the 
timeseries were sampled from the axial slice, which is determined by the location of the 
precuneous, in order to see the default-mode network. 
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II-3.3. Spatial processing 

II-3.3.1. Surface-based analysis of neuroimaging data 

Geometrically, the surface of the cerebral cortex can be approximated by a convoluted 2-D sheet 

(or multiple layers of sheets) embedded in 3-D space (Chung et al., 2001b) and it has been 

proposed, and supported by several pieces of evidence, that the functional organization of the 

cerebral cortex of human and non-human primates is topological in principle (van Essen and 

Maunsell, 1980; van Essen and Zeki, 1978). One example is the central sulcus. From the crown of 

the precentral gyrus, the Euclidian distance to the crown of the postcentral gyrus is shorter than 

the Euclidian distance to the sulcal wall of the precentral gyrus even though the similarity of 

known functions are the opposite to what the Euclidian distance suggests. Although it is true that 

there is no simple correlation between functional similarity and geodesic distance everywhere in 

the cortex either, geodesic distance is still a far better predictor of functional similarity than 

Euclidian distance. Before the advent of MRI scanning and computational morphometry, 

neuroscientists desired a method to flatten the cerebral cortex onto a 2-D plane to investigate 

functional architecture of the cortex (van Essen and Maunsell, 1980), which later motivated the 

development of computational methods for ‘virtual flattening’ (Van Essen et al., 2001). 

In this thesis, intracortical myelination and functional connectivity over the auditory cortex 

were carefully examined. Intracortical myelination of the local connections could be parallel to the 

cortex boundary. Functional connectivity of auditory cortex is also likely to follow the topological 

organization. Therefore, surface-based analysis could be more beneficial than volume-based 

analysis for this thesis. 

Many algorithms and implementations have been developed to properly extract cortical 

surfaces from T1w images; for example, FreeSurfer (Fischl, 2012b), Brain voyager (Goebel, 2012), 

BrainSuite (Shattuck and Leahy, 2002), CRUISE (Han et al., 2004), and so on. The common goal is 

to create triangular meshes that model the interface between the gray matter (GM) and the white 

matter (WM) (‘inner surface’) and between the GM and the cerebrospinal fluid (CSF) (‘outer 

surface’) with a same topology as a sphere without ‘topological deficits’ (i.e., no holes, no self-

intersection). The order of indexing of the vertices for all facets should be also ‘correct’ (i.e., 

counter-clockwise rotation when its seen from outside). To achieve this, some approaches starts 

with a sphere model with sound topology and facet orientation (MacDonald et al., 2000) or a crude 

isosurface (e.g., the face of a voxel is modeled by two triangles) of white matter (Dale et al., 1999). 

Then the surfaces are deformed to fit the GM/WM interface in the 3-D image as much as possible 

without disrupting topology or fixing the deficits afterwards. 

Such cortical surface models offer a number of benefits for subsequent analysis: (1) one-to-one 

correspondence between the vertices of cortical surfaces at different cortical depths, (2) smoothing 

along the surface using mathematical/physical models such as the heat diffusion kernel (Chung et 
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al., 2005), (3) intersubject registration aligning sulcal patterns via spherical mapping of the surfaces 

(Fischl et al., 1999), (4) visualization as an inflated surface (Fischl et al., 1999), or a cut and 

flattened cortical patch (Van Essen et al., 2001). In Figure II-15, a typical example of a 

reconstructed cortical surface of the right hemisphere is given. 

 

Figure II-15. Reconstructed cortical surfaces generated from a T1-weighted image of a 
healthy subject. Local curvature (K) on the surface is in a binary code (K<0, convex in 
lighter gray; K>0, concave in darker gray). For the flattened patch of the right 
supratemporal plane, insula, a part of parietal lobe is shown. The landmarks are marked 
for correspondence between surfaces. 

II-3.3.2. Parametrization of a Convoluted Structure 

One of the advantages of surface-based analysis is that mathematical parameterization can be used, 

such as the spherical harmonic descriptions (SPHARM) (Gerig et al., 2001; Styner et al., 2006), or 

intrinsic coordinate systems (i.e. specific to a certain structure as opposed to the Cartesian 

coordinate system) using Laplace-Beltrami (LB) operator eigenfunctions (Qiu et al., 2008; Reuter et 

al., 2009). This technique can be used for convoluted cortical surfaces, such as the entire cortex 

(Chung et al., 2007), a part of cortex such as planum temporale (Qiu et al., 2008), or subcortical 

structures such as amygdala (Chung et al., 2010) or hippocampus (Kim et al., 2012), in order to 

analyze the morphology of the structures. 
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Besides the shape of the structure, a certain biological measure (e.g., BOLD signal or cortical 

myelination) mapped on that brain structure can be also parameterized. In our own work (Kim et 

al., 2014), for instance, 1-D parameterization was done using the second LB eigenfunctions to 

Heschl’s gyrus (HG) in order to investigate cortical myelination along the cortical columns. As in 

Figure II-16 (A), we estimated cortical columns (or ‘profiles’) across the cortical layers using an 

image processing software specifically designed for high-resolution image (i.e., 7-T) called CBS 

Tools (Bazin et al., 2014; Waehnert et al., 2014a). Manually segmented HGs were parameterized 

using the second LB eigenfunctions as in Figure II-16 (B). Based on the 1-D parameterization 

along the posteromedial-to-anteriolateral direction, 2-D myelin maps (the dimensions of the 2nd 

LB eigenfunction by the cortical depth) were created as shown in Figure II-16 (C), which enables 

group-wise statistical inference of the myelin of a convoluted cortical structure. 

 

Figure II-16. Two-dimensional parameterization of the cortical myelin of Heschl’s gyrus 
using the second Laplace-Beltrami eigenfunction and realistic cortical layering. The 
Figures are reproduced from (Kim et al., 2014), copyright reserved by IEEE. 

II-3.3.3. Skull-Stripping of MP2RAGE Image 

In ultra-high (> 7T) static magnetic fields, T1w imaging is highly affected by inhomogeneities in 

the transmit field. To minimize such biases, the T1w image in the MP2RAGE sequence is created 

by combining two inversion images (Marques et al., 2010). This results in uniform tissue contrast 

over the whole brain, but it also amplifies noise outside the head and in areas adjacent to the brain, 

which somewhat hampers the use of common image processing tools that are optimized for 

conventional T1w images at lower field strength (< 3T) MR images.  

Although there have been previous attempts to do the task in various ways (Bazin et al., 2014; 

Fujimoto et al., 2014; O'Brien et al., 2014), unfortunately the proposed methods did not yield 

satisfactory outcomes for the current data. Thus, we performed brain extraction in two steps: (1) 

Brain Extraction Tool (BET) in FSL was applied to the second inversion image, which has a similar 

contrast as proton density images, with a liberal fractional intensity threshold of 0.1, in order to 
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create a rough brain mask that discards background noise outside the head. However, the noise in 

the dura mater still remains after BET. (2) We fed the brain mask to the Voxel-Based 

Morphometry Toolbox 8 (VBM8) on SPM to obtain tissue segmentations of gray matter, white 

matter, and cerebrospinal fluid. Finally, the skull-stripped T1w image was created by masking the 

unbiased T1w image with the union of the three segmentations from VBM8. Extracted brain 

images were visually inspected and manually corrected if necessary.  

II-3.3.4. Correlation between Local Curvature and Cortical Myelin in MP2RAGE Images 

Spurious correlations between cortical myelin density, cortical thickness, and local curvature were 

reported from histological samples (Annese et al., 2004) and a large-scale in-vivo MRI dataset 

(Shafee et al., 2015). Those relationships are known to be negative (greater myelination in a thinner 

or more convex region of the cortex) (Shafee et al., 2015). To construct a grid system free of such a 

bias, Waehnert et al. (2014b) implemented a novel layering method that preserves local volume so 

that the modeled layers mimic the physical bending process of cortical sheets. Although such layer 

modeling is highly attractive and worked better in ex-vivo images at 0.14-mm isotropic resolution, 

as shown in Waehnert et al. (2014b), the result of the isovolumetric model was very similar to that 

of other methods, such as an isopotential model using the Laplacian or an equidistant model, 

suggesting that the benefit of the novel layering method would be limited in our dataset at 0.7-mm 

isotropic resolution. Thus, we used an equidistant model (i.e., equal thickness of ‘layers’ at each 

point) by fixed proportion of cortical thickness. 

In a real dataset that will be presented in Chapter III, negative correlations of qR1 values with 

curvature and thickness, respectively, were also found as previously reported in the literature (Dick 

et al., 2012; Lutti et al., 2014; Sereno et al., 2013). However, the effect sizes were very small and 

negligible (correlation between qR1 and curvature was -0.0058 ± 0.0026; correlation between qR1 

and thickness was -0.0757 ± 0.0083). The significance level was very high (p< 10-16), but this was 

mainly due to the very large number of measures (more than 140,000 vertices for each hemisphere). 

This also explains why the ‘de-curved/de-thickened’ qR1 values were very similar to the demeaned 

qR1 values in those studies (Dick et al., 2012; Sereno et al., 2013). Consequently, I did not use the 

geometrical covariates in statistical assessment presented in this thesis. 

II-4. Statistical inference 

II-4.1. General Linear Model 

Conventionally, in the field of neuroimaging, a linear regression with multiple variables, or a 

general linear model (GLM), has been widely used in statistical inferences based on the Fisher-

Neyman null-hypothesis-testing (NHT) framework (Fisher et al., 1960; Neyman and Pearson, 

1992).  In the NHT, the main goal is to compute the probability of a false positive under the null 
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hypothesis that states that the effect (or contrast) of interest equals zero. In other words, NHT 

finds the probability of observing a value that is equal to or greater than the actual measurement 

when there is no effect but only noise (called ‘p-value’) as   p = Pr(y ≥ yobs|H0 )  where  y  is the 

variable of interest, yobs  is the actual observation, and the null hypothesis is H0 :Ε(y) = 0 . 

Formally, a GLM can be written as: 

 y = Xb+ e   (II-4) 

where y is a column vector of measurements, X is a design matrix, b is a column vector of 

unknown coefficients β  corresponding to the variables coded in X, and e is noise. The estimation 

of unknown coefficients can be done using least squared estimation (LSE) when the number of 

samples is greater than the number of coefficients as: 

 b̂ = (XTX)−1XTy   (II-5) 

where XT denotes matrix transposition and X-1 denotes matrix inversion. Then the null hypothesis 

can be posed on a specific coefficient (e.g., H0 : β1 = 0 ) or a specific linear combination of the 

coefficients, called ‘contrast’ (e.g., H0 : 2β1 − β2 − β3 = 0 ). 

Computing a p-value depends on the assumptions on the noise. When the noise is assumed to 

be similar to that of theoretical distributions, p-values can be easily computed from the probability 

density function (PDF) of the theoretical distributions such as F or T distributions. This frequentist, 

analytic approach has the advantage of fast computation, but the weakness of being inaccurate 

when the distribution of the noise is far from the assumed theoretical distribution. Alternatively, 

the p-values can be computed without any assumption on the noise by randomization or 

permutation of the variable of interest (non-parametric testing). This approach provides more 

accurate p-value (‘exact p-value’ when all possible permutations were used; often 10,000 ~ 50,000 

random samples of possible permutations make a good approximate) at the cost of greater 

computational load (a couple of days may be needed for high dimensional MRI data). 

It should be stressed that a small p-value or a high value of statistics alone does not prove, but 

only support, that the targeted scientifically meaningful hypothesis is true. Under the NHT 

framework, the only possible outcome is either rejecting the null hypothesis or failing to reject it 

(while the absence of evidence is not the evidence of absence). In other words, NHT only can test 

one of the necessary conditions for our scientific hypothesis: for our hypothesis to be true, the null 

hypothesis should be rejected as well as other hypotheses that are different from our hypothesis. 

Moreover, the effect size in NHT is also an important issue. When the sample size is sufficiently 

large (which is getting increasingly feasible in the neuroimaging field), any non-zero effect can be 

declared to be ‘significant’ even if the effect is not physiologically meaningful. As an alternative to 
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the NHT framework, Bayesian inference recently has drawn the attention of scientists in various 

fields (Box and Tiao, 2011), which allows, for a particular model, computing the posterior 

probability distribution of certain parameters given the prior probability of those parameters and 

the data at hand.  

II-4.2. Multiple Comparisons Correction 

II-4.2.1. Omnibus p-value: Family-Wise Error Rate 

‘Massive univariate GLM’, which is solving a GLM in every spatial element (e.g., voxel, vertex, 

electrode, sensor, and so on), have been extensively used for analyzing neuroimaging data for the 

sake of their simplicity in estimation. However, testing such many GLMs inflates the probability to 

find seemingly significant effects from any of that many spatial elements. This is a well-known 

problem called ‘multiple comparisons’ in the field of genetics, psychometrics, and many 

quantitative fields dealing with massive data. For instance, consider a questionnaire has 100 

independent questions and the p-value for any group difference in any question is 0.05; then the 

probability to find any significant group difference in one or more questions is 1-(1-0.05)100 = 

0.9940, indicating almost always one would find seemingly significant results from a random 

question solely by chance. This collective probability of any false positives is called ‘family-wise 

error rate’ (FWER). 

Many people tend to think that the FWER indicates the ratio of false positives under the 

omnibus null hypothesis (i.e., a set of null hypotheses for all voxels). For example, from 100 voxels, 

FWER of 5 % is often misunderstood as 5 voxels show false positives14. However, this notion is 

incorrect. Remind that p-value is a probability to observe a measure that is equal to or greater than 

a current observation over a sufficiently large number of realizations under the null hypothesis as: 

   p = Pr(y ≥ yobs|H0 ) . (II-6) 

That is, the p-value of 5 % indicates that, if one draws values from a Gaussian distribution for 

100,000 times, it is expected that the one will obtain observations that exceed the current 

observation for 5,000 times.  

Likewise, FWER indicates the probability of observing at least one false positive from any of k 

tests that exceeds a given threshold h as: 

 
  
FWER = Pr(sup

x∈M
y(x)≥ h|H0 ) , (II-7) 

                                                        
14 This interpretation (i.e., the number of false positives over the total number of tests) is even 

different from the false discovery rate, which is the number of false positives over the total number 

of positives. 
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where x is a particular test (or a voxel) included in a set M. Under the omnibus null hypothesis (i.e., 

all measures for all tests are from a null distribution), the FWER of 5 % indicates that, if one draws 

values from Gaussian distribution for k tests and n subjects for N (a sufficiently large number) 

times, the one would find any significant results from any of the p tests for 0.05*N times (not 

0.05*k tests). 

Then the question is how we should find the threshold h to control FWER as intended. In the 

remainder of this section, I will briefly summarize the different approaches for the multiple 

comparisons correction in the field of neuroimaging.  

II-4.2.2. Parametric Approaches: Bonferroni Correction and False Discovery Rate 

If all tests are independent, a simple solution to control FWER is to use a discounted (i.e., divided 

by the number of tests k) alpha-level. This procedure is called Bonferroni correction. For instance, 

for 100 tests and intended FWER of 0.05, the corrected alpha-level would be 0.05/100. If we 

compute the FWER under the null omnibus hypothesis, FWER = 1-(1-0.05/100)100 = 0.0488 

resulting in a slight overcorrection. The other way around, one can ‘correct’ the nominal p-value 

 pn
 by multiplying them by the number of tests k. Then the corrected p-value 

 pc
 is given as: 

 

  

pc =
pnk if pnk ≤ 1

1 if pnk > 1

⎧
⎨
⎪

⎩⎪
.  (II-8) 

However, Bonferroni correction assumes independence between the measures, which is not true 

in many real-world datasets. Another simple and widely used approach that assumes positive 

dependency between the tests is called false discovery rate (FDR) (Benjamini and Hochberg, 1995). 

FDR is defined by the number of false positives F divided by the total number of positives (i.e., F 

and true positives T) as: 

 

  

FDR = Ε F
T + F

⎛
⎝⎜

⎞
⎠⎟

0

⎧

⎨
⎪

⎩
⎪

if T + F ≥ 1
if T + F = 0

,  (II-9) 

where Ε(⋅)  is the expectancy. 

Although the definition of FDR is different from FWER, when the null omnibus hypothesis is 

correct (i.e., T = 0) as: 

 

  
FDR = 1

0
⎧
⎨
⎩

if F ≥ 1
if F = 0

= Pr(F ≥ 1|H0 )= FWER .  (II-10) 

If there is any true positive, FWER will be greater than FDR. 

The Benjamini-Hochberg procedure is quite simple. For k tests, to control FDR ≤ q:  
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(1) Sort p-values as 
p1 < p2 <!< p

k . 

(2) Find the largest i that satisfies pi ≤
i
k
q . 

(3) Declare p1 ,p2 ,!,pi  to be significant. 

This procedure assumes independence between the tests (Benjamini and Hochberg, 1995), but a 

modification (Benjamini-Hochberg-Yekutieli procedure) for dependency also exists (Benjamini 

and Yekutieli, 2005). The step (2) is replaced by finding the largest i that satisfies 
  
pi ≤

i
k ⋅c(k)

q  

where   c(k)  is given as 1 when the tests are independent or positively correlated; that is identical to 

the Benjamini-Hochberg procedure. If the tests are in arbitrary dependency, 
  
c(k)= 1

jj=1

k

∑  slightly 

relaxing the threshold.  

The advantage of the FDR procedure is its simplicity enabling wide applications in 

neuroimaging studies (Genovese et al., 2002). However, it does not appreciate actual dependence 

in data, which may lead to improper correction for the multiple comparisons. For an illustration, 

consider 1-D data from the standard normal distribution y ~N(0,1)  for n=20 subjects and k=200 

independent tests (or voxels) were generated for N=2,000 realizations. For each realization, 200 

one-sample T-tests were separately performed. In order to introduce spatial dependency in 

measurements, the simulated variable was smoothed by 1-D Gaussian kernel with FWHM of 3 

voxels. The simulation results are depicted in Figure II-17. One example of a realization (one draw 

of a set of variables for multiple tests), correlation matrices between voxels are given for 

independent (Figure II-17 (A) and (E)) and dependent (Figure II-17 (E) and (F)) variables, 

respectively. In this realization, more than one false positives (FP) are found in both of 

independent and dependent data without any correction for multiple comparisons (Figure II-17 (C) 

and (G)). As noted above, the number or proportion of FP (in a single realization) should not be 

confused with the FWER (over sufficiently many realizations). Over 2,000 realizations (or draws), 

when the variables were independent, Bonferroni and FDR methods actually slightly under-

corrected FWER. That is, whereas the intended FWER was 0.05, the FWER after Bonferroni was 

0.0605 and that of FDR was 0.0615 (Figure II-17 (D)). Conversely, when the variables are spatially 

dependent, Bonferroni (0.0295) and FDR (0.036) over-corrected FWER (0.0295 for Bonferroni 

correction; 0.036 for FDR correction; Figure II-17 (H)), which would reduce sensitivity of the 

inference. 
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Figure II-17. Examples of parametric approaches to control family-wise error rates 
(FWERs) for independent and dependent data. The data was generated from zero-mean 
unit-variance Gaussian noise for 2,000 times: one realization of independent (A) and 
dependent (E) data. Their independency and dependency is depicted by voxel-by-voxel 
correlation. Unlike the independent case (B), smoothed noise show dependency between 
adjacent voxels (F). Uncorrected p-values for one realization (C) and (G) with the alpha 
level of 0.05 marked by a green vertical line. Accumulated FWER (the number of 
realization rejecting one or more null hypothesis over the number of realizations) are also 
given for independent (D) and dependent (H) cases. Abbreviations: FP, false positive; 
FWERint, intended control of FWER; FWERbon, FWER after Bonferroni correction; 
FWERfdr, FWER after false discovery rate correction. 

The problem of overcorrection by using Bonferroni and FDR is further depicted in Figure II-18. 

When the data is independent (FWHM = 0), Bonferroni (blue) and FDR (yellow) work well (i.e., 

after correction, FWER is more or less well controlled at intended level of 0.05). However, when 

the data is spatially dependent (FWHM > 0), both methods over-corrected FWER, more severely 

by Bonferroni correction. This illustration shows that, without assessment and corporation of 

dependency in the data, particularly neuroimaging data, the sensitivity and statistical power could 

be severely restricted. Because of that, sophisticated methods to properly control the FWER has 

been proposed since the early period of this newly arrived field of neuroimaging (Worsley et al., 

1992). In the remainder of this section, I will discuss approaches that uses information on 

dependency from the data: random field theory and permutation tests. 
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Figure II-18. Effect of smoothness (spatial dependency) on the family-wise error rates 
(FWERs) after multiple comparison correction with Bonferroni and false discovery rate 
(FDR) methods from 2,000 realizations of variables. Abbreviations: FWHM, full-width at 
half-maximum; vox, voxel. 

II-4.2.3. Topological Approach: Random Field Theory 

Suppose the noise in the neuroimaging data is a smooth and differentiable Gaussian random field 

y(x)  defined over Riemannian manifold Μ  embedded in an arbitrary N-dimensional space (i.e., a 

3-D volume or a 2-D surface space). As abovementioned in (II-7), FWER is given as a probability 

of s supremum of a smooth, differentiable Gaussian field to exceed a given threshold h under the 

null hypothesis. The analytic computation of the exact distribution of the supremum of the 

random field is difficult (Chung, 2012). However, there is an alternative way to compute the 

threshold h using the expected Euler Characteristic (EC) of the excursion set 

  Ah = {x ∈Μ : y(x)> h} , which has been introduced by Worsley (Worsley et al., 1992), inspired by 

Adler’s random field theory (RFT) (Adler, 1981). The Euler Characteristic approach reformulates 

the geometric problem as a topological problem (Chung, 2012). Further details can be found in in 

literature (Taylor and Worsley, 2007). 

When assuming a very high h (thus the excursion set is empty), the EC of the set is 0. We now 

decrease h until it touches the supremum of the random field. When sup
x∈Μ

y(x) = h , the EC of the 

excursion set is 1 (for one vertex). Between those two thresholds, the expected EC is bound 

between 0 and 1. For a sufficiently high h that bounds the EC of the excursion set between 0 and 1, 

the following is known from the RFT: 

 Pr(sup
x∈Μ

y(x) > h) ≈ Ε χ(A
h
)( )   (II-11) 

where Ε(⋅)  is the expectancy and  χ(⋅)  is the EC of a given set (Chung, 2012). To compute the 

expected EC of the excursion set, the ‘resel’ (resolution element) count and EC density was 

introduced (Worsley et al., 1996). For instance, the FWER in the 3-D space is given by: 
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Pr(sup

x∈Μ
y(x)> h) ≈ RD(V)

D=0

3

∑ ρD(h)  , (II-12) 

where, for each dimension D, RD(V)  is the number of ‘resels’ (resolution elements) in the search 

region V, which depends on the smoothness of the field and ρD(h)  is the EC density, which 

depends on the threshold (Worsley et al., 1996). 

Follow-up studies on the use of RFT for proper control of FWER dealt with the accurate 

estimation of the smoothness of the field (Kiebel et al., 1999), with the correction for the non-

stationary noise field (Worsley et al., 1999), and other problems. The RFT correction for a 3-D 

field has become the standard method to control FWER in SPM. For the 2-D random field, a 

software named SurfStat for surface-based analysis (Worsley et al., 2009a) was developed by 

Worsley and colleagues.  

In addition to the height threshold, an alternative approach that regards height and the spatial 

extent of clusters was proposed (Friston et al., 1994). A non-parametric method for cluster-wise 

inference was later developed called threshold-free cluster enhancement (TFCE) (Smith and 

Nichols, 2009), which is in FSL. Very recently, concerns on the cluster-level (or extent-based) RFT 

correction, which has been very commonly used in many fMRI studies, drew a lot of attention in 

the neuroimaging field (Eklund et al., 2016). In the paper (Eklund et al., 2016), the authors claimed 

that FWER is poorly controlled with the extent-based than the height-based thresholding: from 

certain datasets, FWER with cluster-level threshold was greater than 15 % whereas the intended 

FWER level was 5 %.  

However, the study (Eklund et al., 2016) was followed by a re-analysis demonstrating the poor 

performance of cluster-extent thresholding was due to up-sampling (Flandin and Friston, 2016). 

The reported inflation of FWER by the cluster-extent thresholding in Eklund et al. (2016) was only 

found when the functional images were resampled at the 2-mm-isotropic resolution, which is a 

default setting of a previous version of analysis software (i.e., SPM8). When the images were 

resampled at the 3-mm-isotropic resolution, which is a default setting of the current version (i.e., 

SPM12), the cluster-extent thresholding works as well as peak-height thresholding (Flandin and 

Friston, 2016). In the paper (Flandin and Friston, 2016), it was suggested that the only issue with 

the cluster-extent thresholding is the cluster-forming threshold, which is used to threshold the 

statistical image for defining the size of clusters. In fact, this point was already demonstrated earlier 

(Woo et al., 2014). In the study (Woo et al., 2014), authors showed that, from simulated and real 

datasets, when a liberal (>0.001, sometimes even 0.01) threshold was used to form clusters, the 

FWER was poorly controlled (i.e., FWER was greater than the intended upper bound), suggesting a 

strict (≤0.001) cluster-forming threshold in statistical inference of the functional neuroimaging 

data. 
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II-4.2.4. Non-parametrical Approach: Permutation Test 

Permutation (also known as randomization) was earlier mentioned as a way to compute ‘exact p-

values’ without any assumption on the noise distribution. Randomization can also be used to 

control FWER (Nichols and Holmes, 2002). The procedure is similar to that of a single test, except 

that instead of a single test statistics, the maximum of the multiple test statistics should be 

computed. Based on many permutations, a null distribution of the maximal test statistic will be 

obtained. Then, the FWER can be computed by the proportion of the permutations exceeding the 

actual observation over the total number of permutations. As already mentioned, this is a very 

powerful and straightforward method, but it is computationally very expensive and in some high 

dimensional cases, it could be impractical except some methodological studies validating 

parametric approaches (Eklund et al., 2016; Flandin and Friston, 2016; Woo et al., 2014). 
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III. Study #1: Intracortical myelination in musicians 

with absolute pitch — quantitative morphometry 

using 7-Tesla MRI 
In this chapter, I will introduce a study on the intracortical myelination using 7-Tesla MRI with the 

magnetization-prepared two rapid gradient echo (MP2RAGE) imaging sequence. Important 

findings in this chapter were already published in a peer-reviewed journal (Kim and Knösche, 

2016)15. As the main result, we found the cortical myelination in an anterior region of the right 

supratemporal plane (in the right planum polare; right PP) of musicians positively related to the 

degree to which these persons possess absolute pitch (AP). I will discuss the implications of this 

finding in terms of the electrical properties of intracortical connections, suppression of 

neuroplasticity after a ‘critical period’, and the ventral auditory pathway for processing object-

related information.  

III-1. Motivation and Hypotheses 

As extensively reviewed in the Chapter I, many neuroimaging studies indicated important 

candidates for the neural substrate of AP by describing macroscopic morphology. Briefly 

summarized, the reported findings include smaller right planum temporale area (PT; thus 

increasing leftward asymmetry index) (Keenan et al., 2001; Schlaug et al., 1995), greater volume of 

the right Heschl’s gyrus (HG) (Wengenroth et al., 2014), greater cortical thickness in bilateral 

superior temporal gyri (STGs) and inferior frontal gyri (IFGs) and greater fractional anisotropy 

(FA) of diffusion tensors in the right occipitofrontal fasciculus (Dohn et al., 2015), greater FA of 

diffusion tensors in the left superior longitudinal fasciculus (Oechslin et al., 2009) in musicians 

with than without AP. 

Despite of the known structural alterations localized in fronto-temporal networks, a mechanic 

account on how pitch chroma is extracted from sound and recognized in an absolute sense is still 

far from reached. In order to advance towards a computational model of AP, further detailed 

structural information is essential. Recently, in-vivo imaging of myeloarchitecture of the human 

cortex has drawn much attention in the neuroimaging field (Blackmon et al., 2011; De Martino et 

al., 2014; Dick et al., 2012; Geyer et al., 2011; Glasser and Van Essen, 2011; Hashim et al., 2015; 

Lutti et al., 2014; Shafee et al., 2015; Sigalovsky et al., 2006) due to its significant implication in the 

working principles of the human cerebral cortex (Nieuwenhuys, 2013b). Unlike conventional 

morphometric methods that only use arbitrary image intensity of T1-weighted images, such as 

                                                        
15 http://doi.wiley.com/10.1002/hbm.23254 
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voxel-based morphometry (VBM) (Ashburner and Friston, 2000) or cortical thickness analysis 

(Fischl and Dale, 2000), this novel technique can infer the myelin content in a voxel based on the 

inverse relationship between myelin content and quantitative longitudinal relaxation time (qT1) 

(Geyer et al., 2011; Marques et al., 2010). Experiments that demonstrated the relevance of 

intracortical myelin to brain function and behavior already exist (Grydeland et al., 2013; 

Grydeland et al., 2015). Moreover, applications of in-vivo myelin mapping demonstrated that the 

separation of the core and belt regions of the human auditory cortex is feasible by in-vivo imaging 

(De Martino et al., 2014; Dick et al., 2012) based on the same myeloarchitectonic principles that 

are used in histological studies, namely, the core is defined by denser myelination (Wallace et al., 

2002). 

Intracortical myelination may be beneficial for neural circuits that enable AP, because cortical 

myelin provides electric insulation that reduces ephaptic crosstalk between nearby axons and 

thereby contributes to the specificity of transmission. That is, cortical myelin may support higher 

precision in categorization of pitch chroma. Moreover, cortical myelination development is known 

to suppress neuroplasticity after the “critical period” (McGee et al., 2005). This fixation effect of 

cortical myelination is particularly interesting given the known importance of musical experience 

during the early stage of life (i.e., between the ages of 4 and 7 years) in acquiring AP (Baharloo et 

al., 1998; Miyazaki, 2004a; Miyazaki et al., 2012). Thus, greater cortical myelination may indicate 

that more information is preserved in neural circuits, which lasts throughout life. 

Hence, the degree of axonal myelination could be an important structural property of neural 

tissue with respect to AP ability, which goes beyond the mere size (area or volume) of 

macroscopically delineated sections of the cortex. This hypothesis will be tested in the present 

study by comparing cortical myelination between musicians with and without AP. 

If the above hypothesis is confirmed and myelination is discriminative between AP and non-AP 

brains, we will also be able to shed new light on the location of the AP processor. Importantly, such 

a result is expected to directly point to the locations where increased or altered computational 

procedures associated to AP processing are carried out. Because of the speed and accuracy of AP 

processing indicated by behavioral investigations (Miyazaki, 1990) and the short latency of the AP-

specific ERP component (Itoh et al., 2005), it is highly likely that early auditory processing is 

involved in chromatic categorization. Thus it is reasonable to expect greater myelination in regions 

of the auditory cortex (either primary or non-primary). 

Finally, in light of cortical myelination, we will elucidate the question whether chromatic 

processing in AP musicians is spatially distinct from mere frequency discrimination, as suggested 

by previous behavioral evidence. In an early study (Siegel, 1974), AP listeners showed better pitch 

discrimination performance than control listeners only when the reference tone was tuned in to 

standard pitch (i.e., A4 = 440 Hz). This advantage of AP musicians was abolished when the tones 

were tuned in a non-standard scale (i.e., A4 is not exactly 440 Hz), implicating that pitch 
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discrimination ability is independent of AP acuity, as extensively discussed in the literature 

(Deutsch and Henthorn, 2004; Miyazaki, 1988; Miyazaki, 2004a; Takeuchi and Hulse, 1993). 

Accordingly, we hypothesize that myeloarchitectonic features related to the frequency 

discrimination threshold (FDT) (Micheyl et al., 2006) would be found in auditory cortical regions 

that are spatially distinct from the myeloarchitectonic correlates of AP. More specifically, because 

pitch-selective neurons were found near the anterolateral border of primary auditory cortex in 

marmoset monkeys (Bendor and Wang, 2005) and at the anterolateral end of HG in humans 

(Penagos et al., 2004), we hypothesize that pitch discrimination precision may be related to 

myeloarchitecture in the lateral HG extending to superior temporal gyrus (STG). 

To achieve these aims, we map quantitative longitudinal relaxation rates (qR1= 1/qT1) in the 

cortex using ultra-high-field (7 Tesla) MRI, which allows for sub-millimeter resolution, and we 

investigate whether and where there is a relationship between the concentration of myelin in the 

cortex on the one hand, and the AP and FDT abilities on the other.  

III-2. Materials and Methods 

III-2.1. Participants 

Eight AP musicians (five women) and nine non-AP musicians (five women) participated in MRI 

and behavioral experiments at the Max Planck Institute for Human Cognitive and Brain Sciences 

in Leipzig, Germany. Participants were recruited via the Institute’s participant database and flyers 

posted in the University of Music and Theatre "Felix Mendelssohn Bartholdy" Leipzig and the 

University of Leipzig. Inclusion conditions comprised: age between 18 and 40 years, musical 

training of more than 10 years, right-handedness (i.e., laterality coefficients of handedness (LQ) ≥ 

70 (Oldfield, 1971)), absence of any contraindication for MRI scanning, and absence of any history 

of neurological disorders, psychiatric diseases, use of psychiatric medications, head trauma, 

hearing loss, and tinnitus. An abbreviated audiometry, which was used to equalize stimuli 

presentation loudness across participants, confirmed intact hearing of all musicians. Prior to 

recruitment of musicians who identified themselves to have AP, a web-based AP test was used to 

confirm it (≥ 80 % correct answers). There was one case of self-reported absence of AP, which was 

re-categorized into the AP group based on that test. The local ethics committee approved the 

experimental protocol, and all participants submitted written informed consents prior to 

experiments. 

Table III-1. Mean and standard deviation of demographic information 

 Non-AP (n= 9) AP (n= 8)   
Variables Mean (Std.) Mean (Std.) t/z-statistic p-value 
Sex ratio (Women/all) 0.56 - 0.62 - 0.22 0.823 
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Age (year) 25.78 (5.19) 26.88 (2.95) 0.53 0.607 
Handedness (LQ) 90.56 (11.54) 95 (9.26) 0.87 0.399 
MET-melody hit rate (%) 82.26 (11.12) 91.11 (10.02) 1.71 0.107 
FDT* 2.41 (0.23) 2.73 (0.68) -1.34 0.199 
Ethnicity ratio (Asian/all) 0.00 - 0.38 - 2.91 0.004 
Musical training onset (year) 8.00 (2.96) 5.00 (1.51) -2.88 0.012 
Musical training duration (year) 16.9 (7.83) 23.00 (3.34) 2.04 0.059 

* FDT is transformed in negative logarithm base to 10. Abbreviations: LQ, laterality 
coefficient, from -100 (exclusively left-handed) to 100 (exclusively right-handed) (Oldfield, 
1971); MET, Musical Ear Test (Wallentin et al. 2010); FDT, frequency discrimination 
threshold (Micheyl et al., 2006); Std., standard deviation.  

Demographic information of AP and non-AP musicians is listed in Table III-1. The musical 

aptitudes were estimated by the “Musical Ear Test” (Wallentin et al. 2010). Here, only the scores of 

the melodic tasks are reported, while rhythmic tasks are left out. Frequency discrimination 

threshold (FDT = F1/F0; F1 and F0 are the frequencies of target and reference, respectively) was 

measured using an abbreviated version of a protocol presented in Micheyl et al. (2006). Sex, age, 

handedness, musical aptitude, and logarithmic FDT were matched between the groups (minimum 

p = 0.107). The first musical instrument was for the AP musicians (n = 9): piano (6), violin (1), 

guitar (1), and clarinet (1); for the non-AP musicians (n = 8): piano (5), violin (2), and guitar (1). 

There were mismatches between the AP and non-AP groups in terms of ethnicity. This 

imbalance is rooted in the much higher incidence of AP in Asian as compared to European 

musicians (Miyazaki et al., 2012), which makes it difficult to recruit balanced cohorts. Nonetheless, 

using a simulation, we demonstrated that the reliability in estimating the effect size of AP under 

the current design (relative error = -0.09 ± 13.16 %) is still comparable to a perfectly balanced 

design (relative error = 0.05 ± 9.41 %) and much better than the worst case (relative error = -0.39 ± 

21.39 %). In an additional analysis, only with European participants (see the Section III-3.5.1), we 

replicated the main finding even from that small subset, which means that the result cannot be due 

to confounding influence from ethnicity and therefore this speaks for the robustness of the 

findings. 

III-2.2. Behavioral Test 

The AP performance of all musicians was measured by a behavioral test. Details of the AP test are 

described in Section II-1.1. In the test, the participants heard a random sequence of pure and piano 

tones tuned to the 12-key equal-tempered scale with A4 as 440.0 Hz and then pressed the 

corresponding keys on a muted digital piano. The target tones spanned 3 octaves: C3 (130.81 Hz) 

to B5 (987.77 Hz) for sine waves and E3 (164.81 Hz) to D#6 (1,244.50 Hz) for piano timbre.  

The absolute pitch performance was analyzed in terms of (1) absolute error (AE), (2) absolute 

octave-corrected error (ACE), (3) difference between mean AE and mean ACE, as a measure of 
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octave error, (4) AP score (APS), (5) hit rate, and (6) reaction time (RT) for pure and piano tones. 

“Octave-error” is defined by an answer with correct pitch chroma but incorrect pitch height, which 

is known to be frequently observable in AP musicians (Miyazaki, 1988; Miyazaki, 2004a). APS is 

defined as 1-(octave-corrected error)/6 between 0 and 1 with 0.5 as a change level. 6 semitones is 

possible largest octave-corrected error.  

III-2.3. Image Acquisition and Processing 

Magnetization-prepared two rapid gradient echo (MP2RAGE) (Marques et al., 2010) images at 

0.7-mm isotropic resolution were acquired using a 7-T whole-body MR system (Siemens, Erlangen, 

Germany) with an 8-channel head coil system (RAPID MR International, Ohio, USA). From the 

two inversion images, a T1-weighted (T1w) image and a qT1 image were derived (Marques and 

Gruetter, 2013). Further details can be found in Section II-2.3. 

Cortical surfaces were reconstructed using FreeSurfer. A skull-stripped T1w image processed 

using VBM8 and manual adjustment (as explained in Section II-3.4) was down-sampled to 1-mm 

isotropic resolution and fed into the FreeSurfer standard script except the skull stripping. The qT1 

images were mapped onto cortical surfaces generated by FreeSurfer (Fischl, 2012a) at various 

depths (i.e., 25, 50, and 75% of cortical thicknesses, measured from the interface between gray and 

white matter). Subsequently, the qR1 (= 1 / qT1) values were computed from the surface-mapped 

qT1 values and bounded within a range between 0.25 and 10 s-1, which corresponds to the qT1 

range between 100 and 4,000 msec. Following this, they were registered onto the template meshes. 

III-2.4. Statistical Inference 

Statistical tests were carried out using a GLM for each layer and each hemisphere with the nuisance 

covariates age, sex, and ethnicity. Multiple comparison correction based on the RFT was applied 

after surface-based smoothing with FWHM of 8 mm (i.e., 10 iterations on the mesh with a mean 

edge length of 0.77 mm) using the SurfStat Toolbox (Worsley et al., 2009b). Because the signal 

drop in the original 7-T image depends on the position in the head coil, systematic bias due to 

gross morphology such as the inferior-to-superior length of a head could alter qR1 values and 

statistical inference. Thus we limited the search region to accurately estimate the number of resells 

(resolution elements) in RFT (Worsley et al., 1992) by excluding ventral regions (i.e., temporal 

poles, fusiform gyri, entorhinal cortices, parahippocampal gyri, and inferior temporal lobes) as well 

as the medial wall (a cut section of the corpus callosum and subcortical structures to separate 

hemispheres) using an automatic parcellation based on the ‘Desikan-Killiany-Atlas’ (Desikan et al. 

2006) from the FreeSurfer. In the current study, the FWER was controlled to be below 0.05 at the 

cluster level with a cluster-forming threshold of 0.001.  
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III-3. Results 

III-3.1. Behavioral Results 

In our experiment we allowed responses only within 4 seconds after the stimulus onset, causing 

some of the trials to be left unresponded. Additionally, in some cases, multiple keys were pressed 

within the time window. If the first response was given later than 100 msec after the stimulus onset, 

it was taken as a valid response; otherwise it was regarded as a late response to the previous trial. 

The overall percentage of valid responses was 93.7 ± 8.1 % (non-AP) and 94.4 ± 1.0 % (AP).  

 

Figure III-1. Confusion matrices from the absolute pitch (AP) test for non-AP and AP 
groups. For each matrix, rows correspond to the target notes and columns correspond to 
the answers of the participants. For pure tones (upper row) and piano tones (lower row), 
the four matrices on the left side show raw responses (“Pitch chroma & height”) and 
octave error corrected responses (“Pitch chroma only”). Gray scale codes the proportion of 
the trial numbers for a specific combination of target and answer notes over the total 
number of trials. 

The group differences in the AP test are illustrated using confusion matrices in Figure III-1. The 

row of each matrix corresponds to the pitch of a presented tone. The column corresponds to the 

pitch of the answer: An element at the i-th row (e.g., C4) and j-th column (e.g., C3) represents how 

often (on average) subjects reported the j-th note (e.g., C3) when the target was actually the i-th 

note (e.g., C4). AP musicians showed distinctively sharp diagonal elements (meaning correct 

answers) whereas non-AP musicians did not show such a pattern, but a very broad scatter over 

nearly one octave. As commonly reported in the literature (Miyazaki, 1988; Takeuchi and Hulse, 

1993), it was notable that AP musicians also made ‘octave errors’, which are defined as answers 

with correct pitch chroma but incorrect pitch height. In accordance with a previous study 

(Miyazaki, 1989), AP musicians made more octave errors with pure tones (59.6 ± 19.3% of total 
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valid answers) than with piano tones (14.6 ± 12.3 % of total valid answers; p < 0.0001), which could 

be explained by the relative unfamiliarity of the timbre of sine waves to musicians.  

Table III-2. Behavioral measures for absolute pitch performance. 

  Non-AP (n= 9) AP (n= 8)   

Measure Timbre Mean (Std.) Mean (Std.) t-statistic p-value 

AE (semitones) Pure tone 11.44 (6.90) 10.81 (4.52) 0.22 0.831 

 
Piano tone 8.59 (5.05) 3.69 (2.14) 2.54 0.023 

ACE  
(semitones) 

Pure tone 2.89 (0.26) 0.36 (0.51) 13.18 <10-8 

 
Piano tone 2.99 (0.43) 0.53 (0.57) 10.11 <10-6 

APS Pure tone 0.52 0.04 0.94 0.08 -13.18 <10-8 

 Piano tone 0.50 0.07 0.91 0.10 -10.12 <10-7 

Hit rate* Pure tone 0.27 (0.07) 0.87 (0.21) 8.31 <10-5 

 
Piano tone 0.29 (0.09) 0.89 (0.17) 9.02 <10-5 

RT (sec) Pure tone 2.02 (0.64) 1.59 (0.65) 1.36 0.194 

 
Piano tone 1.92 (0.48) 1.69 (0.74) 0.79 0.441 

Abbreviation: AE, absolute error; ACE, absolute corrected error; APS, absolute pitch score; 
RT, reaction time; Std., standard deviation. * An error with a semitone was considered as a 
correct response as in some of previous literature (Keenan et al., 2001; Schulze et al., 2013). 

Table III-2 summarizes the statistics of AP performance including ‘hit rates’ (regarding errors 

up to one semitone as ‘hit’) in order to enable comparisons to previous studies (Keenan et al., 2001; 

Schulze et al., 2013). The mean values of AE were smaller in AP only for piano tones (p = 0.028) 

but not for pure tones (p = 0.777). In contrast, the mean values of ACE were smaller in AP both for 

pure and piano tones (p < 10-6). The indifference in AE for pure tones is possibly due to the 

persistent octave errors in some musicians with AP (e.g., in an extreme case, octave errors were 

found in 83% of valid responses). The hit rates were also significantly different between APs and 

non-APs (p < 10-5), consistently with the literature (Keenan et al., 2001; Schulze et al., 2013). The 

average hit rates were slightly lower than in previous studies (Keenan et al., 2001; Schulze et al., 

2013) because those studies applied a more stringent threshold (> 90 %) (Miyazaki, 1988). In our 

case, hit rates from two musicians were below 90%, thus those participants could be classified as 

‘quasi-APs’ (Wilson et al., 2009). Because of this, we also did correlation analysis with APS, which 

was measured for all musicians.  

Unexpectedly, no significant difference in the RT was found between non-AP and AP 

musicians (min p = 0.179), although the participants were instructed to respond as quickly as 

possible while maintaining the accuracy of responses within the 4-sec time window. The mean RTs 

in the current study (1.97 sec in non-AP; 1.64 sec in AP) were much smaller than in a previous 
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study that allowed self-paced timing  (7.6 sec in non-AP; 3.3 sec in AP) (Bermudez and Zatorre, 

2009a). Because of the fixed response window, the non-AP participants could not take longer than 

AP participants as in the previous study (Bermudez and Zatorre, 2009a), which presumably is the 

reason for the observed lack of difference in RTs. 

III-3.2. In-vivo Intracortical Myelination Mapping 

Examples of surface-mapped qR1 values of a single subject and the overall mean (n= 17) are shown 

in Figure III-2. In high accordance with previous in-vivo myelination studies (De Martino et al., 

2014; Geyer et al., 2011; Glasser and Van Essen, 2011; Shafee et al., 2015), high qR1 values 

(indicating high myelination) were observed in primary motor/somatosensory cortices (the 

pre/post-central gyri), primary auditory cortex (the medial region of Heschl’s gyrus), and primary 

visual cortex (the occipital poles and the precuneus). 

 

Figure III-2. Surface-mapped quantitative longitudinal relaxation rate (qR1) values of a 
single subject (left) and the average over all subjects (right, n=17). qR1 values were 
sampled at the 50% projection level of cortical thickness from the white matter surface. 
Masks excluding ventral regions are indicated by green contours (see the Section III-2.4). 
Note that the values of the single subject were minimally smoothed for visualization 
(FWHM= 1 mm) whereas the group mean values were not smoothed. Isocurvature 
contours (black) at zero level are overlaid to aid localization of landmarks of the inflated 
cortical surfaces. 

III-3.3. Effects of Demographic Variables in Cortical Myelin 

In assessing neuronal structures, nuisance demographic variables are commonly covaried for their 

influence in global and local morphometry. For instance, age (Goncalves et al., 2001; Thambisetty 

et al., 2010), sex (Good et al., 2001; Gur et al., 1999), and ethnicity (Chee et al., 2011) are known to 

correlate with macroscopic morphology such as local gray matter volume and cortical thickness. 

Also for the intracortical myelination, significant age effects in T1w/T2w ratio images were 
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reported (Grydeland et al. 2013; Shafee et al. 2015). Therefore it would be important to know 

whether the demographic variables significantly affected qR1 values in our current dataset as well. 

Thus we tested GLMs for the effects of age, sex, and ethnicity as: 

   qR1 = β0 + Dβ1 + ε ,  (III-1) 

where D is a demographic variable, which was either age, sex, or ethnicity. As shown in Figure III-3 

and Table III-3, we found significant effects over extensive areas including right inferior frontal 

gyrus, right anterior cingulate gyrus, and right superior temporal gyrus (age effect; Figure III-3, 

upper row), right superior temporal sulcus (sex effect; Figure III-3, middle row), and left planum 

temporale and supramarginal gyrus (ethnicity effect; Figure III-3, lower row). Given these 

significant effects of demographic variables, we incorporated them as covariate terms in order to 

control for possible confounding. 

 

Figure III-3. The effect of demographic variables (age, sex, and ethnicity) on quantitative 
longitudinal relaxation rate (qR1). T-statistic maps are given for each projection level. Red 
circles mark the labeled local peaks. See Table III-3 for details of significant clusters. 

Table III-3. Significant clusters for the effect of demographic variable 
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Label Side Level* Structure name T (15) p-value+ Area (mm2) MNI-305 (x, y, z mm) 

Age effect 

A Right 25% Right anterior cingulate cortex 6.15 0.0037 308.8 1.6 42.6 9.2 

B Right 25% Right triangular part of the interior frontal gyrus 5.18 0.0111 108.2 51.1 26.3 -0.5 

C Right 25% Right middle frontal sulcus 4.99 0.0188 314.0 23.7 44.2 19.6 

D Right 25% Right orbital gyri 6.24 0.0184 72.0 37.2 25.7 -22.4 

E Right 25% Right fronto-marginal gyrus/sulcus 4.99 0.0055 241.9 24.1 50.7 2.0 

F Right 50% Right orbital part of the interior frontal gyrus 5.93 0.0092 81.4 53.0 30.3 -2.6 

G Right 75% Right superior temporal sulcus 6.26 0.0047 109.1 65.3 -11.1 -2.5 

Sex effect 

A Right 50% Right superior temporal sulcus 4.71 0.0434 46.4 44.3 -38.8 -0.9 

Ethnicity effect 

A Left 25% Left mid-post cingulate cortex 5.26 0.0064 123.4 -20.8 -53.2 -1.4 

B Left 25% Left supramarginal gyrus 5.50 0.0069 185.7 -64.9 -34.1 36.2 

C Left 25% Left planum temporale 6.06 0.0001 426.9 -64.6 -52.5 18.3 

D Right 25% Right opercular part of the interior frontal gyrus 4.78 0.0356 85.8 55.1 14.2 13.9 

E Right 25% Right parahippocampal gyrus 5.48 0.0088 86.6 6.1 -45.0 1.0 

F Left 50% Left orbital part of the interior frontal gyrus 4.95 0.0249 46.6 -50.5 32.3 -11.3 

G Left 50% Left supramarginal gyrus 4.94 0.0436 103.8 -64.9 -34.5 35.6 

H Left 50% Left planum temporale 10.14 0.0001 308.4 -64.6 -52.5 18.3 

I Right 50% Right planum polare 4.68 0.0460 57.1 46.5 -14.0 3.7 

J Left 75% Left temporal pole 7.80 0.0375 68.2 -45.8 18.8 -30.5 

K Left 75% Left superior temporal sulcus 5.29 0.0296 145.3 -53.9 -13.3 -16.7 

L Left 75% Left planum temporale 6.46 0.0069 83.8 -60.5 -43.8 28.1 

M Left 75% Left planum temporale 7.17 0.0072 48.1 -63.7 -53.8 15.5 

* Projection level indicates its sampling point from gray matter and white matter interface 
along an outward normal vector by 25 % (deep), 50 % (middle), or 75 % (superficial) of 
cortical thickness. + P-values are corrected for multiple comparison correction at cluster 
level. 

III-3.4. Effects of Absolute Pitch in Cortical Myelin 

We tested the effect of AP while controlling for confounding effects from the nuisance 

demographic variables, as discussed above, using a GLM as: 

 		qR1 = β0 +age ⋅β1 + sex ⋅β2 +ethnicity ⋅β3 + AP ⋅β4 + ε ,  (III-2) 

where qR1 is a column vector with one qR1 value per vertex; age, sex, ethnicity, and AP are column 

vectors coding age (years), sex (male or female), ethnicity (Asian or European) of musicians, and 

AP level (non-AP or AP);  is the i-th unknown coefficient to estimate;  is zero-mean Gaussian 

noise.  

βi ε
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Figure III-4. Effects of absolute pitch (AP) and AP score (APS) in quantitative longitudinal 
relaxation rate (qR1). T-statistic maps for group differences are shown on inflated cortical 
surfaces. T-statistic maps for APS effect are not shown because they are very similar to 
those of AP effect. The degree of freedom is noted in parentheses above the color bar. 
Regression plots for AP effect (A) and APS effect (B) are given. The expected APS by 
chance (0.5) is marked by a gray vertical line in the plot (B). Note that the qR1 values in 
scatterplots are adjusted for the nuisance variables in the GLM using (III-2). 

We found greater qR1 values in the AP group compared to the non-AP group in the right 

planum polare (PP) (max T(12) = 6.60, p = 0.012, area = 40 mm2 at 50% projection level, peak 

MNI-305 coordinate = (46, -8, -12) mm) as shown in Figure III-4 (A). Moreover, we analyzed the 

correlation between qR1 values and APS. Because APSs for pure tones and piano tones were very 

similar (r = 0.96, p < 10-8), the APSs for the two timbres were averaged for the correlational analysis. 

We used the same GLM (III-2) replacing the binary variable of AP group membership with a 

continuous behavioral variable of APS. We found a significant positive correlation in the right PP 

in the same position as for the AP (max T(12) = 6.45, p = 0.035, area = 23 mm2 at 50 % projection 

level, peak MNI-305 coordinate = (46, -5, -12) mm) as shown in Figure III-4 (B). 

In order to appreciate the result in the original anatomical context, the significant clusters for 

the AP contrast in Figure III-4 were transformed back into the native volumes of participants as 

shown in Figure III-5. The cluster voxels are all aligned along the medial part of the PP in the right 

hemisphere. 
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Figure III-5. Axial slices showing significant cluster voxels (red) in native volumes of 
individuals. Abbreviation: NAP, non-absolute pitch musician; AP, absolute pitch musician; 
qR1, quantitative longitudinal relaxation rate. 

III-3.5. Ruling out Confounds from Ethnicity  

III-3.5.1. Replication of AP Effect only with Europeans Subjects 

Although ethnicity was included in the previous analysis as a nuisance variable, one may still be 

concerned about the risk of confound. In order to demonstrate that the AP effect in the right PP 

cannot be due to the mismatch in ethnicity, we replicated the same analysis with only the European 

musicians (i.e., 3 AP Europeans vs. 9 non-AP Europeans). Because there was no Asian musician 

included in this subset, the ethnicity term was discarded as: 

 		qR1 = β0 +age ⋅β1 + sex ⋅β2 + AP ⋅β3 + ε ,  (III-3) 

Please note that, due to the small number of samples in one group (i.e., 3 APs), the sensitivity of 

the analysis is reduced. However, if it does yield a significant result, it cannot be confounded by 

ethnicity. The result is shown in Figure III-6. At the same level in the same location, we reproduced 

the AP effect (max T(8) = 10.68,  p = 0.005, area = 37 mm2 at the 50 % projection level, peak MNI-

305 coordinate= [45, -9, -11] mm). The effect size of AP at the peak in the right PP was 0.0171 s-1, 
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which is very close to the effect size of AP estimated with the whole dataset (0.0169 s-1; relative 

error= 1.18 %). If the current finding of greater myelin in the right PP had been due to 

confounding effect from the mismatch of ethnicity in experiment design, there should not be such 

a cluster without the Asian musicians. Therefore we can rule out the possibility of an ethnicity 

confound in the results presented in Figure III-3. 

 

Figure III-6. Effect of absolute pitch (AP) within only European musicians in quantitative 
longitudinal relaxation rate (qR1). T-statistic maps are shown at the deep (25% of 
thickness) and the middle (50% of thickness) projection levels from the white matter 
surfaces. Medial views are omitted because no significant differences were found there. 
Note that the qR1 values in scatterplots are adjusted for nuisance variables. 

An additional cluster in the left precentral gyrus was found (max T(8) = 8.84, p= 0.029, area = 

52 mm2 at the 25 % projection level, peak MNI-305 coordinate = [-56, 6, 15] mm). However, the 

estimated effect size (0.0344 s-1) was much larger than that of the whole dataset (0.0118 s-1; relative 

error= 192.3 %). Thus, the AP effect in the left precentral gyrus might be because of certain 

characteristics that are specific to the 3 European AP musicians, which were cancelled out by the 

Asian musicians when the GLM (III-2) was fitted to the full dataset. Hence, any further 

interpretation of this finding based on the current data is difficult.  A dedicated study explicitly 

targeting the ethnicity effect would be needed here. 

III-3.5.2. Simulation for the Estimate Reliability of the Current Between-subject Design 

Although the effect of AP was still found only with the European musicians, one might still wonder 

whether it is tractable to separate the effect of ethnicity from that of AP. The question is, in other 
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words, how collinearity between the ethnicity and AP affects in estimation of the effect of AP. To 

compare the current design with an ideal one, a numerical simulation was carried out. The group 

effect was estimated using the model (III-2). 

From the peak vertex at the middle depth (50 % of cortical thickness) in the right planum polare, 

the estimated coefficients were 0.4437 (interceptor), 0.0004 (age), 0.0040 (sex), -0.0093 (ethnicity), 

and 0.0169 s-1 (AP). The standard deviation of the residuals was 0.0033 and the mean was 10-14 s-1. 

The Kolmogorov-Smirnov test did not reject the null hypothesis that the distribution of residuals is 

normal (p = 0.845). Therefore, we used the normal distribution to generate noise with the observed 

mean and standard deviation. Assuming the GLM (III-2) as well as effect size and noise level 

estimated from the current dataset as ‘ground truth’, simulated datasets (k = 10,000) were 

generated for different design matrices varying the number of European AP musicians. Because the 

number of European AP musicians controls the separation between the ethnicity and AP variables, 

its change varies the collinearity between ethnicity and AP. The procedure of simulation is as 

follows: 

(1) Change the original design matrix X to make it more or less balanced by changing the 

ethnicity vector x’e while leaving other vectors x-e constant:  

			X← x−e x'e⎡⎣ ⎤⎦   

(2) Generate data with assumed ‘true’ parameters of the effect size 			 b= [β0 ,β1 ,!,βn], 
mean µ, and standard deviation σ of a normal distribution N:  

y←Xb +N(µ ,σ 2)  

(3) Least-square-estimation (LSE) fitting where superscripted T means transposition and + 

means pseudoinverse:  

b̂←(XTX)+ +XT y  

(4) Compute and store the relative error of estimation for the i-th regressor of interest:  

		erel ←(β̂i −βi )/βi  
(5) Repeat steps from (1) to (3) for 10,000 times. 

(6) Repeat step (1) for all possible design matrices. 

Boxplots of relative errors of estimated effect sizes of AP over the correlation between ethnicity 

and AP are given in Figure III-7. Because the generated noise was unbiased, the median of 

estimated 		β̂i  was very close to the true 	βi  in all cases. However, as the design becomes more 
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imbalanced (i.e., greater correlation), the reliability of estimation decreases (i.e., more distant range 

between outliers and quantiles), and vice versa.  

The result indicates that the reliability of estimating the effect size of AP under the current 

design (relative error= -0.09 ± 13.16 %; the blue squared boxplot in Figure III-7) is still comparable 

to a perfectly balanced design (relative error= 0.05 ± 9.41 %, the leftmost boxplot in Figure III-7) 

and much better than the worst case (relative error= -0.39 ± 21.39 %; the rightmost boxplot in 

Figure III-7). Additionally, in terms of the minima and maxima of relative errors from 10,000 

randomizations, the current design shows reasonable bounds (between -46.16 and 49.06 %) with 

respect to the ideal one (between -38.01 and 35.51 %) and certainly narrower ones compared to the 

worst one (between -79.38 and 91.16 %). Taken together with the additional GLM only with 

European musicians (Section III-3.5.1), we conclude that there is no strong evidence to believe that 

our result (i.e., the effect of AP) was driven by the ethnicity. 

 

Figure III-7. Relative errors in estimating effect size of absolute pitch over correlation 
between ethnicity and AP. The blue rectangle indicates the correlation between the two 
variables under the current design. 

III-3.6. Intracortical Myelination and Frequency Discrimination Threshold 

To differentiate the observed neuronal correlate of AP from the sensitivity to mere pitch 

discrimination power  (i.e., the relative pitch ability), we tested a GLM as: 

 		qR1 = β0 +age ⋅β1 + sex ⋅β2 +ethnicity ⋅β3 + AP ⋅β4 +(− log10FDT)⋅β5 + ε   (III-4) 

where FDT=F1/F0 is the frequency discrimination threshold (see the Section III-2.1), which was 

not significantly different between AP and non-AP groups. 

The results are given in Figure III-8 and Table III-4. An effect of frequency discrimination 

threshold (FDT) in the lateral region of the right Heschl’s gyrus (HG) extending to the lateral 

superior temporal gyrus (STG) was found across all layers, as shown in Figure III-8 (A), (B), (C). 

Differences in other regions were found only in the superficial layer (75% of thickness from the 

white matter surface): i.e., in the opercular part of the right inferior frontal gyrus (Figure III-8 (D)) 

and in the right lateral superior transverse gyrus of the parietal lobe (Figure III-8 (E)). 
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Figure III-8. The effect of frequency discrimination threshold (FDT) on quantitative 
longitudinal relaxation rate (qR1). T-statistic maps are given for each projection level.  

Table III-4. Significant clusters for the effect of frequency discrimination threshold  

Label Side Level* Structure name T (11) p-value+ Area (mm2) MNI-305 (x, y, z mm)  

A Right 25 % Right transverse gyrus of Heschl 6.51 0.0331 46.8 59.9 -2.6 -0.8 

B Right 50 % Right transverse gyrus of Heschl 6.26 0.0208 61.8 60.0 -1.4 -1.7 

C Right 75 % Right lateral superior transverse gyrus 5.48 0.0240 37.3 60.1 2.6 -7.9 

D Right 75 % Right intra-/trans-parietal sulci 6.01 0.0480 37.6 20.6 -59.1 51.2 

E Right 75 % Right opercular part of the inferior frontal gyrus 5.78 0.0088 70.7 54.5 -5.5 6.4 

* Projection level indicates its sampling point from gray matter and white matter interface 
along an outward normal vector by 25 % (deep), 50 % (middle), or 75 % (superficial) of 
cortical thickness. + P-values are corrected for multiple comparison correction at cluster 
level. 

In Figure III-9, a closer view of the one remarkable cluster is shown with a scatter plot. 

Strikingly, the positive correlation of cortical myelin with FDT in the right lateral HG extending 

into lateral STG (across all layers) was localized in an area of the right STP (Figure III-9, inset, red) 

that is close to but distinct from that of the effect of AP (Figure III-9, inset, green). This clearly 

demonstrates the distinctiveness of the AP-related temporal myeloarchitecture (for pitch chroma 

recognition) and the FDT-related one (for relative comparison of two successive tones). 
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Figure III-9. Effect of frequency discrimination threshold (FDT) in quantitative 
longitudinal relaxation rate (qR1). T-statistic maps only for the middle level (50% of 
thickness) are shown. A regression plot at the peak vertex and an inset showing locations 
of the significant clusters (p< 0.05) for AP effect (green) and FDT effect (red) are shown in 
the right column. For the FDT effect, the cluster is a union of all clusters across layers. 

III-3.7. Subcortical White Matter Myelination 

To further examine the found effect of AP, we further probed whether we can localize white matter 

(WM) myelin difference using qR1 mapping. Because the effect of AP in the cortical myelination 

in the right PP could either be due to long-range connections from/to the right PP or due to 

intracortical connections within that region, myelin alteration beneath the right PP would indicate 

that the altered cortical myelin is actually reflection of long-range WM connections. However, qR1 

mapping is not an optimal choice to investigate white matter myelination compared to 

magnetization transfer imaging or diffusion-weighted imaging. Here, we only explored such a 

possibility from qR1 data, but it should be further examined using white matter myelin imaging in 

a future study. 

We sampled qR1 values from subcortical white matter at 25, 50, and 75 % of cortical thickness 

along the inward normal vectors pointing to the white matter. All sampling points were visually 

inspected (see Figure III-10 for an example) and it was computationally confirmed that 

coordinates of all sampling points are confined in the white matter mask in a 3-D volume. 
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Figure III-10. Subcortical white matter sampling points overlaid on the qT1 (= 1/qR1) 
image of a single subject. Purple, green, and orange pixels indicate sampling position in 
white matter which are shifted inward by the 25 %, 50 %, and 75 % of cortical thickness 
from the gray and white matter interface, respectively. The sampling points are positioned 
within the white matter, which appears in dark in the qT1 image. 

Using the same model (III-3) that was used to test for AP effects in intracortical myelination, we 

found an AP effect in the right angular gyrus (AG) (max T(12) = 6.29, p = 0.018, area =25 mm2 at 

the -75 % projection level, peak MNI-305 coordinate = [35, -75, 42] mm) as seen in Figure III-11 

(‘AP effect’). However, we did not find any differences in subcortical WM near the right PP, 

suggesting that the greater cortical myelination in the AP musicians might reflect horizontal, local 

connections within the cortex rather than vertical, long-range connections. 

In addition, we investigated the FDT effect in qR1 values in the subcortical WM using a GLM 

(III-4), because the intersubject variability in FDT might be related to variability in myelination of 

the acoustic radiation (i.e., thalamic projection into primary auditory cortex (PAC). However, we 

only found a positive correlation between FDT and subcortical myelin in the left orbital sulci (max 

T(12) = 9.40, p = 0.0002, area = 254 mm2 at the -25 % projection; max T(12) = 8.41, p = 0.0158, 

area = 48 mm2 at the -50% projection) as shown in Figure III-11 (lower row), but no effect of FDT 

in qR1 values beneath the PAC. Significant clusters for the effects of AP and FDT are listed in 

Table III-5. However, as mentioned earlier, more evidence from other imaging techniques that are 

better at localizing alteration of WM myelination is needed. 
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Figure III-11. The effect of absolute pitch (AP) and frequency discrimination threshold 
(FDT) on quantitative longitudinal relaxation rate (qR1) in subcortical white matter. T-
statistic maps are given for each projection level. See Table III-5 for details of significant 
clusters. 

Table III-5. Significant clusters for the effect of absolute pitch (AP) and frequency 
discrimination threshold (FDT) in subcortical white matter qR1 values. 

Label Side Level* Structure name T (11) p-value+ Area (mm2) MNI-305 (x, y, z mm) 

AP effect 
A Right -75 % Right angular gyrus 6.29 0.0323 29.55 34.6 -75.4 42.4 

FDT effect 
B Left -50 % Left orbital sulci 8.41 0.0158 47.5 -40.5 31.2 -16.4 
C Left -25 % Left orbital sulci 6.01 0.0480 37.6 20.6 -59.1 51.2 

* Projection level indicates its sampling point within the subcortical white matter at an 
inward projection by -75 % (deep), -50 % (middle), or -25 % (superficial) of cortical 
thickness. + P-values are corrected for multiple comparison correction at cluster level. 

III-4. Discussion 

Searching for the myeloarchitectonic correlate of AP, we found greater myelination in AP 

musicians compared to non-AP musicians in the right PP. As hypothesized, the group effect of AP 

and the correlation effect of APS were located in the STP. In addition, we found a positive 

correlation with the frequency discrimination threshold in the lateral Heschl’s gyrus demonstrating 

spatially distinct neural processes of absolute recognition of pitch chroma and relative frequency 

resolution. 
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While our findings associate the AP ability with the myeloarchitecture of the right anterior STP 

that is part of the ventral auditory pathway, some previous studies have found heightened leftward 

specialization in the posterior STP (i.e., the area, volume, GMV as well as the functional activation 

of the PT) in AP musicians compared to non-AP musicians (Keenan et al., 2001; Luders et al., 2004; 

Schlaug et al., 1995). In addition, a recent diffusion tensor imaging study reported greater 

fractional anisotropy (FA) in the left superior longitudinal fascicle (i.e., the dorsal auditory 

pathway) (Oechslin et al., 2009). Although this might seem surprising at first glance, it is not 

necessarily a contradiction, because we analyzed a different aspect of anatomy, namely cortical 

myelination as opposed to cortical thickness (Dohn et al., 2015), area size (Keenan et al., 2001; 

Schlaug et al., 1995), or diffusion anisotropy in the white matter (Oechslin et al., 2009) in the 

previous studies. These aspects do not need to be correlated. For example, an increase or decrease 

of GMV at the border of the cortex would affect the image intensity gradient, thus changing the 

apparent cortical thickness. However, in the present study, we found an increase in myelination in 

the middle depth of the cortex, which is less likely to affect the cortical surface reconstruction (Dale 

et al., 1999). As previously discussed in the Introduction, the notion of leftward asymmetry of AP 

processing (Keenan et al., 2001; Schlaug et al., 1995) is not uncontended, because recent studies 

reported AP effects also in the right STP (Bermudez et al., 2009; Dohn et al., 2015; Wengenroth et 

al., 2014). In particular, a positive correlation between the right HG volume and AP proficiency 

suggests that AP processing is not strictly left hemispheric (possibly bilaterally in parallel) 

(Wengenroth et al., 2014). Moreover, because AP mainly involves processing spectral aspects of the 

auditory input, the idea of hemispheric differences in temporal integration time windows (Poeppel, 

2003) and the hemispheric specialization theory (Zatorre and Zarate, 2012) support a prominent 

role of the right hemisphere. Here, we discuss the biological implications of intracortical 

myelination, particularly in the context of the role of the anterior STP in pitch chroma processing. 

III-4.1. Implication of the Intracortical Myelination for AP 

Myelination in the cortex, and alterations thereof, can in principle be due to myelination of 

intracortical fibers or due to long-range axonal connections that start from or end in the cortical 

region. In our study, myelination effects were found in the right PP at middle depth (i.e., 50% of 

cortical thickness) and not in deeper or more superficial cortical layers. Moreover, we did not find 

a group difference in qR1 values in the subcortical WM underneath the right PP. Although the 

subcortical white matter needs to be further investigated using imaging techniques that are more 

sensitive to white matter microstructures, such as magnetization transfer imaging or diffusion-

weighted imaging, the absence of strong differences in the subcortical white matter, along with the 

restriction of the cortical findings to the middle layer, suggests that the myelination effect in the 

anterior STP is indeed mainly related to local connections. 

Ephaptic crosstalk between two adjacent axons depends on the electric resistance between a 

node of Ranvier in one axon and the nearest, myelinated part of the other axon (Binczak et al., 
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2001). By means of electrical insulation, myelination of local neural circuitries could reduce 

ephaptic coupling between nearby axons, therefore, increasing specificity of information transfer. 

Extraction of pitch chroma based on the long-term templates of 12 tones in the Western scale 

would require precise processing of pitch information, which is already a cortical representation 

based on acoustic inputs (Griffiths and Hall, 2012). If such neural operations occur in the non-

primary auditory cortex, greater local myelination might support processing with heightened 

specificity. It is known from post mortem investigations that non-primary auditory cortex in the 

human brain has more widespread tangential intracortical connections compared to primary 

auditory cortex (Tardif and Clarke, 2001). The current myeloarchitectonic findings might be 

interpreted as an alteration of the tangential connections in the non-primary auditory cortex, 

which contribute to the computation of pitch chroma. 

Moreover, intracortical myelination can restrict experience-driven neuroplasticity. In a mouse 

model (McGee et al., 2005), an abrupt increase of gray matter myelination was found in normal 

mice after the critical period, which precluded further reorganization of ocular dominancy. The 

importance of cortical myelin in suppression of neuroplasticity in adult mice was also 

demonstrated by the observation that focal demyelination enabled recovery from amblyopia 

(Bavelier et al., 2010). A recent intriguing human study found that administration of volproic acid, 

which is known to cause hypomyelination of the corpus callosum in developing mice (Shen et al., 

2005), can enable human adults to acquire an AP-like long-term memory for a limited number of 

tones (Gervain et al., 2013). Given that the acquisition of AP is associated with an early onset of 

musical training/experience, typically between age 4 and 7 years (Baharloo et al., 1998; Miyazaki 

and Ogawa, 2006), the greater myelination in the AP musicians may imply that AP requires a 

prohibitory mechanism of neuroplasticity, which preserves the spectro-temporal templates 

obtained during the critical period in children with predispositions for AP (Baharloo et al., 2000). 

III-4.2. Functional Role of the Anterior STP in AP 

We found heavier cortical myelination in the anterior STP in the AP musicians. Specifically, the 

myelin difference was localized on the medial part of the PP, which corresponds to anterior 

auditory (AA) region as defined based on cyto-/receptor architecture (Rivier and Clarke, 1997). 

The AA region, which is a part of the ‘belt’ region, was characterized by strong (but weaker than 

primary auditory area; AI) densities of soma and fibers of pyramidal cells in layer III (Rivier and 

Clarke, 1997). A tracing study found that the intrinsic connectivity of area TG (in PP) is mainly of 

longer range (greater than 4 mm and up to 7 mm) compared to that of HG (less than 2.5 mm) and 

anisotropic: the connections spread more posteriorly towards HG (Tardif and Clarke, 2001). Based 

on the intermediate cytoarchitectonic properties (i.e., cell density greater than lateral STG but 

smaller than AI) AA has been considered as an early non-primary auditory cortex (Rivier and 

Clarke, 1997) and also a part of the ventral pathway based on neuroimaging studies that 
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demonstrated selectivity of AA to sound recognition rather than sound localization (Clarke and 

Morosan, 2012). 

The functional and structural dissociation of the spatial and non-spatial information, being 

separately processed in parallel in non-human primates (Kusmierek and Rauschecker, 2009; 

Rauschecker, 2015; Tian et al., 2001) and humans (Arnott et al., 2004b; Warren and Griffiths, 

2003a), has been theorized as ‘dual auditory pathways’. From a number of human neuroimaging 

studies (Altmann et al., 2007; Arnott et al., 2004b; Barrett and Hall, 2006; Hart et al., 2004), the 

spatial information was found to be processed in the dorsal auditory pathway whereas the non-

spatial information was found to be in the ventral auditory pathway. Particularly, the ventral 

auditory pathway, including the right anterior region of STP and superior temporal sulcus (STS), 

has been believed to play a distinctive role in identifying auditory object properties (Griffiths and 

Warren, 2004), such as voice identity (Belin et al., 2000) and acoustic properties of vocal tracts 

(von Kriegstein et al., 2006). This further demonstrated that the right anterior STS is sensitive to 

the change of the sound-source identity using environmental sounds, of which distinctiveness was 

parametrically manipulated. 

The differential processing of pitch chroma and pitch height has often been suggested based on 

the occurrence of octave errors in AP musicians (Deutsch, 2013; Deutsch and Henthorn, 2004; 

Miyazaki, 1988; Takeuchi and Hulse, 1993). The dissociated recognition ability of AP musicians on 

pitch chroma and pitch height implies that the AP musicians are especially sensitive to the pitch 

chroma, not to the pitch height. A neuroimaging study that independently manipulated pitch 

chroma and pitch height revealed that the anterior STP is more sensitive to change in pitch chroma 

than the posterior STP (Warren et al. 2003), supporting the notion that recurring representation of 

pitch chroma is handled in a pathway  that is distinct from the one that processes the pitch height. 

Thus, we speculate that the AP-related myelination increase in the anterior STP found in our data 

might be related to the parallel processing of pitch chroma and pitch height. More specifically, for 

AP musicians, pitch chroma may be an identifiable property of an auditory object, while pitch 

height is processed as a relative position on a linear continuum, similarly to the non-AP population. 

As discussed in the previous section, local myelination may increase specificity of the tone 

representations and hinder neuroplasticity (Bavelier et al., 2010), thus enabling precise matching 

between the spectro-temporal images (Griffiths and Warren, 2004) of online inputs and of the 

templates in long-term memory.  

Localization of the long-term memory traces of pitch chroma in AP musicians remains unclear. 

Dohn et al. (2015) suggested an involvement of the right hippocampus based on their finding of a 

correlation between the FA of the white matter in the ventral pathway and cortical thickness in the 

parahippocampal gyrus. However, it was shown that the hippocampus is selectively involved in the 

retrieval of recollection-like context-based episodic memory, but not in familiarity-based 

recognition (Eldridge et al., 2000; Fortin et al., 2004). Strikingly, two very rare cases of epileptic 
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patients with AP (Suriadi et al., 2015; Zatorre, 1989) demonstrated that the musical abilities and 

AP recognition remained intact after temporal lobectomy. In one case (Zatorre, 1989), the patient 

underwent an anterior temporal lobectomy in the left hemisphere that removed the amygdala and 

a sizable portion of hippocampal structures. In another case (Suriadi et al., 2015), the patient 

underwent a selective amygdalohippocampectomy in the right hemisphere to minimize damages in 

other temporal structures. The unimpaired AP listening after the operation implies that the 

hippocampus might not be necessary in retaining AP.  

We suggest that the right anterior STP plays a key role in the pitch chroma extraction process, 

which corresponds to the early perceptual component of AP and should be a unique process only 

in the AP musicians but not in the non-AP musicians. For further clarification, functional 

measurements (e.g., through fMRI) might be useful. If there exists a separate cortical module in the 

right PP that extracts pitch chroma, the region would be selectively sensitive to pitch chroma but 

not to pitch height. In other words, when an AP musician hears two tones an octave apart (e.g., C4 

and C5), in the primary auditory cortex the activation peaks for the two tones should be distant 

along the tonotopic gradient (Moerel et al., 2012), whereas in the right PP the two peaks should be 

at the same position because of the identical pitch chromas of the two tones. Alternatively, instead 

of a geometrical space, one could measure a high dimensional distance in a functional space as 

commonly utilized in multivariate pattern analysis methods such as a searchlight method (Haxby, 

2012). Under the same assumption, the functional distance amongst the local multivariate patterns 

in the right PP responding to the two tones with the same pitch chroma is expected to be closer 

than that in the primary auditory cortex. Such analyses will help to localize the AP template in the 

future. 

III-4.3. Intracortical Myelination and FDT 

Further to some recent studies reporting in-vivo measurements of myelin concentration and 

tonotopic organization in human auditory cortex (De Martino et al., 2014; Dick et al., 2012), we 

found a correlation between in-vivo mapping of intracortical myelination in the right anterolateral 

HG extending to the lateral STG, which corresponds to Te3 in non-primary auditory cortex 

(Morosan et al., 2001), and the frequency resolution in auditory perception of musicians for the 

first time. In the following paragraphs we briefly discuss how this finding relates to previous 

research. 

The importance of the right lateral HG in pitch perception has been established in a number of 

functional and lesion studies in human and non-human primate subjects (Bendor and Wang, 2005; 

Norman-Haignere et al., 2013; Patterson et al., 2002; Penagos et al., 2004). In marmoset monkeys, 

pitch-selective neurons were found near the anterolateral border of the primary auditory cortex 

(Bendor and Wang, 2005). In humans, pitch-sensitive regions were also localized in the 

anterolateral part of the primary auditory cortex (Norman-Haignere et al., 2013; Patterson et al., 
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2002). Another human fMRI study, in which pitch salience was manipulated while controlling for 

temporal regularity of auditory stimuli, found a correlate of pitch salience at the anterolateral end 

of HG (Penagos et al., 2004). Moreover, microelectrode recordings from bilateral HG in epileptic 

patients showed that responses of single neurons are selectively tuned with a very fine frequency 

resolution (frequency ratio of about 3%), which corresponds to the just-noticeable difference in the 

untrained normal population (Bitterman et al., 2008). 

In addition, greater involvement of the right hemisphere, compared to the left hemisphere, in 

pitch perception (Zatorre, 1998) has been further demonstrated in human studies using 

magnetoencephalography (MEG) (Patel and Balaban, 2001; Schneider et al., 2002), positron 

emission tomography (PET) (Zatorre, 1998), and fMRI (Zatorre and Belin, 2001). Even more 

strikingly, human lesion studies showed that resection of the right HG greatly worsened the pitch 

discrimination ability, whereas it remained intact when only the left HG was removed (Johnsrude 

et al., 2000; Russell and Golfinos, 2003). More recently, Coffey and colleagues demonstrated that 

the frequency-locked auditory response (estimated from MEG source reconstruction) in the right 

auditory cortex was inversely correlated with a frequency discrimination threshold across 

individuals whereas such a relationship was not found in the left auditory cortex (Coffey et al., 

2016a). There are also some morphological findings supporting the role of the right HG in pitch 

discrimination. Schneider and colleagues reported increased grey matter volume related to pitch 

discrimination performance (Schneider et al., 2002), albeit at a much coarser frequency resolution 

(>1 semitone) compared to the present study. In this context, our finding of a correlation between 

the cortical myelination in the right lateral HG and FDT supports the crucial role of the right 

lateral HG in pitch extraction and may provide an insight into the neural implementation of this 

process. 

The separate locations of pitch chroma identification and fine pitch frequency discrimination in 

the right auditory cortex, which is specialized to spectral as opposed to temporal processing 

according to some theories (Poeppel, 2003), in terms of local cortical myelination (which might 

reflect local processing capabilities) highlights the distinctness of the underlying mechanisms of 

both faculties. 

III-4.4. Limitation 

In the current dataset, there was a mismatch between the AP and non-AP groups in terms of 

ethnicity (more Asian musicians than European musicians in the AP group), which was rooted in 

recruiting difficulties. However, we did demonstrate that the current findings with respect to AP 

could not be due to confounding influence of ethnicity.  

The question remains as to whether there are some specific differences in cortical myelination 

that could be attributed to the ethnic background of the subjects. Although up to now no study has 

reported ethnic differences in cortical myelination, differences in cortical thickness and GM local 
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volume were found in various areas of the cortex; frontal, parietal, median temporal, and 

polymodal association cortices (Chee et al., 2011). However, as discussed earlier, cortical thickness 

and myelination within the cortex may not be necessarily related. Although we did find effect of 

ethnicity in our current data, a large-scale study is needed to elucidate the effects of ethnicity and 

any possible interaction with AP.  

III-4.5. Conclusion 

We found greater intracortical myelination in an area within the right PP in AP musicians 

compared to non-AP musicians, which was spatially distinct from another area in the anterolateral 

HG that correlated with FDT. We argue that heavier myelination of local wiring may be beneficial 

to the preservation of precise representations of pitch chroma after the acquisition of AP. Because 

it is known that the identity of an auditory object is processed along the ventral auditory pathway 

including the anterior STP, we suggest that the pitch chroma may be processed as an identifiable 

object property in AP musicians. Our findings indicate that the extraction of pitch chroma might 

occur in the anterior STP; however, further studies based on structural and functional brain 

imaging are needed to clarify whether and to what extent that region is merely a part of a wider 

network. Moreover, the localization of distinct cortical myelination related to pitch chroma 

identification and frequency discrimination in the right hemisphere is in favor of theories that 

postulate specialization of the left and right hemispheres in temporal and spectral processing, 

respectively. 
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IV. Study #2: Intrinsic Functional Connectivity of 

the Right Planum Polare and Absolute Pitch 
In this chapter, I will present a functional connectivity study on the resting-state fMRI. The main 

findings of this chapter are now in the review process for publication in a peer-reviewed journal. In 

Chapter III, we found a positive effect of the level of absolute pitch (AP) in cortical myelination in 

the right planum polare (PP). Based on this finding, we further revealed greater functional 

connectivity between the right PP and bilateral auditory cortices, medial frontal structures, and the 

left ventrolateral prefrontal cortex. I will discuss the implication of the findings of functional 

connectivity in the context of the ‘dual auditory pathway’ hypothesis. 

IV-1. Motivation and Hypotheses 

In the Chapter III, the implication of the greater cortical myelin in the right PP in musicians with 

AP was discussed (Kim and Knösche, 2016). Based on the dual-pathway framework (as earlier 

mentioned in the Section I-5.1), the anterior part of the supratemporal plane (STP) is known to be 

sensitive to non-spatial auditory information such as frequency modulation (Hart et al., 2004) and 

pitch change (Altmann et al., 2007; Barrett and Hall, 2006). In particular, Warren and colleagues 

suggested that the ventral pathway is involved in invariant properties of an auditory object (i.e., 

irrelevant to the spatial location of the object), whereas the dorsal pathway initiates auditory 

object/scene segregation (Warren et al., 2003a). 

As discussed in the Section I-4.1, the pitch chroma constitutes discrete (i.e., categorizable) non-

spatial information of an auditory object. Non-AP listeners perceive pitch chroma only based on 

tonal context (thus tonal function of the pitch) or an external reference (similarity perception of 

octave-spaced tones). Thus in the Chapter III, we postulated that the involvement of the right 

ventral pathway, which encompasses the right PP, in AP perception could be crucial (Kim and 

Knösche, 2016). 

From a line of behavioral evidence (see Section I-4.1), it has been suggested that AP perception 

is fairly spontaneous and difficult to inhibit. For instance, AP listeners unintentionally recognize 

the pitch chroma of glasses clinking (Miyazaki, 2004a) and show a Stroop-like effect from 

incongruent solfeggio (Itoh et al., 2005; Schulze et al., 2013). This suggests that the AP process is 

dominantly active regardless of efforts and intentions, implying an AP-related functional network, 

if any, might be persistent even during rest (resting state network, RSN). Considering this, we 

further tested our conjecture on the importance of the right PP in AP perception using resting-

state functional MRI (rs-fMRI), which has been extensively used to investigate the relationship 

amongst neural activities in human brains over the decades (Smith et al., 2013). 
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We hypothesized that if the increased local connectivity in the right PP (as indexed by increased 

cortical myelination) is relevant for AP, then this region should exhibit greater RSFC with (1) 

adjacent auditory cortices, (2) homologous auditory regions in the left hemisphere, and (3) the left 

hemisphere frontotemporal network. The rationale of our hypotheses is as follows. 

(1) Given that cortical myelin would provide additional electric insulation and decrease local 

transmission time, which may increase efficiency and specificity of information transfer, neural 

communication via intracortical connections would benefit from the myelination of local circuits. 

Therefore, we expect greater short-range RSFC of the right PP with neighboring auditory cortex 

(AC) areas in individuals with more accurate AP perception. A similar link between local 

morphology (local gray matter volume) and RSFC was recently found in the left STG in musicians 

compared to non-musicians (Fauvel et al., 2014). 

(2) Studies using independent component analysis (ICA) based methods have consistently 

shown that the auditory RSN bears high modularity within bilateral STPs, including HG, HS, PP, 

and PT, both in general populations (Damoiseaux et al., 2006; Shirer et al., 2012; Smith et al., 2013; 

Smith et al., 2009; Smith et al., 2012) and in musicians (Fauvel et al., 2014; Luo et al., 2012). 

Additionally, in a histological study with rhesus monkeys (Pandya et al., 1969), the PAC and the 

posterior part of the STP were found to be structurally connected to their contralateral 

homologues via the corpus callosum, whereas the anterior parts of the STPs were connected via the 

anterior commissure. This line of evidence suggests high functional connectivity (FC) between the 

homologous auditory regions. As mentioned above, the ventral auditory pathway is likely to 

process pitch chroma (i.e., non-spatial information) processing (Warren et al., 2003a). Therefore, it 

can be expected that the left PP would also be involved in non-spatial information processing that 

the right PP undertakes in an individual with proficient AP. This could result in increased FC 

between two homologous auditory cortices, in addition to the common communication between 

bilateral auditory cortices in non-AP musicians. 

(3) As largely accepted, if the perceptual and associative components of AP perception are 

localized in the temporal and frontal structures, respectively, integration of the two parts is crucial 

for the successful realization of AP. In particular, the ventral auditory pathway from PAC, via PP, 

to the ventrolateral prefrontal cortex (VLPFC) is expected to show greater RSFC in relation to the 

acuity of AP. From a previous study (Wengenroth et al., 2014), the left inferior frontal gyrus 

(known as Broca’s area) showed greater BOLD activation in passive response to musical tones. 

Considering the dominancy of the left hemisphere in language functions, the association of the 

pitch chroma representation with the verbal label is likely to be processed in the left hemisphere.  

Importantly, a previous rs-fMRI study reported greater overall degree centrality in AP than in 

non-AP musicians (Loui et al., 2012), suggesting a global reorganization of brain networks. In 

contrast, in this study, we tested specific hypotheses on the role of particular anatomical regions 
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that are expected to be involved in the AP specific RSN, based on the results describe in the Section 

III-3.4 (Kim and Knösche, 2016). 

IV-2. Materials and Methods 

IV-2.1. Participants and Behavioral Tests 

We analyzed resting-state fMRI data from 17 musicians (8 AP musicians and 9 non-AP musicians) 

who also participated in the previous study (Kim and Knösche, 2016) described in the Section III-

2.1. The musicians were matched for musical aptitude (Wallentin et al., 2010), age, gender, and 

handedness. Absolute pitch performance of all musicians were behaviorally assessed and 

summarized in a scaled index (between 0 and 1 with a chance level of 0.5). 

IV-2.2. Image Acquisition 

Echo-planar imaging (EPI), magnetization-prepared pulses and rapid gradient-echo (MPRAGE) 

were acquired using a 3-T MR system Magnetom Prisma (Siemens, Erlangen, Germany) at 2.3-mm 

isotropic resolution. While the participant lay still with eyes open and was instructed not to fall 

asleep for 10 minutes, 420 volumes of EPIs were obtained. T1-weighted images using MPRAGE 

were also taken at 1-mm isotropic resolution during the same session. Further details about 

parameters of MR sequences can be found in the Section II-2.3. 

IV-2.3. Image Processing 

Preprocessing of EPI images was done using SPM1216. Images were first corrected for the 

multiband slice timing, unwarped and realigned, and resampled at 2.3-mm isotropic resolution 

using a 4th degree B-spline. In order to minimize spurious correlation due to head movements 

(Power et al., 2012), we adopted the ‘anatomical CompCor’ approach. The main idea of the 

approach is that the signal fluctuation from the white matter (WM) and cerebrospinal fluid (CSF) 

voxels would not be due to neuronal activities (Behzadi et al., 2007). Further details about 

CompCor approach can be found in the Section II-3.2.2. Finally, we used 6 rigid-motion 

parameters (3 translations and 3 rotations with respect to the first volume) and frame-wise 

displacement to regress out motion artifacts. Then the residual time series were temporally filtered 

by a band-pass-filter between 9 and 80 mHz (Satterthwaite et al., 2013) for the FC measure of 

cross-correlation. 

Cortical surfaces were created using FreeSurfer from T1w image and the residual timeseries was 

registered using a boundary-based registration (BBR) approach (Greve and Fischl, 2009) at the 
                                                        
16 http://www.fil.ion.ucl.ac.uk/spm/software/spm12/ 
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middle cortical depth for high signal-to-noise ratio (Yeo et al., 2011). Details in spatial processing 

can be found in Section III-3.3. The surface-projected residual time series were non-linearly 

registered onto a low-resolution template mesh called ‘fsaverage5’ in FreeSurfer and spatially 

smoothed using a 2-D Gaussian kernel with the full-width at half-maximum (FWHM) of 10 mm. 

For the given seed mask in the right PP (which is the significant cluster for the AP effect in cortical 

myelin from the previous study (Chapter III), the first principal component (PC1) was extracted. 

FC measures of cross-correlation and cross-coherence were calculated from the PC1 time series 

against the whole cortex. 

IV-2.4. Functional Connectivity Analysis 

We used two different FC measures for analysis: cross-correlation and cross-coherence. Cross-

correlation of two time series i and j at time lag h is given by: 

 

ρ
ij
(h) =

cov
ij
(t, t + h)

var
i
(t) var

j
(t + h)

, (IV-1) 

where , which is restricted to the interval [-1, 1]. If the time lag h equals to zero, 

 corresponds to the zero-lag cross-correlation, which equals Pearson’s coefficient of 

correlation. 

Cross-coherence of two time series i and j at frequency λ is given by: 
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, (IV-2) 

where is the complex valued coherency, is the spectral density function at frequency 

λ, and is the cross-spectral density function. As squared, coherence is a positive (bounded in 

[0, 1]) and symmetric function (i.e., ( ).  

Zero-lag cross-correlation quantifies the linear relationship between two time series without 

time lag. Due to its simplicity and clarity, most of the resting state fMRI (rs-fMRI) literature used 

this measure for FC. Conversely, coherence can capture the frequency-dependent FC, regardless of 

the time lag between BOLD time series because we took the magnitude of coherency. 

Frequency dependency of BOLD fluctuation at rest has been reliably demonstrated across many 

studies (Achard and Bullmore, 2007; Achard et al., 2006; Cordes et al., 2001; De Luca et al., 2006; 

Qian et al., 2015; Salvador et al., 2005a; Salvador et al., 2005b; Sasai et al., 2014; Sun et al., 2004). It 

should be noted that the temporal scale in rs-fMRI data is much slower (2–3 orders of magnitude) 

compared to that in electrophysiological data. The normal EEG frequency range is between 1 and 

		ρij(h)= ρ ji(−h)

		ρij(h)

		Rij(λ) 		fii(λ)

		fij(λ)

		cohij(λ)= cohij(−λ)
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100 Hz, while a common filtering band range for rs-fMRI is between 0.01 and 0.1 Hz. The 

difference in temporal scale is due to the hemodynamic nature of the BOLD signal. Nonetheless, 

the slow RSFC in rs-fMRI data is in agreement with RSFC in electrophysiology data. Using 

simultaneous recording of EEG and fMRI (Britz et al., 2010), EEG-microstates (quasi-stationary 

for every 100 ms), convoluted by hemodynamic response function (HRF), were spatially correlated 

with the independent components (ICs) from rs-fMRI data (dominant for about 10 s). Britz and 

colleagues suggested that the neural activities underlying the BOLD fluctuation could be faster (as 

EEG-microstates) and scale invariant (Britz et al., 2010). More directly, simultaneous recording of 

local field potential (LFP) and multi-unit activity (MUA) in the primary auditory cortex of 

monkeys showed high correlation with BOLD fluctuation with a peak in a very low frequency 

range (0.033–0.1 Hz) (Shmuel and Leopold, 2008). 

Studies using graph theory demonstrated that BOLD signals from human brains at rest exhibit 

meaningful topological properties such as small-worldness or rich-club coefficients at very slow 

frequencies: e.g., 0–15 mHz (Qian et al., 2015), 10–50 mHz (De Luca et al., 2006), 10–60 mHz 

(Achard et al., 2006), and 60–120 mHz. A recent study combining fMRI and fNIRS (i.e., functional 

near infrared spectroscopy) also reported topological features that are commonly found in human 

brains in low frequency bands (10–30 mHz and 70–90 mHz) (Sasai et al., 2014). Moreover, partial 

coherence between distant regions, especially interhemispheric homologous regions was found to 

be substantial in slow frequency bands of 0.4–151.8 mHz (Salvador et al., 2005b) and 0–150 mHz 

(Sun et al., 2004). Taken together, the slow (< 100 mHz) BOLD fluctuation during rest (without 

external stimuli) should be considered as being due to complex neurovascular coupling and 

reflecting underlying neuronal activities (Logothetis et al., 2001). 

Despite the general behavioral relevance of infra-slow frequency BOLD activities in humans 

(Britz et al., 2010) and monkeys (Shmuel and Leopold, 2008), specific relevance of particular 

frequency bands to cognitive functions and behaviors is yet to be established. Therefore, we 

segmented the frequency of interest (0–100 mHz) into small frequency bins (bandwidth of 2 mHz; 

50 bins). 

IV-2.5. Statistical Inference 

We tested the effect of APS as: 

 FC = β0 +motionβ1 + ethnicityβ2 + APSβ3 + ε ,  (IV-3) 

where FC is either cross-correlation or cross-coherence, motion is maximal frame-wise 

displacement of the head (Power et al., 2015), ethnicity is a binary variable for being either Asian 

or European, APS is a behavioral measure of the acuity of AP, and ! is the Gaussian error variable. 

Note that, instead of testing for the AP group index (denoting whether a participant belongs to the 
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AP or the non-AP group), we used the APS index, which is a more direct representation of the 

behavioral information (essentially, AP group affiliation is only a binarization of the APS).  

Statistical inference on the correlation maps with multiple comparisons correction based on the 

random field theory (RFT) was done using SurfStat (Worsley et al., 2009a) in the MATLAB 

environment (version 8.2; Mathworks, Inc., Natick, MA, USA). As additional Bonferroni 

correction for zero-lag cross-correlation, RFT-corrected cluster-level p-values in each hemisphere 

were further multiplied by 4 for the number of tests (2 contrasts by 2 hemispheres). For cross-

coherence, coherence maps in 2 mHz bins were highly similar between adjacent bins (correlation 

over the spatial domain between 0.62 and 0.98 with a mean of 0.89 ± 0.05). Such dependency in the 

frequency domain suggests that using Bonferroni correction for the number of bins (i.e., 50) would 

be an overly stringent correction. For M/EEG time-frequency analysis, the use of RFT-based 

correction for 4-D M/EEG data (2D-sensor-grid by frequency by time) was previously suggested 

(Kilner and Friston, 2010). However RFT correction for triangular-mesh-mapped high 

dimensional data such as time-frequency representation of fMRI time series over multiple cortical 

layers (i.e., 5-D) is yet to be implemented. Instead, we used singular value decomposition (SVD) to 

approximate the number of independent tests in the frequency domain in analogy to the resel, 

which is the number of independent tests in the spatial domain. In order to explain more than 99% 

of the variance for all individuals, 19 independent components were required. Thus, we applied 

Bonferroni correction with the factor of 76 (2 contrasts by 2 hemispheres by 19 independent 

components). 

IV-3. Results 

IV-3.1. Seed-based Functional Connectivity Analysis 

 

Figure IV-1. Averaged zero-lag cross-correlation. Zero-lag cross-correlations between the 
right planum polare (PP-R; the white patch marked by the arrow) and the rest of the 
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cortex are averaged across all individuals (n=17). Correlations are projected onto 
minimally inflated cortical surfaces, which show major landmarks such as central sulcus, 
temporal/parietal convexity, frontal operculum, and middle frontal gyrus. Four oblique 
views, i.e., (medial/lateral) × (top/bottom), are shown for the left and right hemispheres. 

From the right PP, strong correlation with the bilateral STPs was observed across all musicians (n 

= 17) as shown in Figure IV-1. We found significant effects of APS (Figure IV-2) in cortical 

regions that are adjacent to the right PP: the right lateral STG (LSTG-R) and the right inferior 

segment of the circular sulcus of the insula (ICSI-R). Moreover, we also found APS effects in 

frontal regions: the left triangular gyrus (TIFG-L) and the right medial orbitofrontal cortex 

(MOFC-R). Detailed statistics are given in Table IV-1. 

 

Figure IV-2. Effects of the absolute pitch score (APS) in zero-lag cross-correlation. T-
statistic maps are projected onto semi-inflated cortical surfaces. Significant clusters are 
indicated by white contours. Below the cortical surface maps, scatterplots with regression 
lines are given for the peak of each cluster with an open circle for non-AP and a gray circle 
for AP musicians. Abbreviation: TIFG, triangular part of the inferior frontal gyrus; ICSI, 
inferior segment of the circular sulcus of the insula; MOFC,	medial orbitofrontal cortex; 
LSTG, lateral superior temporal gyrus. 

Table IV-1. Effects of absolute pitch score (APS) in zero-lag correlation. 

Label 
Effect 
size 

Max  
T(13) 

P-value* 
Area  
(mm2) 

MNI305  
(mm) 

Full name of the structure† 

TIFG-L  0.66 5.38 0.0364 80.8 -42, 29, -2  Left triangular part of the inferior frontal gyrus 

ICSI-R  0.88 5.83 0.0080 90.6 41, 3, -15  Right inferior segment of the circular sulcus of the insula 

MOFC-R  0.91 5.60 0.0171 136.3 5, 54, -12  Right medial orbitofrontal cortex 

LSTG-R  0.84 6.51 0.0241 39.0 62, 4, -5  Right lateral aspect of the superior temporal gyrus 
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*P-values are corrected for multiple comparisons. † Identification of anatomical 
nomenclature is generally based on Destrieux Atlas (a2009s) and Desikan-Killiany-
Tourville Atlas (DKTatlas40) in FreeSurfer. 

For cross-coherence, averaged coherence maps across all musicians are given in Figure IV-3. In 

contrast to the zero-lag cross-correlation, the coherence maps were bilaterally distributed, in 

particular between the STPs. The spatial range of the coherence was more extensive in the lowest 

frequency bin (0-2 mHz), especially between anterior regions (including the left PP in Figure IV-3 

(A)) of the STPs, compared to higher frequency bins (24–26, 48–50 mHz). 

 

Figure IV-3. Averaged cross-coherence. Cross-coherence between the right planum polare 
(PP; marked by a white patch) and the rest of the cortex is averaged across all individuals 
(n=17) for three example frequency bins: (A) 0-2 mHz, (B) 24-26 mHz, and (C) 48-50 
mHz. 

We found significant effects of APS in cross-coherence in the left PP extending towards LSTG 

(PP/LSTG-L) as well as in medial structures such as the left anterior cingulate cortex (ACC-L) and 

the medial aspect of the right superior frontal gyrus (SFG-R) (Figure IV-4). Detailed statistics are 

listed in Table IV-2. 
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Figure IV-4. Effects of the absolute pitch score (APS) in cross-coherence. Significant 
effects were found for medium low frequencies (10–18 mHz) only. T-statistic maps for two 
frequency bands are given: (A) 12–14 (B) 16–18 mHz, while 10–12 and 14–16 mHz are 
omitted for their similarity to the adjacent frequency bands. Significant clusters are 
indicated by white contours. Scatterplots with regression lines are given for the peak of 
each cluster with an open circle for non-AP and a gray circle for AP musicians. The 
coherence coefficients in the scatterplots were adjusted for the nuisance variables (i.e., Adj. 
coh., adjusted cross-coherence). Abbreviation: SFG, superior frontal gyrus; ACC, anterior 
cingulate cortex; PP, planum polare; LSTG, lateral aspect of the superior temporal gyrus. 

Table IV-2. Effects of absolute pitch score (APS) in cross-coherence. 
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Label Freq. (mHz) 
Effect 
size 

Max 
T(13) 

P-value* 
Area  
(mm2) 

MNI-305 
(mm) 

Full name of structure† 

SFG-R  10-12 1.28 8.24 0.0412 163.2 5, 53, 19  Right superior frontal gyrus 

ACC-L  12-14 1.38 5.93 0.0279 285.8 -7, 48, 11  Left anterior part of the cingulate gyrus and sulcus 

SFG-R  12-14 1.25 8.41 0.0430 166.6 6, 50, 20  Right superior frontal gyrus 

SFG-R  14-16 1.36 9.22 0.0389 167.2 7, 52, 22  Right superior frontal gyrus 

PP/LSTG-L  16-18 1.36 7.79 0.0131 147.4 -54, 3, -4  Left lateral aspect of the superior temporal gyrus 

SFG-R  16-18 1.26 10.36 0.0333 163.0 7, 52, 22  Right superior frontal gyrus 

*P-values are corrected for multiple comparisons. † Identification of anatomical 
nomenclature is generally based on the Destrieux Atlas (a2009s) and the Desikan-Killiany-
Tourville Atlas (DKTatlas40) in FreeSurfer. 

IV-3.2. Lagged Cross-correlation in Regions-of-interest 

We further studied the nature of RSFC between the ROIs where we found APS effects: TIFG-L, 

ICSI-R, OFC-R, and LSTG-R for zero-lag correlation and SFG-R, ACC-L, and PP/LSTG-L for 

coherence. The cross-correlations were computed with the filtered data (i.e., band-pass filtering 

between 9 and 80 mHz). Group averaged lagged cross-correlations are depicted in Figure IV-5. An 

interesting difference between the auditory ROIs and non-auditory ROIs was found. As one can 

clearly see from the group-averaged correlograms, the auditory regions near the PAC (i.e., 

PP/LSTG-L, ISCI-R, LSTG-R; Figure IV-5, upper row) show very distinct peaks at zero-lag. In 

contrast, the non-auditory cortical regions (i.e., TIFG-L, ACC-L, MOFC-R, SFG-R; Figure IV-5, 

lower row) did not show such a pronounced peak at any time lag. This contrast between the 

auditory vs. non-auditory cortices seems to corroborate the high modularity of the auditory RSN 

from already mentioned rs-fMRI studies (Damoiseaux et al., 2006; Fauvel et al., 2014; Luo et al., 

2012; Shirer et al., 2012; Smith et al., 2013; Smith et al., 2009; Smith et al., 2012). It suggests that the 

right PP is very tightly coupled with a small time lag to other auditory cortices (even in the 

contralateral hemisphere).  

 

Figure IV-5. Group averaged (n = 17) correlograms are plotted with standard deviation 
shaded in gray for adjacent auditory cortical regions (upper row) and distant non-auditory 
cortical regions (lower row). Cross-correlation coefficients were adjusted for the effect of 
nuisance covariates. 
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IV-3.3. Correlation between Cortical Myelin and Resting-state Functional 

Connectivity 

We hypothesized a positive relationship between the intracortical myelination of the right PP and 

its RSFC to adjacent areas, based on the assumption that intracortical myelination enhances short 

range connectivity. Theoretically, it is plausible that cortical myelination of local neural circuits 

would increase information transfer efficiency and synchrony by reducing variance in information 

transfer time lag. However, empirical evidence for such facilitation in the human cerebral cortex 

remains to be found. 

In the previous work (Chapter III; Kim and Knösche (2016)), we found a positive correlation 

between the APS and the cortical myelin content in the right PP. In the current study, we also 

found a positive relationship between the APS and RSFC of the right PP to a number of 

neighboring and distant cortical areas. Although we found that both intracortical myelination and 

RSFC of the right PP were correlated with APS, it does not necessarily indicate a correlation 

between myelination and RSFC. As proven by Langford and colleagues, positive correlation is not 

transitive unless the correlation coefficient is sufficiently close to 1 (Langford et al., 2001). That is, a 

positive correlation between X and Y and one between Y and Z does not necessarily imply a 

positive correlation between X and Z.  

Therefore, we directly tested the relationship between intracortical myelination (indexed by the 

longitudinal relaxation rate qR1) in the right PP and RSFC between the right PP and the rest of the 

cortex using a simple GLM without covariates as: 

 FC = β0 + qR1β1 + ε ,  (IV-4) 

At a slightly liberal alpha level of 0.051, we found a positive effect of qR1 in the zero-lag cross-

correlation between the right PP and the right first transverse sulcus (FTS) and LSTG as shown in 

Figure IV-6: T(15) = 5.53, beta = 15.8, p = 0.051, area = 70.8 mm2, MNI-305 = (63, 0, -1) mm. This 

suggests that the myeloarchitecture of a local circuit has a significant impact on its FC with 

adjacent regions. Further investigation with the general population (i.e., including non-musicians) 

may find a more generalizable relationship between cortical myelination and FC. 
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Figure IV-6. Effect of cortical myelin (qR1) on cross-correlation. A significant cluster in 
the right first transverse sulcus and lateral superior temporal gyrus (FTS/LSTG-R) is 
marked with a scatterplot at the peak vertex. Abbreviation: qR1, quantitative longitudinal 
relaxation rate; Adj. cor., adjusted zero-lag cross-correlation. 

IV-3.4. Replication of Main Findings only with Europeans 

Since there is a mismatch between the musicians with and without AP in terms of ethnicity in the 

present data, one might be concerned whether the found effect of APS in RSFC could be 

confounded by such an imbalance. To rule out such possibilities, we reanalyzed the effects of APS 

in zero-lag cross-correlation and cross-coherence against the right PP using only European 

musicians (3 APs vs. 9 non-APs) as shown in Figure IV-7. 

We replicated the main findings in principle. For zero-lag correlation, we found APS effects in 

(1) TIFG-L, (2) ICSI-R. For cross-coherence, we found (3) PP/LSTG-L, (4) FTS-R, and (5) ACC-R. 

There were other regions that showed significant effect of APS possibly due to the small sample 

size in the AP group (N=3). Nonetheless, it must be noted that the main findings that overlap with 

this result with only European musicians cannot be due to ethnicity confounding. The full list of 

results can be found in Table IV-3 
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Figure IV-7. Effects of the absolute pitch score (APS) in (A) zero-order cross-correlation 
and (B, C) cross-coherence only with European musicians. T-statistic maps for the effect 
of the acuity of AP in correlation are projected onto semi-inflated cortical surfaces. 
Significant clusters are indicated by white contours. See Table IV-3 for details of the 
clusters. 
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Table IV-3. Effects of absolute pitch score in cross-coherence and cross-coherence. 

RSFC Label 
Freq. 
(mHz) 

Beta 
Max 
T(9) 

P-value* 
Area 
(mm2) 

MNI-305 
(mm) 

Full name of structure† 

Cor.	 TIFG-L		 	 0.73	7.44	 0.0123	 109.1	 -39,	26,	3		Left	triangular	part	of	the	inferior	frontal	gyrus	

	 ICSI-R		 	 0.79	7.45	 0.0096	 65.8	 42,	-5,	-16		Right	inferior	segment	of	the	circular	sulcus	of	the	insula	

Coh.	 PP/STG-L	14-16	 1.16	14.95	0.0189	 152.2	 -58,	6,	-5	 Left	planum	polare	and	lateral	superior	temporal	gyrus	
	 FTS-R	 14-16	 0.96	7.45	 0.04	 129.9	 60,	0,	-1	 Right	first	transverse	sulcus	

	 ACC-R	 16-18	 1.21	10.53	0.0226	 189.3	 6,	47,	19	 Right	anterior	part	of	cingulate	and	sulcus	

*P-values are corrected for multiple comparison correction. † Identification of anatomical 
nomenclature is generally based on automatic parcellation by FreeSurfer (Destrieux et al., 
2010). Abbreviation: Cor., correlation; Coh., coherence. 

IV-4. Discussion 

In this study, we investigated the effect of acuity of AP perception on the RSFC of the right PP, 

which was highly myelinated in the Section III-3.4 (Kim and Knösche, 2016). We found functional 

connectomes in favor of the involvement of the right ventral auditory pathway in AP perception 

and further propose a potential relationship between local myelination within a cortical region and 

its intrinsic and extrinsic FC.  

As hypothesized, we found greater RSFC of the right PP with the adjacent ipsilateral auditory 

cortex (i.e., the right LSTG) as well as the contralateral auditory cortices (i.e., the left PP/LSTG). 

Furthermore, we found additional evidence for the fronto-temporal network integration and a 

close relationship between the auditory RSN and the DMN in AP listeners. In the following 

sections, we will discuss the physiological plausibility and behavioral relevance of the current 

findings. 

IV-4.1. Resting-state Functional Connectivity and Neural Interaction 

It is commonly accepted that BOLD signals are closely related to neuronal activity, as, for example, 

supported by simultaneous measurement of local field potentials (LFPs) and BOLD in optogenetic 

rodents (Lee et al., 2010). Consequently, RSFC should be reflective of interactions between neural 

populations, mediated by neurovascular coupling. Although the dynamics of such coupling 

remains unclear, a line of studies suggests that the connectivity amongst neural activities is indeed 

reflected in the FC based on BOLD signals (Achard and Bullmore, 2007; Achard et al., 2006; Britz 

et al., 2010; Cordes et al., 2001; De Luca et al., 2006; Ko et al., 2011; Qian et al., 2015; Salvador et al., 

2005a; Salvador et al., 2005b; Sasai et al., 2014; Shmuel and Leopold, 2008; Sun et al., 2004).  

One of the points of discussion with respect to this relationship is spectral scale. As mentioned 

above, the dynamics of EEG and fMRI signals are different by about 2–3 orders of magnitude 

(typically, EEG, 1–100 Hz; fMRI, 0.001–1 Hz). Therefore, the spectral relationship between the 



Chapter IV. Intrinsic Functional Connectivity and Absolute Pitch Kim, 2016, Dissertation 

 

 

 101 / 130 

BOLD and electrophysiological signals has been tested in various studies, especially in terms of 

spontaneous neural activities. One possibility is to look at very slow components of 

electrophysiological signals that match the frequency range of BOLD (i.e., < 1 Hz). For instance, 

ICA-based blind source separation on simultaneous recordings of EEG and fMRI during rest 

extracted RSNs based on BOLD signal and EEG (Hiltunen et al., 2014). EEG data were low-pass 

filtered at 55 mHz and down-sampled to match the fMRI data. Several BOLD-RSNs and EEG-

RSNs including the DMN and the salience network (SN) were found spatially overlapped, 

suggesting common neural sources that are reflected in both scalp potentials and BOLD signals. 

Also, in an animal model, strong cross-correlation between LFP and BOLD signals, which were 

both low-pass-filtered at 100 mHz, was found at the time lag of 4 sec in a group of anesthetized rats 

(Pan et al., 2013). However, direct relationships between BOLD and high frequency 

electrophysiological signals have also been reported. For example, in a study using human 

intracortical EEG (iEEG), high coherence between DMN nodes (i.e., the ACC and precuneous) was 

found from slow (15 mHz) BOLD signal and high gamma (65–110 Hz) activities (Ko et al., 2011).  

Another point is the relationship between the frequency of BOLD signals and the range of FC. 

In one of the early seminal studies on resting-state fMRI (Salvador et al., 2005a), partial correlation 

and coherence in a relatively low fMRI frequency range (0.4–152 mHz) generally decayed over the 

increasing Euclidian distance between the regions. However, the connectivity between homologous 

areas in different hemispheres remained strong despite their relatively long distances (Salvador et 

al., 2005a). This effect was absent in patients with acute brainstem ischemia (Salvador et al., 2005a), 

suggesting that the strong interhemispheric connectivity between homologous regions in the lower 

BOLD frequency range may reflect common input from the brainstem rather than transcallosal 

communication. The specific involvement of lower frequencies in long-range connections was 

further supported by a follow-up study (Salvador et al., 2005b): in a relatively low frequency range 

(i.e., 4–152 mHz), mutual information between the homologous regions remained high over 

distance between ROIs, whereas such an effect was not found in a higher frequency range (i.e., 

300–455 mHz). 

In this study, we observed interhemispheric connectivity between the right PP and homologous 

or near-homologous cortical regions in the left hemisphere. As shown in Figure IV-3, the lowest 

frequency bin (0–2 mHz) showed greater coherence over the whole cortex, and especially between 

the homologous regions, in comparison to the relatively high frequencies (24–26, 48–50 mHz). 

This reconfirms and refines the picture of long-range interhemispheric connections being 

prominent in lower BOLD frequencies. Given that the strong low-frequency coherence between 

the homologous pairs was destroyed by brainstem lesion (Salvador et al., 2005a), the current 

observation of low-frequency coherence could imply that AP-related functional/structural 

alteration might exist even from the brainstem level, and that inputs from there give rise to FC 

between distant areas, especially in both auditory cortices. This also agrees with the finding that 
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cortical myelination seems to be related to short-range connections within the right auditory 

cortex, but not to long-range connections.  

IV-4.2. Ventral and Dorsal Auditory Pathways 

In the Chapter III, a postulation was discussed that the right PP is important in AP perception in 

the context of the ‘dual auditory stream’ hypothesis (i.e., dorsal and ventral pathways) (Kaas and 

Hackett, 1999; Rauschecker, 2012; Rauschecker and Tian, 2000), based on the enhanced cortical 

myelination found in the region for AP musicians as in the Section III-3.4 (Kim and Knösche, 

2016). As discussed earlier in III-4.2, the anterior part of the STP has been consistently found to be 

involved in processing non-spatial aspects of auditory information, such as pitch, timbre, and 

phoneme identity (Altmann et al., 2007; Barrett et al., 2005; Barrett and Hall, 2006; Hart et al., 

2004). In particular, as mentioned earlier, the anterior part of the STP including PP showed greater 

sensitivity compared to the posterior part (Warren et al., 2003b). The recognition of pitch chroma 

is what AP listeners are good at, while they may not be better than non-AP musicians at perceiving 

pitch height (Deutsch and Henthorn, 2004; Miyazaki, 1988; Miyazaki, 2004a; Takeuchi and Hulse, 

1993).  

We discovered a positive relationship between the APS and RSFC between the right PP and 

ipsilateral (right LSTG) as well as contralateral (left PP/LSTG) auditory areas. This finding 

supports our hypothesis on the involvement of the ventral auditory pathway in AP perception. 

Moreover, the significant relationship between intracortical myelination in the right PP and its 

RSFC to neighboring non-primary auditory cortices in the right ventral pathway indicates that 

heightened myelination in the right PP is functionally meaningful in auditory processing, 

supposedly preserving specificity of transferred information due to dense cortical myelination. 

Conversely, previous studies have consistently implicated the dorsal auditory pathway with an 

emphasis on structural and functional laterality in favor of the left hemisphere (Keenan et al., 2001; 

Ohnishi et al., 2001; Schlaug et al., 1995). Moreover, the involvement of the left fronto-temporal 

network was demonstrated by increased phase synchrony between the frontal and temporal source 

activities based on EEG data (Elmer et al., 2015) and greater FA of the superior longitudinal 

fasciculus (Oechslin et al., 2009) in AP listeners. However, recent studies (Bermudez et al., 2009; 

Dohn et al., 2015; Wengenroth et al., 2014) suggested that the AP-related processes might not be 

exclusively processed in one hemisphere. Given the rapid processing of AP (Itoh et al., 2005; 

Miyazaki, 1988), chromatic categorization of a given tone and linking that to a lexical label and/or 

a motor program should be done very efficiently. Such efficiency would be maximized only when 

specialized subprocesses are properly integrated. For instance, it could be possible that the 

perceptual process of AP is implemented in the right STP whereas linking the transferred pitch 

chroma representation with verbal or non-verbal labeling is processed in the left VLPFC, as 

previously proposed by Wengenroth and colleagues (Wengenroth et al., 2014). One piece of 
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evidence for such integration could be our current finding of the high degree of RSFC between the 

right PP and the left IFG in AP musicians. 

IV-4.3. Link to the Default-mode Network 

The DMN was initially suggested from the decrease of blood flow during language-related tasks 

compared to resting during PET experiments (Shulman et al., 1997), and has been further 

established by subsequent fMRI studies (Greicius et al., 2003; Smith et al., 2009). Given that the 

notion of ‘default-mode’ came from the deactivation, many studies related the DMN to internally 

generated processes, such as, for example, self-referential episodic memory, prospection, and 

theory of mind (Greicius and Menon, 2004; Spreng et al., 2009). The auditory RSN usually shows 

anticorrelation with the DMN and positive correlation with the SN (Menon, 2011), which directs 

attention to the sensory inputs. This anticorrelation between the DMN and SN seems to reflect 

‘deactivation’ during rest (i.e., negative contrast from the subtraction of ‘rest’ condition from 

‘stimulus’ condition) in block-designed fMRI experiments (Greicius and Menon, 2004). 

In this study, interestingly, the auditory RSN based on the right PP showed APS-related neural 

coupling to the medial frontal structures, that is, ACC, medial SFG, and medial OFG, which are 

known to be crucial nodes of the DMN (Greicius et al., 2003; Greicius et al., 2009; Smith et al., 

2009; Zald et al., 2014). The frequency band of the coherence (10–18 mHz) in the current finding 

was also in accordance with one of the few multimodal BOLD imaging studies using simultaneous 

fMRI and fNIRS (Sasai et al., 2014) that reported a high degree centrality of the ACC in a low 

frequency band (10–30 mHz). Increased RSFC between the right PP and the DMN network might 

be related to spontaneous AP-related processing that is active even during rest, which could result 

in unintentional AP listening (Miyazaki, 2004a). 

IV-4.4. Auditory insular cortex 

We found a positive APS effect for the zero-lag correlation between the right PP and the anterior 

part of the inferior segment of the circular sulcus of the insula (i.e., ICSI). Auditory regions of the 

insula in human brains have been implicated from cytoarchitecture studies (Rivier and Clarke, 

1997), microelectrode recording in patients (Remedios et al., 2009) and fMRI studies (Bamiou et 

al., 2003). It has been previously shown that the anterior insula is involved in auditory object 

identification (Binder et al., 2004).  Moreover, dissection of the anterior insula in epileptic patients 

impaired verbal naming of familiar faces with intact conceptual knowledge (Papagno et al., 2010). 

Taken together, higher RSFC between the right PP and the right ICSI may indicate closer 

interaction for sound source identification in individuals with greater acuity of AP. 
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IV-4.5. Conclusion 

The right PP, which had been identified as more heavily myelinated in AP musicians, was found to 

be part of an AP related network of RSFC. Importantly, this network comprised adjacent ipsilateral 

auditory areas, thus corroborating the prominent role of the right ventral auditory stream in AP 

categorization, and a left hemispheric fronto-temporal network, possibly indexing the integration 

of the categorization and (verbal) labeling/association phases of AP processing. The fact that a 

direct relationship with cortical myelination of the PP was only found for RSFC with neighboring 

ipsilateral areas suggests that this structural change is indeed relevant for the improved 

categorization abilities of AP musicians, but is probably not the only structural alteration giving 

rise to the observed functional changes, in particular with respect to the association phase. 
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V. General Discussion 
The present thesis was strongly motivated by the current lack of mechanistic explanation on how 

the absolute pitch (AP) is realized in some humans. Previous neuroimaging studies only localized 

alteration of morphology, function, and connectivity without any suggestion of neural mechanism 

behind the perception of AP. For instance, if AP listeners have bigger right Heschl’s gyrus and 

greater MEG and BOLD activation (Wengenroth et al., 2014), how does it facilitate AP? But it 

would be only fair to mention that it is not a unique problem in studies on AP but somewhat 

ubiquitous in the neuroimaging field. This thesis also only adds localization of a physical quantity 

that is believed to be related to myeloarchitecture of human cortex, and altered functional coupling 

related to the found cortical area. However, given that more primary and fundamental neural 

processing of audition and pitch perception still remains to be explained in terms of the working 

mechanisms of engaged neural systems, computational modeling of AP certainly requires a lot 

more studies to gain enough knowledge in how human auditory systems work. 

However, the other way around, maybe we could learn more about the general principle of 

human auditory systems by studying human subjects with distinguished auditory perception such 

as AP, which is believed to be an outcome of interaction between genetic and environmental 

factors (Zatorre, 2003). In other words, the studies on AP are not just for understanding the 

unusual auditory perception per se but also could provide insights into the underlying mechanism 

of higher-order auditory processing in general humans. 

I believe the current thesis also contributes to the knowledge on the pitch chroma perception in 

a general sense. For instance, it has been well known in musicology (Deutsch, 1982) and acoustics 

(Shepard, 1964) that people perceive the pitch of sound, which conveys one-dimensional 

information (frequency for pure tones or periodicity for complex tones), as a two-dimensional 

psychological representation (i.e., pitch chroma and pitch height). However, there are only three 

neuroimaging studies (Briley et al., 2013; Moerel et al., 2015; Warren et al., 2003b) that 

investigated the neural underpinning of pitch chroma perception. In the fMRI studies (Moerel et 

al., 2015; Warren et al., 2003b), the anterior part of the superior temporal plane (STP) was found to 

be sensitive to pitch chroma information. Also from the equivalent current dipole (ECD) fitting 

based on the event-related potential (ERP) responding to pitch chroma (Briley et al., 2013), the 

two-dipole model localized bilateral regions on the superior temporal planes (STPs) that were 

anterior and lateral with respect to primary auditory cortex (PAC). In the first study of the current 

thesis, we found myeloarchitectonic correlates of the AP, which entails absolute recognition of 

pitch chroma but not of pitch height. Thus our finding suggests that the processor of pitch chroma 

information lies in the anterior STP and converges with the previous functional studies from a 

different perspective. 
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In this final chapter, I will summarize key findings of the individual studies, contributions of the 

current thesis, and possible implications to the pitch chroma perception in general population. In 

addition, I will discuss limitations of the current thesis and ideas for future studies that could 

eventually contribute to the computational modeling of the absolute recognition of pitch chroma. 

V-1. Main findings 

Our research questions were (1) whether the microstructure of the auditory cortex is related to AP, 

(2) if any, to what extent the alteration of myelination affects functional connectivity, and (3) its 

relevance to the ventral auditory pathway. We discovered novel findings as follows: 

(1) There is a positive effect of AP (i.e., group difference) and AP score (APS) in the 

quantitative relaxation rate (qR1), reflecting cortical myelin density, in the right planum 

polare (PP).  

(2) The AP-related myelination was differentiated from another association between the 

relative pitch discrimination ability and qR1 in the lateral Heschl’s gyrus (HG). 

(3) There are positive effects of APS in the resting-state functional connectivity (RSFC; i.e., 

zero-lag cross-correlation and cross-coherence) based on the right PP (which was more 

myelinated in individuals with higher APS) in: 

a. adjacent auditory cortex (i.e., the right lateral superior temporal gyrus (LSTG)) and 

auditory insular cortex (i.e., the anterior region of the right inferior circular sulcus 

of the insula (ICSI)), 

b. contralateral homologues (i.e., the left PP and the left LSTG), 

c. anteromedial structures (i.e., the medial orbitofrontal cortex (OFC), the left anterior 

cingulate cortex (ACC), the right medial superior frontal gyrus (SFG)), 

d. ventrolateral frontal cortex (i.e., the left inferior frontal cortex (IFG)). 

First, the myeloarchitecture of auditory cortex, in particular the right PP, was found to correlate 

with the APS. Because the APS effect was found only at the middle depth (i.e. at 50 % of cortical 

thickness from the inner boundary toward the outer boundary of cortex), we speculated that the 

increase of myelin content would be related to lateral connections between adjacent groups of 

neurons in the PP. From histological works, it has been known that a subfield of the PP called the 

anterior area (AA) has a dense distribution of pyramidal cell bodies in layer III (Rivier and Clarke, 

1997). It has been also known that an anterior subfield of the PP called Temporalgebiet (TG; 

temporal area; (von Economo and Koskinas, 1925)) has widely spread (i.e., about 5–6 mm; 

compared to 1–2 mm of PAC) connections towards Heschl’s gyrus and non-primary auditory 

cortices (Tardif and Clarke, 2001). Given such a prominent myeloarchitecture of the PP implying 
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its integrative function, the cortical myelin in the region is highly likely to be engaged in higher 

level auditory processing at the cortex level, which could be essential for the perceptual stage of AP. 

Second, we found a close relationship between the cortical myelin in the right LSTG and 

frequency discrimination thresholds (FDT). The pitch discrimination test for FDT did not require 

verbal coding or absolute pitch memory as the two sine tones (i.e., reference and target) were 

presented without a lag in-between. The measure showed clear distinction between musicians and 

non-musicians (T(32) = 2.6, p = 0.013; not previously reported data, comparing 19 musicians vs. 

age/gender matched 15 non-musicians) whereas no significant difference found between musicians 

with and without AP (T(17) = 0.56, p = 0.57). Thus the behavioral measure is irrelevant to AP but 

related to the spectral resolution of auditory systems, presumably at the pitch extraction level. We 

found neuronal correlates of the FDT in the right LSTG consistently with previous studies that 

found higher selectivity in the frequency domain of the right auditory cortex, particularly the 

lateral borders of HG and LSTG (Bendor and Wang, 2005; Norman-Haignere et al., 2013; 

Patterson et al., 2002; Penagos et al., 2004). It is very intriguing that the myeloarchitectonic 

correlate of AP was in close proximity, but clearly distinguished from that of FDT, which reflects 

the behavioral dissociation of the AP precision and the relative spectral resolution that has been 

constantly found throughout literature (Deutsch and Henthorn, 2004; Miyazaki, 1988; Miyazaki, 

2004a; Takeuchi and Hulse, 1993). This dissociation of myeloarchitectures suggests that precise 

extraction of pitch occurs in the right LSTG (or a sub-network centering at LSTG) while chromatic 

categorization of the extracted pitch takes place in the right PP (or its sub-network). 

Third, the highly myelinated subregion of the right PP showed greater functional connectivity 

with various cortical regions during rest in individuals with higher APS supporting the importance 

of the right PP in the AP-related resting-state networks. We hypothesized that the RSFC between 

the right PP and the other auditory regions along the ventral pathway would correlate with APS, if 

the right PP bears a central position in the AP-specific ventral pathway. As expected, we found that 

the resting-state fluctuations of the BOLD signal in the right PP were more tightly coupled with the 

adjacent auditory cortex (i.e., the right LSTG) and the contralateral homologues (i.e., the left 

PP/LSTG) in musicians with better APS. In addition, we also found increased RSFC between the 

right PP and the right ICSI in musicians with greater APS, of which the implication in auditory 

object identification has been known from an fMRI study (Binder et al., 2004), an MEG study 

(Ahveninen et al., 2016), and a lesion study (Papagno et al., 2010). This finding suggests that the 

right PP in fact has a pivotal role that is relevant to AP in the ventral auditory pathway.  

Moreover, we found greater RSFC between the right PP and anterior medial structures (i.e., the 

left ACC and the right medial SFG) that are known as important nodes of the default-mode 

network (DMN) (Greicius et al., 2003; Greicius et al., 2009; Smith et al., 2009; Zald et al., 2014). 

Commonly auditory cortex is encapsulated in the salience network, which negatively correlates 
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with DMN. This alteration may reflect the spontaneity of AP even during rest, which enables 

unintended perception of pitch chroma of ambient noise.  

Finally, we found a positive effect of APS in the RSFC between the right PP and the left 

ventrolateral prefrontal cortex (i.e., the left IFG, loosely corresponding to Broca’s area). This 

increased connectivity between the right PP and the left IFG could be an indication of 

communication between the perceptual stage and the (verbal) associative stage of the AP. 

V-2. Contributions of the Current Thesis 

As previously mentioned, I suggest that the current thesis contributes to the knowledge on the 

pitch chroma perception in AP listeners as well as in the general population. In this section, I will 

discuss how the present thesis expands our understanding of the neural mechanism of AP and how 

it could be related to general auditory perception in people without AP.  

First of all, the current thesis stresses the importance of the perceptual part of the AP in contrast 

to the view that most people have ‘implicit AP’ and the only difference between AP and non-AP 

listeners is just the speed of the association between the ‘absolute memory’ and verbal labels 

(Levitin, 1994; Smith and Schmuckler, 2008). It is well known that many people have relatively 

good memory of the pitch in the absolute sense of ones’ favorite songs (Levitin, 1994) or frequently 

exposed tones such as landline ring tones (Smith and Schmuckler, 2008) or the censoring tone at 

1K Hz used for masking inappropriate words in movies or TV shows (Van Hedger et al., 2016). In 

the trials where a participant was required to sing or hum one’s familiar songs (Levitin, 1994), the 

average absolute deviations corrected for octave-error were 1.84 and 2.25 semitones for the first 

and second songs, respectively (the data was not numerically given in the text, so computed from 

the histograms in the paper). Given that the chance level is 3 semitones for octave-corrected 

deviations, the performance is not as impressive as the authors suggested, particularly for the 

second trial. Moreover, the proportion of the people who sang in exact pitch was about 20 % out of 

43 subjects. Especially, the sample included subjects with and without musical background. Thus, 

that study (Levitin, 1994) only weakly supports the argument that the ‘implicit AP’ is ubiquitous in 

general population.  

Previously, Itoh and colleagues observed the ‘AP negativity’ (Itoh et al., 2005), which is a 

negative EEG component peaking around 150 ms after auditory stimulus onset. Because this early 

EEG component was found only in musicians with AP, it was suggested that early auditory process 

is crucial in AP perception. Conversely, another EEG study reported absence of the AP negativity 

in musicians (Elmer et al., 2013) arguing that there is no AP-specific activity in the early stage of 

auditory processing. However, Itoh and colleagues observed the AP negativity at a left posterior-

temporal electrode (i.e., T5 in the conventional 10-20 EEG lattice) (Itoh et al., 2005) whereas 

electrodes in posterior-temporal regions were simply discarded in the analysis of Elmer and 
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colleagues (Elmer et al., 2013). Thus the negative result in the study (Elmer et al., 2013) did not 

disprove alteration in the perceptual stage of AP. Instead, there is a line of evidence that function 

and structures of the temporal lobes of musicians with AP are different from that of musicians 

without AP from fMRI (Dohn et al., 2015; Itoh et al., 2005; Keenan et al., 2001; Luders et al., 2004; 

Ohnishi et al., 2001; Schlaug et al., 1995; Wengenroth et al., 2014; Zatorre et al., 1998). Given the 

latency of the P2 (i.e., 200-300 ms) that is known as to be generated from anterior planum 

temporale (PT) from musicians with and without AP (Wengenroth et al., 2014) and the latency of 

the AP negativity (i.e., 150 ms), the M/EEG responses are likely to reflect functional alternation in 

the non-primary auditory cortex, presumably rendering distinctive pitch chroma extraction. Taken 

together, by focusing on the auditory cortices of AP listeners, the current thesis draws attention to 

the most important and intriguing part of AP. 

Second, more importantly, the current thesis suggests a link between the absolute recognition of 

pitch chroma and the ventral auditory pathway based on the dual pathway hypothesis. According 

to the hypothesis and several related pieces of evidence, the ventral pathway processes object 

identity related features. In many fMRI studies sensitivity to location-invariant features that are 

related to the identity of a sound source such as timbre, phoneme, frequency modulation, melody 

contour, and pitch chroma was found in constituents of the ventral pathway (Altmann et al., 2007; 

Barrett et al., 2005; Barrett and Hall, 2006; DeWitt and Rauschecker, 2012; Hart et al., 2004; 

Warren et al., 2003b) whereas sensitivity to spatial information and somatosensory/motor related 

information was found throughout the dorsal pathway including parietal, and sensory/motor 

cortices (Arnott and Alain, 2011; Rauschecker, 2011; Warren et al., 2005).  

Given this distinction, the chromatic categorization is more likely to be realized in the ventral 

pathway than the dorsal pathway, because pitch chroma is a discrete (i.e., categorizable) feature of 

a tone to AP listeners unlike non-AP listeners. Therefore, we suggested that the heavy myelination 

in the right PP has a close relationship with the chromatic categorization in AP listeners as 

mentioned in the Chapter III (Kim and Knösche, 2016), which has not been considered as a 

framework to explain the perceptual stage of the AP recognition before our publication. In fact, the 

alteration of fractional anisotropy in the right ventral pathway, in particular inferior longitudinal 

fasciculus (ILF), had already been reported (Dohn et al., 2015), but the dual pathway hypothesis for 

an underlying mechanism of AP had not been introduced. 

It should be noted that the suggested importance of the ventral pathway in AP is not mutually 

exclusive with the previous literature that consistently reported alteration in the left dorsal pathway 

(i.e., posterior planum temporale (PT), superior longitudinal fasciculus (SLF), dorsolateral 

prefrontal cortex (DLPFC) in the left hemisphere) in musicians with AP (Itoh et al., 2005; Keenan 

et al., 2001; Luders et al., 2004; Oechslin et al., 2009; Ohnishi et al., 2001; Schlaug et al., 1995; 

Wengenroth et al., 2014; Zatorre et al., 1998). Although we did not find alteration in the left dorsal 

pathway, it is plausible that the left hemisphere could actively contribute to the other processes of 



Chapter V. Discussion Kim, 2016, Dissertation 

 

 

 110 / 130 

AP recognition. Other than the relationship with AP, the left PT was also implicated from auditory 

processing of rapidly changing phonetic cues in musicians compared to non-musicians (Elmer et 

al., 2012), which could be understood in the context of hemispheric-specialization in terms of 

processing window duration (i.e., the left PT mainly processes at the low-spectral and high-

temporal resolution) (Zatorre and Belin, 2001). Furthermore, a close relationship between the 

posterior STP and motor/somatosensory cortices was found while well-trained musicians were 

watching a video clip of playing the piano (Hasegawa et al., 2004). Rauschecker extended the role 

of the dorsal pathway (from the auditory cortex towards premotor cortex via inferior parietal 

lobules) as including somatosensory and premotor cortices with respect to vocalization 

motor/feedback systems (Rauschecker, 2011). All things considered, the role of the left dorsal 

pathway could be association between the chromatic categorization and the verbal labels (i.e., 

solfeggio) and sensory/motor programs (i.e., playing their own musical instruments) followed by 

pitch chroma extraction, which is more likely to be processed along the right ventral auditory 

pathway as given in the Chapter III (Kim and Knösche, 2016). 

The auditory pathways that are possibly involved in AP are depicted in Figure V-1. As already 

discussed above, only the left dorsal pathway (a blue arrow in Figure V-1) has been emphasized in 

previous studies concerning functional and structural alteration of temporal cortex (Itoh et al., 

2005; Keenan et al., 2001; Luders et al., 2004; Oechslin et al., 2009; Ohnishi et al., 2001; Schlaug et 

al., 1995). However, in our current studies presented in the Chapter III and Chapter IV (Kim and 

Knösche, 2016; Kim and Knösche, in preparation), the importance of the ventral pathway in AP 

was suggested based on greater cortical myelin in the right PP and greater functional connectivity 

between the right PP (in green) and the left PP and anterior LSTG (in red). Additionally, the right 

HG (including lateral aspects) (Wengenroth et al., 2014) was also found greater in AP musicians. 

We have not found significant alterations in the right dorsal pathway (in gray), which could be 

related to pitch height perception given the importance of octaves in auditory scene segregation 

(Warren et al., 2003a). Moreover, it remains unclear to what extent subcortical structures are also 

involved in AP processing. Given that the coherence between the right and left PPs in a low 

frequency bin was stronger in musicians with better AP and that the interhemispheric coherence 

across long distance was affected by lesions in brainstem (Salvador et al., 2005a), the involvement 

of subcortical structures in AP might be possible although we did not find significant effect in the 

current data. 
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Figure V-1. Overview of fronto-temporal networks and subcortical networks. 
Abbreviations: CN, cochlear nucleus; SOC, superior olive complex; ICC, inferior colliculus; 
MGB, medial geniculate body; HG, Heschl’s gyrus; PP, planum polare; PT, planum 
temporale; LSTG, lateral superior temporal gyrus; STS, superior temporal sulcus; SMG, 
supramarginal gyrus; INS, insula; CS, central sulcus; Pre-/PostCG, pre/post-central gyrus; 
VLPFC, ventrolateral prefrontal cortex; DLPFC, dorsolateral prefrontal cortex. 

Finally, as mentioned earlier, it has been known that the sensitivity to pitch chroma was 

localized in the bilateral anterior STPs in non-musicians without AP from the fMRI study (Warren 

et al., 2003b). The abovementioned EEG study also localized the pitch onset response by two 

dipoles on the bilateral STPs that were more anterior and lateral compared to that of the sound 

onset response (Briley et al., 2013). In the current thesis, the right PP showed heavier cortical 

myelination and its functional connectivity between the cortical regions that are included in the 

ventral pathway. As behaviorally demonstrated throughout the literature (Deutsch and Henthorn, 

2004; Miyazaki, 1988; Miyazaki, 2004a; Takeuchi and Hulse, 1993), some AP listeners make errors 

in pitch height without errors in pitch chroma, especially for unfamiliar timbre or pitch range. 

Thus, the cortical myelination in the right PP may have implication even for non-AP listeners. 

Since the acuity of AP perception was positively correlated with the cortical myelin in the PP over 

musicians with various degree of AP (i.e., non-AP, quasi-AP, genuine-AP, and so on), it is likely 

that the pitch chroma extraction process, possibly matching the pitch of the current input to long-

term (i.e., AP-specific) or short-term (i.e., temporary tonal context or an explicit reference) 

templates, takes place in the right PP. Musicians with AP can be thought as a human model with 

certain genetic/environmental interactions that render internalization of pitch chroma references 

as previously suggested (Zatorre, 2003). Therefore, studies on AP provide valuable insights into 

how the human auditory system encodes tonal context and matches pitch chroma with references. 
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V-3. Remaining Questions and Ideas for Future Studies 

While the current thesis adds knowledge on the myeloarchitecture and intrinsic functional 

connectivity of the auditory cortex in musicians with AP, there are abundant questions that remain 

to be revealed to answer how AP is realized in the human auditory systems. In the following 

subsections, I will discuss some of these questions and ideas for further investigations. 

V-1.1. Separation of Pitch Chroma and Pitch Height Processing 

Inspired by the study by Warren and colleagues (Warren et al., 2003b), the distribution of neurons 

that are sensitive to pitch chroma and pitch height, respectively, over the STPs should be examined 

in AP listeners. Already our structural findings and their functional relevance with respect to the 

ventral auditory pathway implicate that pitch chroma information would be processed in the 

anterior STP. However, there has been no direct functional evidence that this separation is 

enhanced in AP listeners. Functional mapping of sensitivity of chroma and height in AP listeners, 

if found, is expected to consolidate our hypothesis that the absolute pitch chroma processing takes 

place in the right PP and adjacent auditory cortices along the ventral pathway. 

There is a report that pure tones (sine waves) failed to attenuate cortical response to pitch-onset 

in non-AP non-musicians (Briley et al., 2013). Moreover, previous pitch chroma studies used 

complex or musical tones (Moerel et al., 2015; Warren et al., 2003b). It would be even more 

interesting whether such an effect of timbre interacts with the AP perception by using pure tones 

and complex tones for experiment stimuli. 

V-1.2.  Pitch Exaction and Chromatic Categorization 

We have assumed the pitch chroma would be categorized after the extraction of pitch 

(presumably in the lateral HG and anterior LSTG) in AP listeners. Because we found distinctive 

myeloarchitectonic correlates for the AP score (APS) and frequency discrimination threshold 

(FDT) in the right PP and the right LSTG, respectively as in the Chapter III (Kim and Knösche, 

2016), it seems are adjacent but different groups of neurons work on fine-resolution pitch 

extraction (i.e., < 0.1 semitone) and chromatic categorization (i.e., > 1 semitone). However, there 

have been no direct functional studies so far. Thus it is still unclear whether the two supposed 

extraction processes really exist and whether they are consequential or simultaneous. 

For pitch extraction, the pitch onset response (POR, sensitive to ‘pitchness’, or prominent 

periodicity that can be detected by autocorrelation) is known to be distinctive from the sound 

onset response (SOR, sensitive to energy change). In an early study (Krumbholz et al., 2003) to 

segregate POR from SOR, an adaptation paradigm (see Figure V-2 for an example) was used: 

White noise was first presented followed by iterated ripple noise (IRN) (Yost, 1996) with the same 

energy but evoking pitchness to attenuate SOR and elicit only POR (Krumbholz et al., 2003). In a 
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following study with human deep electrode recordings (Schönwiesner and Zatorre, 2008), the 

medial HG showed only SOR (latency of 100-130 ms) but no POR whereas the lateral HG showed 

only strong POR (latency of 220 ms) with no SOR. This double dissociation serves as strong 

evidence that the pitch extraction process is likely to engage the lateral HG but not the medial 

region. Moreover, it is still possible that other non-primary auditory cortices, presumably LSTG 

and/or PT, would engage in pitch extraction (Barker et al., 2012; Griffiths and Warren, 2002; Hall 

and Plack, 2009). 

AP-related early processing in the temporal lobes has been suggested from ERP/ERF studies in 

forms of ‘AP negativity’ (Itoh et al., 2005) and N100 (Hirose et al., 2004; Hirose et al., 2005; Itoh et 

al., 2005) from temporal electrodes. Such early responses were not observed in the frontal/central 

electrodes (Elmer et al., 2013; Rogenmoser et al., 2015). Considering the short latency (i.e., 100-150 

ms) of AP-related ERPs and the relatively long latency of POR (i.e., later than 200 ms), it may be 

possible that the pitch extraction process is altered in AP listeners, possibly integrating the 

extraction of pitch and chroma. Alternatively, it could be also possible that the POR is much earlier 

in AP listeners than in the general population. 

To differentiate the pitch and chroma extraction processes, independent parameterization of 

periodicity and pitch chroma can be easily achieved using IRN. Using the adaptation paradigm, 

but instead of white noise using IRN with various degree of periodicity and pitch chroma (Briley et 

al., 2013), it may possible to disentangle pitch extraction and chromatic categorization. 

 

Figure V-2. An example of adaptation paradigm. After presenting an adapter for 1.5 s, a 
probe stimulus was briefly given for 0.25 s. If the same group of neurons would process 
both of the adaptor and the probe, the probe response should be similar to the sustained, 
attenuated response. Conversely, if different groups of neurons would process the adaptor 
and probe respectively, the probe response should be as strong as the adapter onset 
response Abbreviations: OnR, onset response; SR, sustained response; PR, probe response. 

Tomlinson 1990; Fishman et al. 1998; Steinschneider et al.
1998; Bendor and Wang 2005, 2010; but see Schnupp and
Bizley 2010, for a recent critique of this idea). This idea has
arisen as a result of the fact that sounds with different spectral
compositions, and thus different “timbre,” can still elicit the
same pitch. Examples include the different vowels in speech or
the sounds produced by different musical instruments. Dedi-
cated pitch neurons would be expected to be similarly activated
by pure tones as by complex tones with the same pitch. Under
this assumption, the pure-tone condition would be expected to
yield a similar pattern of results as the complex-tone condition.

Materials and Methods

Stimuli
Each trial consisted of an adapter stimulus followed immediately (in
order to maximize the adaptation effect) by a short (250-ms) probe
stimulus (Fig. 3A). The stimuli were gated on and off with 10-ms
quarter-cosine ramps to avoid audible clicks. At their transition, the
gates were crossfaded so that the intensity envelope of the composite
stimulus remained flat. The adapter was much longer than the probe
(1500 ms) to allow the response to the adapter onset (“OnR” in
Fig. 3B) to subside before the probe onset. The adapter and probe
were either pure tones or a quasiperiodic noise, referred to as “iter-
ated rippled noise,” or IRN (Yost et al. 1996). All stimuli were pre-
sented binaurally at an overall level of 70 dB SPL. The silent gap
between trials was 1500 ms.

Apart from being only partially periodic, IRN is similar to the har-
monic complex tones used in many previous studies of pitch proces-
sing. IRN was generated using the “add-original” procedure described
by Yost et al. (1996). This involves mixing a sample of random (Gaus-
sian) noise with a copy of the same noise sample, delayed by the
“quasiperiod,” P, and then iterating the process (the current study
used 16 iterations). P is equivalent to the period in harmonic tones.

The procedure imparts a degree of periodicity to the noise waveform,
which gives rise to a pitch at the reciprocal of the quasiperiod, R
(henceforth referred to as “repetition rate”). IRN has been shown to
activate similar brain areas as harmonic tones (Penagos et al. 2004)
but produce a stronger pitch-related response (Barker et al. 2012).
Barker et al. raised the concern that the stronger response to IRN
might be related to longer-term spectro-temporal modulations that are
present in IRN but not in harmonic tones. However, these modu-
lations could not explain transient electrophysiological (EEG and
MEG) responses to IRN such as those measured in this study or the
study by Krumbholz et al. (2003), because these responses set in only
a few tens of milliseconds after the stimulus onset (see Fig. 6), at
which point the longer-term modulations have not yet unfolded. This
was confirmed by Steinmann and Gutschalk (2012) using MEG; they
showed that both the transient and sustained MEG responses to IRN
are unaffected by the IRN modulations. The adapter and probe were
generated afresh, using new noise samples, for each trial. The rep-
etition rate (IRN) or frequency (pure tones) of the probe stimulus had
a nominal value of 125 or 500 Hz, respectively. These values were
chosen to ensure that the repetition rates of the IRN stimuli were
within the range that is relevant for music and speech, and that the
frequencies of the pure-tone stimuli were within the hearing range.
The exact value of the probe repetition rate or frequency was varied
from trial to trial within a one-third-octave range around the nominal
value to avoid across-trial adaptation to the probe. The repetition rate
or frequency of the adapters was varied relative to that of the probe
to vary the pitch separation between the adapter and probe. In Exper-
iment 1, pitch separations of 0.5, 1, and 1.5 octaves were used. The

Figure 3. Stimulus design and average response. (A) Example stimulus waveform.
The adapter is plotted in black, and the probe in gray. (B) Average response across all
participants and pitch separations. Each black line represents a recording channel and
the response from the vertex channel (Cz) is plotted in gray. OnR, Onset Response;
SR, Sustained Response; PR, Probe Response.

Figure 1. Physical and perceptual dimensions of pitch. (A) Pressure waveform of middle C played on the piano. The waveform repetition rate, R, is the reciprocal of the
waveform period, P. (B) Schematic piano keyboard (2 octaves shown), indicating the position of middle C. (C) The pitch helix, consisting of a linear, “pitch height,” dimension and
a cyclical, “pitch chroma”, dimension. Two notes separated by an octave (blue line) have a lesser distance than 2 notes separated by a half-octave (red line).

Figure 2. Schematic illustrating the rationale of the adaptation paradigm. (A) A
strongly adapted probe response is taken to indicate that the adapter (black) and
probe (gray) are represented by the same, or similar, groups of neurons. (B) A weakly
adapted probe response is taken to indicate representation by different groups of
neurons.
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The figure was reproduced from Briley et al. (2013), copyright reserved by Oxford 
University Press. 

V-1.3. Chromatic categorization in non-APs 

The abovementioned question on the distinction between the pitch extraction and the pitch 

chroma extraction raises a related question: is the chromatic categorization in AP listeners a 

similar process to that in non-AP listeners with tonal context? It has been consistently shown that 

the general population (regardless of AP) perceives pitch as a 2-D helical representation (Briley et 

al., 2013; Shepard, 1964; Warren et al., 2003a; Warren et al., 2003b). That is, a tone with the 

frequency of f ‘sounds closer’ to that of 2f then g when f < g < 2f. However, the perception of pitch 

chroma in non-AP listeners could be different from that of AP listeners. As illustrated in Figure 

V-3, non-AP musicians possess only ‘tonal pitch perception’17: they cannot directly recognize the 

pitch chroma of a tone but only the tonal function (e.g., dominant) of a tone in a given tonal 

context. Only when explicit information is given (e.g., the scale was G major), non-AP listeners can 

‘compute’ its pitch chroma (e.g., the perfect 5th from G is D, thus that tone was D). On the other 

hand, AP listeners can directly perceive the chroma (e.g., D) and find the key from the tonal 

context (e.g., that scale is G). Based on that, AP musicians may ‘compute’ the tonal function (e.g., 

the interval between G and D is the perfect fifth, which is called dominant) or recognize the tonal 

function directly with sufficient training in tonal function processing similar to non-AP musicians. 

It should be noted that musicians in general, including ones with AP, are trained for processing 

tonal functions and tonal contexts (which allows musical tasks such as transposition or 

coordination with other instruments). 

 

Figure V-3. Schematic view of tonal pitch based on tonal function and absolute pitch based 
on pitch chroma. Musicians are trained for tonal pitch, thus many AP musicians are also 
excellent in processing tonal function and context. 

                                                        
17 The described perception is commonly called ‘relative pitch’ in music education. However, in 

order to avoid confusion with pitch discrimination, which is also relative pitch processing, here I 

name it ‘tonal pitch’. 
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Given the opposite direction of pitch processing, the direct recognition of pitch chroma in APs 

may not be compatible to the relative recognition of tonal function. This could be tested by 

priming a task where non-AP musicians are required to report the pitch chroma of a given tone 

with various tonal contexts and in absence of it. Comparing this tonal function recognition in non-

AP musicians with direct pitch chroma recognition would provide important evidence on the 

similarity and dissimilarity of the two processes.  

V-1.4. Chromatic Categorization of Ambiguous Pitch 

For the categorical perception (or perceptual decision making), ambiguous stimuli provide a 

means to separate the reflection of physical input and its psychological perception. For instance, 

Kilian-Hutten and colleagues, using decoding analysis, localized information that distinguishes 

different interpretations of physically identical sound (morphed phonemes) in the left STP (Kilian-

Hutten et al., 2011). Inspired by that study, one could try to differentiate brain activities that are 

solely involved in chromatic categorization from other neural signals that are related to specific 

pitch. 

In a preliminary study, musicians with AP responded to tones that are ‘mistuned’ by sub-

semitone intervals form standard tuning (i.e., A4 = 440 Hz). The results show stochastic response 

patterns generally showing sigmoid curves as given in Figure V-4. However, the sigmoid curves 

would be also possible when AP listeners perceived deviant tones as clearly shifted tones (e.g., 

“right between the C and C#”), but just because the response device was a piano they pressed either 

one of two keys randomly. In this case, the assumption of different perceptions does not hold. 

Therefore, behavioral studies and structured interviews should be done before designing imaging 

experiments. 

 

Figure V-4. Psychoacoustic responses to sub-semitone-deviated tones in the timbre of 
piano tone (upper row, red) and pure (sinusoid) tone (lower row, blue) from 5 musicians 
with absolute pitch.
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