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In the present study, important features of the two-phase flow in a fluidized bed crystallizer are exam-
ined by numerical computations and companion experiments. The simulations are carried out using a
coupled CFD-DEM approach (CFD: Computational Fluid Dynamics; DEM: Discrete Element Method).
After validating an open-source CFD-DEM software tool for this purpose, regions within the crystallizer
with unfavorable hydrodynamic features and thus a negatively impacted process outcome have been
identified. This was first accomplished by single-phase CFD simulations. Then, the validated CFD-DEM
model delivers valuable information that is difficult or even impossible to measure experimentally with
sufficient accuracy, such as the velocity and position of fluidized crystals within the crystallizer.
Since the simulations are computationally challenging, a compromise between simulated process time

and number of simulated particles must be found. Hence, the CFD-DEM simulations are not utilized to
simulate the whole crystallization process, but to examine a short time-window in detail.
Corresponding findings confirm proper fluidization of the crystals support the model reduction carried
out in a parallel project.
� 2017 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Crystallization is an important process in the chemical, pharma-
ceutical, and food industry and is the subject of many current
research projects, e.g., (Reinhold and Briesen, 2015; Ochsenbein
et al., 2015; Fang et al., 2015). In solid/liquid crystallizers, crystal
growth is greatly influenced by the hydrodynamics (Ashraf Ali
et al., 2013; Ashraf Ali et al., 2015). In comparison with solid–gas
fluidized beds (Fries et al., 2013; Chen et al., 2015), studies pertain-
ing to solid–liquid fluidization are relatively scarce in the scientific
literature (Ashraf Ali et al., 2015; Qiu and Wu, 2014). A fluidized
bed crystallizer is examined in the present study, with the ultimate
objective of optimizing set-up and process conditions.

The process under investigation aims to realize the synthesis of
a desired enantiomer as well as the separation of racemic mixtures
by selective crystallization (Binev, 2015; Binev et al., 2016). Enan-
tiomers are chemical molecules that spatially behave like mirror
images of each other. They have identical physicochemical proper-
ties, but differ in their behavior in a chiral environment (e.g., in liv-
ing organisms). As such, the use of pure enantiomers plays a
particularly important role in life-science industries. Under certain
conditions, crystallization can be used for enantiomer extraction. It
is particularly advantageous that crystallization is both highly
selective, thus leading to high purities, while simultaneously
allowing a targeted particle design.
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Nomenclature

a volume fraction (–)
c damping constant (–)
d diameter (m)
F force (N)
h height (m)
k stiffness (–)
p pressure (Pa)
R momentum exchange (N/m3)
q density (kg/m3)
t time (s)
s stress tensor (Pa)
N number (–)
m kinematic viscosity (m2/s)

v velocity (m/s)
x spatial overlapping (–)
z vertical axis of the crystallizer or column (m)

Subscripts
b body
f fluid
i; j contact partners
n normal
p particle
t tangential
z vertical coordinate of the crystallizer or column
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To produce fine chemicals, batch processes are typically used.
However, in order to ensure constant product quality, but also to
allow for larger production capacities (e.g., to produce aminoacids),
continuous crystallization processes would be a very attractive
alternative.

The development and optimization of a continuous crystalliza-
tion process is currently the subject of intense research activities in
our group, as described in particular in Qamar et al. (2013), Lorenz
and Seidel-Morgenstern (2014), Fayzullin et al. (2014), Eicke et al.
(2013). Fig. 1 shows the basic structure of the novel operating
process.

Two identically-built crystallizers constitute the main part of
the process. The two crystallizers are connected in parallel and a
reaction runs synchronously in both crystallizers. This allows pro-
ducing simultaneously two outlet streams; each contains just a
single enantiomer. Although typically only one of the enantiomers
is the target, the continuous production of the second one is also
very attractive. The counter-enantiomer can be applied for other
applications (e.g., as a building block for further chiral molecules)
or it can be racemized and recycled. The crystallizers are continu-
ously supplied with a saturated solution of a racemic solid via a
feed tank. The inlet is located at the bottom of the crystallizer. To
start the crystallization process, fixed amounts of enantiopure seed
Fig. 1. Principle of the novel continuous crystallization
crystals are given initially in each of the two crystallizers. Thus, one
crystallizer initially contains the desired enantiomer, while the
other crystallizer contains the counter-enantiomer. The selective
growth of the seed crystals reduces the supersaturation of the solu-
tion in both vessels. The solutions with the remaining enantiomer
leave the crystallizer at the top and are returned via heated lines
(in order to dissolve them) to the feed tank, before re-circulating.
Meanwhile, particles of a specific size are drawn off as a suspen-
sion in the middle part of the crystallizer. To ensure that the pro-
cess runs continuously, particles below a certain size are
continuously transported out at the top of the crystallizer while
particles of larger sizes, which sink to the bottom of the crystal-
lizer, are transported into an ultrasonic bath where they are
crushed. The crushed particles are transported back into the crys-
tallizer and act as seeds. Significant advantages of the process are
the recycling of both (1) the undesired enantiomer, and of (2) all
crystals that are not in the target size area (too small or too large).
Furthermore, the connection of the two vessels increases in both
cases the growth rate of the target enantiomer and suppresses
the tendency for unwanted nucleation of the counter-enantiomer.

Fig. 2 shows the setup operated at the Max Planck Institute for
Dynamics of Complex Technical Systems (MPI), Magdeburg, Ger-
many. The crystallizers are visible in the framed boxes. The feed
process for the synthesis of a desired enantiomer.
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tank is placed below. Though the crystallizer is already in opera-
tion, the results obtained could still be further optimized. One
major problem is that the position of the crystals within the crys-
tallizer as a function of their size cannot be predicted theoretically
or measured experimentally, due to unknown hydrodynamics,
poorly characterized fluidization behavior, opacity, and limited
instrumentation. Considering that experimental measurements
under real conditions are extremely difficult to carry out, accurate
simulations are essential to supply valuable information and guide
process improvement, opening the door for process optimization
(Daróczy et al., 2014) based on coupling computational fluid
dynamics (CFD) with discrete element method (DEM).

Such coupled CFD-DEM simulations constitute a relatively new,
but promising, approach for the simulation of multiphase flows
(Harris et al., 1996; Fries et al., 2011). CFD-DEM calculations belong
to the so-called four-way coupling methods (Crowe, 2005), which
means that

1. the fluid (continuous phase) influences the particles,
2. the particles have an influence on the fluid flow,
3. particle disturbance of the fluid locally affects the motion of

other particles as well (an effect often called particle
swarm), and

4. the particles can collide with one another as well as with
the crystallizer walls.

The advantage of CFD-DEM simulations compared to simpler
multiphase models, e.g., Discrete Phase Simulations (DPM), is that
particle–particle interactions are directly taken into account, as
well as the flow modifications due to swarm effects. In the flu-
idized bed crystallizer considered here, these interactions have a
noticeable impact, as the suspension density is very high, explain-
ing the need for CFD-DEM simulations (Ashraf Ali et al., 2013;
Ashraf Ali et al., 2015) instead of, e.g., DPM. The average solid vol-
ume fraction in the simulations of the crystallizer with the lowest
suspension densities is 0.00031; the maximum solid volume frac-
tion is 0.01631. According to Sommerfeld et al. (2008), particle–par
ticle-interactions have to be taken into account as soon as solid
volume fraction is higher than 0.0004. This condition is clearly ful-
filled here.
Fig. 2. Existing test apparatus installed at MPI Magdeburg.
This paper first provides a brief description of the employed
CFD-DEM model, before discussing simulation models and mea-
surement data in more detail. In order to validate the CFD-DEM
simulations with companion validation experiments, tests with
fluidized particles were performed in a specially designed test
crystallizer using inert, spherical glass beads instead of crystals.
In the rest of this paper the experiments in the original crystallizer
are denoted by Setup 1, the experiments in the specially designed
test crystallizer with glass beads are denoted by Setup 2. Then,
areas with unfavorable hydrodynamic features were identified by
CFD simulations, and solutions were proposed and implemented
to solve these issues. The validated CFD-DEM simulations provide
valuable information to foster process understanding, such as
velocities (both absolute and relative) and positions of fluidized
crystals. Since such simulations are computationally challenging,
a compromise between simulated process time and number of
simulated particles must be found. As a consequence, only a few
seconds of the process can be simulated. In this small time frame,
crystal growth is negligible. Hence, the CFD-DEM simulations are
not used to simulate the whole crystallization process, but rather
to examine selected issues controlling and impacting the process
outcome, focussing on the details of the two-phase flow.

2. Computational model

In this section the computational details of the CFD-DEM simu-
lation are briefly described. Further general details concerning
CFD-DEM can be found, e.g., in Zhu et al. (2007), Zhu et al. (2008).

2.1. DEM

In DEM, the physical particles are usually mathematically
approximated as spheres (Freireich et al., 2015). Other shapes
may be in principle represented by interconnecting spherical par-
ticles, but at the expense of a considerably higher computational
effort. To save computational time, for the current CFD-DEM simu-
lations, all particles are assumed to be spherical. A separate project
confirmed that the fluidization behavior remains nearly unchanged
when taking non-spherical fluidized crystals into account, while
the required computational time increases considerably.

A soft sphere contact model according to Cundall and Strack
(1979) based on correlations of Hertz (1882) and Mindlin (1949)
was applied. In contrast to the hard-sphere approach, the soft-
sphere approach allows a virtual overlap of the particles (Müller
and Tomas, 2014). The particle motion is based on the Lagrangian
approach, which means that each particle trajectory is solved
explicitly by tracking its movement. The corresponding momen-
tum balances serve as the basis in computing the translational
and angular accelerations of each particle. Summing up all forces
acting on a particle, one obtains:

Ftotal ¼ Fn þ Ft þ Ff þ Fb; ð1Þ
where Fn is the normal force, Ft is the tangential contact force, Ff is
the force that the fluid exerts on the particles, and Fb is the body
force that encompasses gravity as well as possible electrostatic
and magnetic forces. In the present simulations, Fb only describes
gravity.

The forces acting on two contact partners i and j consist of the
elastic and inelastic (damping) components (Salikov et al., 2015).

The normal force F
!
n is associated with the repulsion between the

particles and can be estimated by the spatial overlapping between
the particles Dxp and the relative velocity at the contact point Dvn:

F
!ðijÞ
n ¼ kðijÞn DxðijÞp þ cðijÞn Dv ðijÞ

n

� �
n
!

ij: ð2Þ
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The components kðijÞn and cðijÞn describe the stiffness and the
damping constant.

The tangential force F
!

t depicts the elastic tangential deforma-
tion of the particle surfaces and the energy dissipation of the tan-
gential contact:

F
!ðijÞ
t ¼ kðijÞt DxðijÞp þ cðijÞt Dv ðijÞ

t

� �
t
!

ij: ð3Þ

The components of the contact forces are dependent on particle
properties, such as the density, the particle radius, the Poisson
number, rolling friction coefficient and the Young’s modulus. The
employed values are listed in Table 1. For the Young’s modulus, a
non-realistic value is used, which is a common practice in DEM
simulations in order to save computational time (Blais et al., 2016).

2.2. CFD-DEM

To describe the movement of an incompressible fluid with par-
ticles, the conservation of mass (or continuity) equation and the
conservation of momentum (or Navier–Stokes) equation are writ-
ten as follows:

@ðqfaf Þ
@t

þr � ðqfafv f Þ ¼ 0 ð4Þ
@ðqfafv f Þ

@t
þr � ðqfafv fv f Þ ¼ �afrpþ Rf ;p þr � ðafsf Þ; ð5Þ

where index f denotes the fluid, af represents the volume fraction
locally occupied by the fluid, qf its density, t is time, v f is the fluid
velocity, p is pressure, sf is the stress tensor and Rf ;p is the momen-
tum exchange between fluid and particles. The drag force describ-
ing the multi-particle–fluid interaction is computed using the
drag model of Di Felice (1993), commonly employed to describe flu-
idization (Zhou et al., 2011).

In practice, when a very large number of particles is simulated
(as in the present case), a so-called non-resolved approach is used
(Goniva et al., 2012). In this case the particles are much smaller
than the Eulerian grid used to compute the flow. Consequently,
Table 1
CFD-DEM simulation parameters for the validation in Setup 2 (central column) and
for the simulation of the real conditions in Setup 1 (right column).

Simulations for
model

validation

Simulations with
asparagine

mono-hydrate crystals

Vertical region of initial particle
injection

0.5–0.7 m 0.5–0.7 m

Particle density 2500 kg
m3 1450 kg

m3

(glass) (asparagine)
Number of particles 100000 200000
Total mass of particles 0:248 g 0:319 g
DEM timestep 0.5 ls 0.5 ls
Young’s modulus 107 Pa 107 Pa
Poisson ratio 0.3 0.235
Rolling friction coefficient 0.2 0.001
Wall friction coefficient 0.13 0.61
Angle of repose 31� 19�
Kinematic viscosity (Verein

deutscher Ingenieure
(VDI-GVC), 1997)

1:004� 10�6 m2

s 1:004� 10�6 m2

s

Velocity at wall no slip: 0 m
s no slip: 0 m

s

Number of grid cells 240640 191160
CFD timestep 100 ls 100 ls
Coupling interval 200 ls 200 ls
Force models Di Felice (1993) Di Felice (1993)

+buoyancy +buoyancy
Total physical simulation time 60 s 15 s
Total computing time 302 h 139 h
Processors used (Section 2.3) 32 64
individual particles are not resolved explicitly in the CFD simula-
tion, but are taken into account on the fixed Eulerian grid of the
CFD computation through the field of volume fraction af (for the
fluid phase), or 1� af (for the solid phase). In the present CFD-
DEM calculation, the void fraction model called ‘‘center” is used
(Goniva and Kloss, 2016). The ‘‘center” void fraction model calcu-
lates the void fraction in a CFD cell accounting for the volume of
the particles whose centers are inside the cell. This well-
established model leads to the shortest computational times com-
pared with other void fraction models, e.g. ‘‘divided”, where satel-
lite points are used to divide the particle’s volume to the cells
touched. In order to further reduce the required computational
resources, the ratio between cell volume of the Eulerian grid and
particle volume is about 1000 in the present study. This value is
unusually large, highlighting the necessity for a proper grid-
independence study and validation concerning fluidization veloci-
ties, as discussed in the following.

The material properties of the crystals (glass and asparagine
monohydrate) have first to be measured or calibrated, before using
them in the CFD-DEM simulation. The wall friction coefficient was
determined using a Jenicke-shear cell. In order to determine the
angle of repose (a required parameter in LIGGGHTS), the bulk
material was filled in a cylinder (diameter � 100 mm, volume �
1:5 dm3), which is then moved upwards with a defined velocity
of 8 mm=s. The angle of repose was determined via image analysis.
The rolling friction coefficient has to be obtained from calibration
simulations (again, those with the moving cylinder), for which
parameters are varied until the observed behavior of the bulk
material is correctly reproduced in the simulation.
2.3. Computational setup

CFD-DEM simulations are computationally challenging, which
limits either the number of simulated particles or the duration of
the simulation. Using powerful parallel computers is absolutely
necessary for CFD-DEM simulations involving many particles, since
the computational effort rapidly becomes unacceptable for such
simulations (Wu et al., 2014). The benefit of parallelization for
the configuration of interest is depicted in Fig. 3. The given compu-
tational times (in hours) correspond to a real process time of only
1 s.

In the current work, the full-scale three-dimensional fluidized
bed crystallizer is simulated, since its geometry controls the hydro-
dynamics and outcome of the continuous process. The CFD-DEM
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Fig. 3. Computational time over number of processors used for the considered
crystallizer.



Fig. 4. Employed geometry and block-structure computational grid. Left: full view.
Right: details.
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simulations take 200000 particles into account. Though this value
is very high, it must be kept in mind that one crystallizer typically
contains 170 million crystals in reality.

Thus, two conclusions can be drawn. The good news is that par-
allelization can be used to noticeably speed-up the simulation pro-
cess; using 64 instead of 8 processors can reduce the simulation
time by a factor of almost 5. However, the bad news is that paral-
lelization is not sufficient to simulate the entire process (several
hours) using the real number of particles (about 170 million crys-
tals): using the results of Fig. 3, such a simulation would still take
years using hundreds of processors on a supercomputer. Fortu-
nately, it is not necessary to solve the entire process in all of its
complexity to acquire useful information from such simulations,
as shown in the following. Simulating only a short time-frame of
the process (neglecting crystal growth) with a reduced number
of particles readily delivers essential information for process
understanding and improvement.

To describe the entire process including growth, repeated full-
scale 3D simulations of a short time-frame separated by a large
timespan Dt (of the order of 30 min) are currently being combined
with homogeneous, 0D simulations in-between, accounting for
crystal growth based on frozen hydrodynamics. The full-scale 3D
simulations deliver crystal position, crystal size distribution
(CSD), and crystal slip velocity compared to the surrounding flow;
this information can readily be used to model crystal growth in the
0D simulations (Ashraf Ali et al., 2015), before re-starting a full-
scale 3D simulation when growth has induced noticeable changes
of the CSD. This model reduction approach will be described in a
separate study.

The focus of the current work is on the exact determination of
crystal velocities (both absolute and relative) and positions within
the crystallizer as function of crystal size, at reduced suspension
densities. An alternative model that accounts for high suspension
densities and crystal growth but with highly simplified hydrody-
namics is considered in a companion project (Mangold et al.,
2014). Combining the results from both models shall ultimately
allow process optimization.

All full-scale simulations have been carried out on an in-house
Linux cluster using at least 32 processors (2100 Ghz/AMD Opteron
quad-processor with high-speed Infiniband network connection).

2.3.1. CFD simulations
CFD simulations provide valuable information about the flow

conditions found in the apparatus. Therefore, pure CFD simulations
were carried out for the continuous liquid phase first, neglecting
the particles. This corresponds to the start-up of the real crystal-
lization process, before adding the seed crystals to the crystallizer.
For all of the flow simulations discussed in this paper, the open-
source software OpenFOAM 2.2.x (The OpenFOAM, 2016) was
used.

Two similar configurations are considered. Setup 1 corresponds
to the complete three-dimensional geometry of the fluidized bed
crystallizer employed in reality. The utilized block-structure com-
putational mesh is illustrated for Setup 1 in Fig. 4. The total crystal-
lizer height is 1:18 m and the diameter of the central crystallizer at
the product outlet nozzle is 0:03 m.

The second geometry, denoted Setup 2, is similar to Setup 1 but
slightly simplified (no connecting tubes) and completely cylindri-
cal, instead of conical. It was used to validate the computational
models by comparison with experimental data, and will be
described in more detail in Section 3.

The fluid (continuous) phase is water, hence incompressible.
Additionally, the flow is always considered to be laminar, since
the maximum diameter-based Reynolds number in both setups,
found at the smallest cross-section near the inlet of Setup 1 (bot-
tom part of Fig. 4), is 1710, and thus far below commonly accepted
values characterizing the onset of transition to turbulence in pipe
flows; further above, the Reynolds number is obviously much
lower, due to the increased crystallizer diameter and to the extrac-
tion of part of the liquid to the ultrasonic bath.

In order to check grid independency for CFD, a systematic sim-
ulation of Setup 2 with an injected volume flow rate of 25:1 L/h
was performed on successively refined grids involving
30080; 101250; 240640 and 470000 finite-volume cells, respec-
tively. Compared to the reference solution (that on the finest grid),
the obtained volumetric flow rate with only 30080 cells shows a
relative error of 2:6% concerning the flow-rate obtained in the
cross-section at a column height of 0:5 m (column mid-height),
at the level where particles will later be injected in companion
experiments. This difference is still too large for accurate simula-
tions. On the other hand, the grid with 240640 cells leads to a rel-
ative error below 0:2% compared to the reference, which is fully
acceptable. A resolution with at least 240640 cells has thus been
retained for the later simulations. The obtained cell size was then
kept identical when simulating the full-scale apparatus, Setup 1.
Note that the number of grid cells needed for Setup 1 is slightly less
than for Setup 2, due to the conical arrangement.

2.3.2. CFD-DEM simulations
In order to save computational time, each CFD-DEM simulation

is systematically initialized with the pressure and velocity fields
obtained from a previous CFD simulation at steady-state for the
continuous (liquid) phase, without particles. The CFD-DEM simula-
tions are performed using the open-source software CFDEMcou-
pling (Goniva and Kloss, 2016). The software CFDEMcoupling was
developed by combining two well-known existing, open-source
software (written in C++): OpenFOAM (for CFD) and LIGGGHTS
(for DEM). The solution is obtained by combining the fluid (CFD)
and particle (DEM) calculations using these two separate codes.
The interaction is realized by exchanging relevant information
with a predefined time step, as described in (Goniva et al., 2010).
For the CFD simulation the transient solver pisoFoam of OpenFOAM
is used. As its name states, this solver relies on the PISO algorithm
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(Pressure Implicit with Splitting of Operator) for pressure–velocity
coupling.

The real process in Setup 1 involves asparagine monohydrate
crystals in the crystallizer. The cumulative crystal size distribution
(CSD) function Q3 of the asparagine crystals during process time
when crystals are grown to the desired crystal size distribution
was determined by optical measurement with a CAMSIZER XT
(Retsch GmbH, Haan, Germany) and is depicted in Fig. 5. This
CSD will be implemented in Setup 1, considering 200000 crystals.
For the validation experiments in Setup 2, 100000 particles are
injected in reality, and this number is retained in the CFD-DEM
simulations. All further parameters for the CFD-DEM simulations
of both setups are shown in Table 1 (left column for Setup 2, right
column for Setup 1).
Fig. 6. Measured cumulative particle size distribution function Q3 of the glass
beads in Setup 2.
3. Validation of the CFD-DEM simulation model

Due to the complexity of the resulting simulation model, a
proper validation of the developed approach is absolutely neces-
sary. Here, this is performed with dedicated experiments in Setup
2. For this purpose, inert glass particles were injected into the flow.
Obviously, such particles will not grow, but this is sufficient to
review particle trajectories and verify that the numerical model
is able to reproduce the correct fluidization behavior. The
employed glass particles particle size distribution (PSD), Q3,
obtained by the CAMSIZER XT (Retsch GmbH, Haan, Germany) is
depicted in Fig. 6. For the CFD-DEM simulation in this case, the
same PSD has been discretized by 22 equidistributed classes. In
the simulation all particles are initially injected at mid-height of
the column using volume injection, which is similar to the
experiments.

The identification of a suitable measurement technique to
inspect the particle velocities proved to be a major challenge in
the end. All available in-line measurement probes often used in
real crystallizers (e.g., Endoscopy, Focused Beam Reflectance) were
found to noticeably impact the hydrodynamics inside the crystal-
lizer, and were thus rejected. As the walls are transparent (glass),
using non-intrusive, image-based measurement techniques from
outside would, in principle, be possible. Particularly, the Shadowg-
raphy technique, which is able to track suspended particles by
recording their shadow images, seemed promising in this case.
However, with the real crystallizer design in Setup 1, employing
this method with sufficient quality proved impossible due to sev-
ere light refractions from the crystallizer jacket, since the crystal-
lizer uses a thick double-jacket for temperature control. Light
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Fig. 5. Measured cumulative particle size distribution function Q3 of the asparagine
crystals in Setup 1.
refraction taking place at four strongly curved interfaces (from out-
side to inside: air - glass - water - glass - water) leads to an unac-
ceptable distortion of the light beams.

To solve this problem, a second column was built (see Setup 2
shown in Fig. 7, left), with dimensions slightly smaller but similar
to the real crystallizer in Setup 1. It consists of a single-jacket col-
umn made of Makrolon material with an inner diameter of 26 mm
and a height of 1050 mm. This cylindrical tube is embedded into a
surrounding, transparent square-shaped duct with a side width of
100 mm. The space between the cylindrical column and the sur-
rounding duct is filled with water. Hence, the change in refractive
index is now limited to the small difference between water and the
thin Makrolon wall, leading only to minor refraction, whereas the
large difference between refraction index of air and Makrolon is
no longer of practical relevance, since the camera acquires images
perpendicular to the flat outer boundary of the square-shaped
jacket. Overall, an excellent signal quality is obtained in this man-
ner in Setup 2.

The Shadowgraphy measurement setup is depicted in Fig. 8. The
column (1) is connected to a gear-pump (ISMATEC ISM405A) (5),
which drives the flow in a controlled and constant manner from
the lower (7) to the upper reservoir (8). The continuous flow rate
is monitored by an ultrasonic flow meter (Sonotec, Halle, Ger-
many; number 6). Homogeneous background illumination for par-
ticle tracking is provided by a Dedocool tungsten light head
(Dedotec, Ashley Falls, USA; number 2) in combination with an
optical diffusor plate (3). A camera (ImagerPro HS, LaVision,
Göttingen, Germany; number 4) records the particle shadows in
opposite direction to the light source at mid-height of the column.

Prior to the measurement runs, the camera images must be
dewarped and scaled. To this end, a half-cylinder with a known
printed dot pattern (Fig. 7, right) was manufactured, positioned
inside the water-filled column and imaged. All measurements take
place at a constant water flow rate of 25:1 L/h. A total mass of
2:5 mg of glass particles, which amounts to about 100000 parti-
cles, is injected at mid-height of the column via a pipette. After
injection, manual triggering of the camera system starts the mea-
surement for a single run, which lasts 300 s in total, whereby the
camera records double images every 5 s. This relatively long time
delay between the acquisition of two image pairs is due to the slow
velocities found in the apparatus and removes biased statistics that
would result from multiple considerations of the same particles.
The time delay between the double images in a pair was set to
5 ms, resulting in a frame rate of 200 Hz, which allows for reliable
particle tracking. For post-processing and data analysis, the Particle
Master Shadowgraphy software package by DaVis 8.2 (LaVision,



Fig. 7. Left: Model crystallizer column for validation; right: target for camera calibration.

Fig. 8. Shadowgraphy setup for the validation experiment in Setup 2 with the column (1), tungsten light head (2) with an optical diffusor plate (3), camera (4), water cycle
driven by a gear pump (5), flowmeter (6), and water reservoirs (7 and 8).
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Göttingen, Germany) was used for particle identification, segmen-
tation, sizing, and velocity estimation.

Glass particles below 100 lm often tend to agglomerate. In
order to ensure consistency of the processing, all processed exper-
imental images were checked manually. Indeed, a few particles
have been found to agglomerate. These isolated agglomerates have
not been included into the comparisons, since our observations
indicate that these agglomerates already formed during the injec-
tion, and did not result from collisions in the crystallizer. Thus,
adhesion models have not been activated in CFD-DEM-simulations.
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All parameters retained for the CFD-DEM simulations of Setup 2
are shown in the central column of Table 1.

In Figs. 9 (experiment) and 10 (CFD-DEM simulation) the verti-
cal velocity, vz, of all fluidized particles that were observed at mid-
height of the column (z ¼ 0:5 m) over a total duration of 55 s are
plotted as function of their radial position. The size of the
employed markers is thereby proportional to the square diameter
of the particles, so that it is easily possible to differentiate between
small and large particles. These two figures can be used to examine
the fluidization behavior of the particles within the column.

First, the decreasing rising velocity from left to right, from the
column axis towards the outer wall of the column, can be observed,
following, as expected, the parabolic profile of a laminar flow
inside a cylindrical tube.

As expected, larger particles mostly feature lower velocities,
while smaller particles tend to appear at the high-velocity side
(top boundary) of the point cloud. Noticeable outliers appear only
at the two earliest time points, where the influence of initial parti-
cle injection dominates particle motion.

Comparing both figures in detail, the rising velocity of the par-
ticles appears to be very close in CFD-DEM simulation and experi-
ment. This agreement can be further quantified by means of
Fig. 11, where the average particle velocities and the corresponding
standard deviations are plotted over the same time interval as a
function of the radial position (discretized in bins of 0:25 mm size).
Considering that there are very few particles near the wall, this
region is neglected in the analysis. Qualitatively, the trends are
identical, especially regarding the vertical velocities in the center
of the column, where the particles rise. Around a radial position
of �10 mm, some particles start changing direction (some rise,
some sink), in the experiment like in the simulation. Quantita-
tively, numerical and experimental observations overlap when tak-
ing the standard deviation into account. Numerical diffusion might
explain growing differences near the wall, since near-wall grid res-
olution has a high impact. Further simulations are currently on-
going on even finer grids to examine that point. They are, however,
extremely time-consuming.

Considering the perfect qualitative agreement, the excellent
identification of the transition between upward and downward
movement of the particles, and the acceptable quantitative agree-
Fig. 9. Measured particle vertical velocity, vz , as a function of its radial position in the co
line represents the analytical solution of the expected Hagen-Poiseuille velocity profile;
120–125 lm (middle line), 140—155 lm (bottom line).
ment concerning particle velocities, the developed approach can
now be employed for the real process in Setup 1.
4. Results

4.1. Identifying hydrodynamic problems within the crystallizer

As a starting point, single-phase CFD simulations readily pro-
vide useful information in identifying hydrodynamic problems in
the crystallizer, corresponding to the conditions found before
introducing the crystal seeds. The total physical simulation time
for this pure CFD simulation is 180 s, which corresponds to two
bulk liquid flow-through times through the crystallizer. The flow-
through time (or residence time) is computed as the crystallizer
volume divided by the volumetric flow rate.
4.1.1. Product outlet nozzles
The velocity magnitudes determined by CFD in the entire crys-

tallizer in Setup 1 are shown in Fig. 12(a).
This figure shows the central vertical plane cutting the outlet

nozzles at a physical time of 180 s (end of the simulation). As
expected, due to the reduced diameters, the highest velocities are
found at the crystallizer inlet and outlet, while the lowest veloci-
ties are found in the upper half part of the crystallizer, beginning
at the level of the product outlet nozzles. It is visible in Fig. 12(b)
that the product outlet nozzles locally lead to a flow distortion just
downstream of the junction with the central draft tube; large-scale
structures appear there and lead to unsteady flow features, before
being dissipated and returning to a fully laminar flow state further
upwards. This highly inhomogeneous flow is an undesired feature
for the considered process.

In order to investigate this issue, experiments were performed
in the full-scale crystallizer (Setup 1) with colored, monodisperse
glass particles, allowing direct visualization of the pathlines. The
glass particles are injected through an outlet nozzle with a syringe.
Fig. 12(c) shows a close-up view of the outlet nozzle during such an
experiment. Even when the product outlet nozzles are closed dur-
ing the process, they still act as a sudden increase in flow cross-
section at that level, leading to a reduction of flow velocities and
lumn, the size of the marker is proportional to its square diameter; (a) - the dashed
(b) - The lines represent the quadratic fit curves for particles 95–100 lm (top line),



Fig. 10. Computed particle vertical velocity, vz , as a function of its radial position in the column; the size of the marker is proportional to its square diameter; (a) - the dashed
line represents the analytical solution of the expected Hagen-Poiseuille velocity profile; (b) - the solid lines represent the quadratic fit curves for particles 95–100 lm (top
line), 120–125 lm (middle line), 140–155 lm (bottom line).

Fig. 11. Comparison of the average vertical velocity, vz , of the fluidized glass
particles as a function of their radial position in the column (bin size: 0.25 mm)
from the experiment (black crosses) and the CFD-DEM simulation (grey circles);
error bars indicate the standard deviation around the mean.
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inducing recirculation zones behind the nozzles. This leads to a sig-
nificant change in the fluidized bed height. After identifying this
issue, a new sealing system was developed for the outlet nozzles,
so that the local flow stays completely undisturbed when the noz-
zles are closed.

A perfect sealing system would flush the nozzles for the closed
case, removing any modification in cross-section. In order to exam-
ine this, a simulation was carried out in a geometry with flushed
product outlet nozzles (equivalent to a case without product outlet
nozzles), which is shown in Fig. 12 (d) and (e). A cause might be the
junction to the lower ultrasonic bath, since in the equivalent geom-
etry of Setup 2, the flow is stable laminar (Fig. 12 (f)). Comparing
now subfigure (e) to (b), a decrease of the velocity near the wall
can be recognized. A further analysis reveals that the flow profile
in (e) is close to a parabolic shape and looks more like a laminar
profile compared to (b). This first study illustrates how CFD can
help identify and eliminate hydrodynamic problems encountered
in the fluidized bed crystallizer. The analysis of such complex
hydrodynamic problems is the basis for future geometry
optimization.
4.1.2. Conical part at the bottom of the crystallizer
Another very critical region in the crystallizer is the nozzle con-

necting the central crystallizer to the ultrasonic bath through the
conical part at the bottom of the crystallizer. It is located very close
to the inlet (Fig. 13). At the crystallizer inlet a volume flow rate of
31 L/h is injected into the central crystallizer. At the same time, it is
considered that, during normal operation, a volume flow rate of
22 L/h (more than 70% of the injected quantity) escapes the crystal-
lizer toward the ultrasonic bath. Thus, extremely high velocity gra-
dients are found in the lower part of the crystallizer, since large
flow quantities travel almost in opposite directions in this region.
This is illustrated in Fig. 13 (left), where the magnitude of the
velocity field is shown in the bottom part of the crystallizer. A large
part of the injected solution might turn and escape the crystallizer
immediately toward the ultrasonic bath, without participating into
the process (short-cut), which would severely impact process
efficiency.

Fig. 13 (left) shows that large-scale vortical structures appear
near the nozzle leading to the ultrasonic bath when operating
the system as planned. This means that strong flow perturbations
are to be expected in the lower part of the central crystallizer, with
large unsteady effects. To further investigate this point, it was
assumed in a second simulation that the nozzle leading to
the ultrasonic bath is now closed, injecting only the difference
between both amounts through the central injection:
9 L/h (= 31 L/h–22 L/h). As expected, a stable laminar flow is
obtained for these conditions, demonstrating that the nozzle
leading to the ultrasonic bath is indeed solely responsible for the
observed flow instabilities.

To further quantify the observed difference, the velocity magni-
tudes along the vertical central axis of the crystallizer are com-
pared in Fig. 14 when opening or closing the nozzle leading to
the ultrasonic bath.

Obviously, the two curves differ considerably in the lower, con-
ical part of the crystallizer. With an open ultrasonic bath there are



Fig. 12. (a) - Velocity magnitude in the central section plane of the crystallizer (Setup 1) at 180 s, (b) - Close-up view of the velocity field in the crystallizer at mid-height, near
the product outlet nozzle, (c) - Close-up view near the product outlet nozzle in the experiment when injecting glass particles as tracers. (d) - Velocity magnitude in the central
section plane of the crystallizer with flushed nozzles at 180 s, (e) - Close-up view of the velocity field in the crystallizer with flushed nozzles at mid-height, near the product
outlet nozzle, (f) - Velocity magnitude in the central section plane of the test crystallizer (Setup 2) at 180 s.

Open
Ultra- 
sonic 
bath

Closed
Ultra- 
sonic 
bath

22 L/h

9 L/h

31 L/h

9 L/h

9 L/h

(Magnitude)

Fig. 13. Instantaneous velocity magnitude at a time of 180 s in the lower, conical
part of the crystallizer with the injection tube and nozzle connecting the central
crystallizer to the ultrasonic bath. Left: nozzle to ultrasonic bath open. Right: nozzle
to ultrasonic bath closed.

Fig. 14. Instantaneous velocity magnitude along the vertical centerline within the
crystallizer (bottom: left; top: right). Dashed line: open ultrasonic bath; Solid line:
closed ultrasonic bath.
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significantly higher velocity peaks and gradients up to a height of
0.3 m, with much more complex hydrodynamic features, as shown
by the oscillating curve. However, in the upper region, the two
curves become identical. This demonstrates that, for reduced mod-
els (as used for instance in the companion study in Mangold et al.
(2014)) the existence of the ultrasonic bath can be neglected when
concentrating the study on the central part of the crystallizer,
where product extraction takes place. On the other hand, when try-
ing to improve the flow conditions in the lower part of the crystal-
lizer, simulations must fully take at least the first 0:3 m of the
central crystallizer into account. These hydrodynamic investiga-
tions are the basis for a currently running geometric optimization
of this region. Keeping the geometry of Setup 1 unchanged, the last
section of this article investigates the crystallizer with asparagine
monohydate crystals in water (neglecting crystal growth).
4.2. CFD-DEM simulation of asparagine crystals within the crystallizer

Figs. 15 and 16 depict the vertical relative velocity, vz ¼ v fluid �
vcrystal, of the fluidized asparagine crystals as a function of their
radial position in the crystallizer, with a closed ultrasonic bath or
an open ultrasonic bath, respectively. The relative velocity of the
crystals is one of the most important physical properties for the



Fig. 15. Vertical relative velocity, vz , of fluidized asparagine crystals as a function of their radial position in the crystallizer with a closed ultrasonic bath at the section plane of
the product outlet nozzle (z ¼ 0:525 m); the size of the marker is proportional to the particle square diameter. The solid lines represent the linear fit curves for particles of 50,
65, 125, 165, 225, and 265 lm (from bottom line to top line, respectively). Since there are very few particles of 325 lm and 365 lm, those are not included in the analysis.

Fig. 16. Vertical relative velocity, vz , of fluidized asparagine crystals as a function of their radial position in the crystallizer with an open ultrasonic bath at the section plane of
the product outlet nozzle (z ¼ 0:525 m); the size of the marker is proportional to the particle square diameter. The solid lines represent the linear fit curves for particles of 50,
65, 125, 165, 225, and 265 lm (from bottom line to top line, respectively). Since there are very few particles of 325 lm and 365 lm, those are not included in the analysis.
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process, since crystal growth is influenced directly by it (Ashraf Ali
et al., 2013, 2015). The results are shown at mid-height in the
column, in the section plane where the product outlet nozzle is
mounted (z ¼ 0:525 m). The size of each marker is again
proportional to the square diameter of the particle. These results
are plotted at a physical time of 15 s. An animation showing the
motion of all crystals simulated by CFD-DEM in the closed ultra-
sonic bath is available online as supplementary material to this
article.
Confirming Fig. 14, it is observed that the vertical relative veloc-
ity, vz, of the crystals at this position is not noticeably impacted by
opening or closing the ultrasonic bath. This study confirms that
reduced models like those developed, for instance, in Mangold
et al. (2014) may safely be used in the central part of the crystal-
lizer, where the target product is extracted.

Most large crystals (above 265 lm) sink downwards and only
few large crystals appear at this level after 10 s. In contrast, crystals
below this critical size are fluidized and hence show characteristic
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vertical relative velocities as a function of crystal diameter: The
largest crystals show the highest vertical relative velocity; this rel-
ative velocity decreases with decreasing diameter. Thus crystals
fractions with identical crystal diameter can be identified by rela-
tive velocity, under the condition that the particles are spherical
and the fluid velocity is know precisely. The solid lines represent
the linear fit curves for particles of 50, 65, 125, 165, 225, and
265 lm (from bottom line to top line, respectively). Since there
are very few particles of 325 lm and 365 lm, those are not
included in the analysis.
5. Conclusion and outlook

In this study a fluidized bed crystallizer was investigated using
CFD-DEM simulations and companion validation experiments,
focussing on the resulting two-phase flow.

To validate the coupled CFD-DEMmodel, experiments were first
carried out using glass beads with a narrow size distribution. Addi-
tionally, compared to the real process, a reduced suspension den-
sity was used. Considering 100000 particles in the simplified
setup, comparisons with experimental data demonstrate that
CFD-DEM simulations are well suited to predict particle positions
and velocities. In particular, the transition point between crystals
transported toward the top of the crystallizer (close to the central
axis) and crystals sinking down toward the bottom (near the walls)
is well reproduced by the simulation.

In order to identify critical hydrodynamic regions in the crystal-
lizer, a single-phase CFD simulation was carried out. This showed
that the original extraction nozzles had a negative impact on local
hydrodynamics. This problem was solved by a corresponding
design modification. Additionally, at the bottom part of the crystal-
lizer, inflow fluxes interact with the outlet to the ultrasonic bath,
leading to large flow fluctuations. This observation is used for cur-
rent design optimization.

Finally, the validated model was used to determine the velocity
and position of asparagine crystals within the real crystallizer.
These are two essential parameters in controlling process outcome.
Corresponding CFD-DEM simulations demonstrate that the setup
was designed correctly and, as expected, leads to a fluidization
region near the product extraction nozzle, small crystals leaving
the draft tube at the top, while large crystals sink down to the
ultrasonic bath to be crushed. Additionally, these simulations sup-
port model reduction carried out in a companion project (Mangold
et al., 2014), since the complex flow features found near the bot-
tom of the crystallizer do not noticeably impact the process out-
come above z P 0:3 m. Near the product outlet, reduced models
should thus be able to deliver an accurate estimate.

In the full-scale crystallizer, it is currently impossible to con-
sider the real suspension density. A possible solution could be
found in systematic similarity theory, as already used in a number
of publications (e.g., Heinrich et al., 2015; Sutkar et al., 2013; Link
et al., 2009; Sakai and Koshizuka, 2009; Jajcevic et al., 2013, in
which the particle number is decreased while simultaneously
increasing the particle diameter. However, these publications have
shown that the ratio between artificial and real particle diameter
should be less than 3 for accurate results. In the crystallizer consid-
ered for this study, a ratio of at least 12 would be necessary, with
an additional reduction in crystallizer size. Therefore, an improved
coarse-graining approach will be necessary for the considered
application, involving solid–liquid systems. Future studies will
show whether this approach might surpass the current combina-
tion of model reduction (Mangold et al., 2014) and short-time
full-scale CFD-DEM studies at reduced particle density for the
planned process optimization. Simulations involving repeated,
short-time CFD-DEM simulations combined with in-between 0D
computations of crystal growth based on the relative velocities
obtained are currently being started.
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