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1 Rationality without Optimization: Bounded Rationality

Gerd Gigerenzer

The study of bounded rationality is not the study of optimization in relation to task
environments.

—Herbert A. Simon (1991)

What is bounded rationality? The answer to this question seems obvious. After all,
numerous books, articles, and encyclopedia entries have been written and conferences
held on this topic ever since Herbert A. Simon coined the term in the mid-20th cen-
tury. Yet when Kenneth Arrow, Daniel Kahneman, and Reinhard Selten—all three, like
Simon, winners of the Bank of Sweden Prize in Economic Sciences in Memory of Alfred
Nobel—write about bounded rationality, each of them has a strikingly different con-
cept in mind. Nonetheless, each links his own particular concept to the same person,
Herbert Simon, so that there appears to be a single definition of bounded rationality. In
this chapter I explain the three different faces of this concept and what Herbert Simon
actually meant. Let us begin with Simon himself.

How do people make decisions in a world of uncertainty? In the mid-1930s young
Herbert Simon, fresh from a class on price theory at the University of Chicago, tried
to apply the perspective of utility maximization to budget decision problems in his
native Milwaukee recreation department. To his surprise, he learned that managers did
not compare the marginal utility of a proposed expenditure with its marginal costs.
Instead, they simply added incremental changes to last year’s budget, engaged in habits
and bargaining, or voted on the basis of their identification with organizations. Simon
concluded that the framework of utility maximization “was hopeless” (Simon, 1988,
p. 286). This discrepancy between theory and reality marked the beginning of what he
later called the study of bounded rationality:

Now I had a new research problem: How do human beings reason when the conditions
for rationality postulated by the model of neoclassical economics are not met? (Simon, 1989,

p. 377)
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Let us call this Simon’s question. Budget problems are not the only ones for which
Simon’s question must be posed. It is equally relevant for financial investment, person-
nel selection, strategic decisions, and in general, in situations where the future cannot
be known with certainty and surprises happen. What Simon means is that in such
situations the neoclassical theory is of little help either as a model of how decisions are
actually made or as a prescription for how to make better decisions. The hypothesis that
managers behave as if they maximized their expected utility is an essentially different
claim (see below), What are these conditions for rationality to which Simon refers?

There are two main approaches to defining rationality in economics and beyond
(Sen, 1987). The first emphasizes internal consistency. In other words, choices must
obey certain rules such as “if x is chosen from a set containing y, then y will not be
chosen from any set containing x,” which is known as the Weak Axiom of Revealed Pref-
erences (Samuelson, 1938). A variety of further conditions of internal consistency have
been proposed in the literature. The second approach emphasizes the reasoned pursuit
of self-interest. The view that human beings relentlessly maximize self-interest is often
attributed to Adam Smith, although Smith considered many other motivations as well;
nevertheless, self-interest has shaped the understanding of individual motivation in
economics for a long time.

These two approaches are not the same; a person can be consistent without maxi-
mizing self-interest by maximizing something else. As a consequence, some consider
the maximization of self-interest too narrow a conception of rationality, and various
proposals have been made to extend the motivational structure of Homo economicus to
“other-regarding” motivations (e.g., kinship, reciprocal altruism, kindness, politeness)
while maintaining the maximization framework. To others, the consistency framewotk
is too general; for instance, acting consistently against one’s own interests would be an
odd conception of rationality.

What Is Radical about Simon’s Question?

Simon’s question is more radical than the question of how to add other-regarding
motives into the utility function. He argued that most of the time, motivated by either
self-interest or other-regarding interest, humans do not maximize at all but instead
“satisfice” (Simon, 1955, 1979). Why would humans not optimize? As a polymath
with a strong interest in artificial intelligence, Simon was aware that most important
problems are computationally intractable, that is, no computer or mind can calculate
the optimal course of action. This was not a new insight. Jimmy Savage, the father of
modern Bayesian decision theory, had earlier pointed out how “utterly ridiculous” it
would be to “plan a picnic or to play a game of chess in accordance with the prin-
ciple,” that is, with the expected utility maximization framework (Savage, 1954, p.
16). In chess the insurmountable problem is tractability: although the game is well
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defined, the optimal sequence of moves cannot be calculated by a human or machine.
For planning a picnic, the problem is even deeper. Here all possible moves (what can
happen) cannot be known ahead, and surprises may occur; thus, the problem space
is ill defined.

In the following, I use the term uncertainty to refer to problems that are well defined
but computationally intractable or ill defined, that is, where some alternatives, con-
sequences, or probability distributions are either not known or knowable. My use of
the term extends its earlier use by Knight (1921), who focused mainly on unknown
probability distributions. In an uncertain world, by definition, we cannot calculate the
“optimal” course of action (although, after the fact, many tend to exhibit supernatural
powers of hindsight). We can now see that Simon's question involves two objectives.

The research program of bounded rationality is about:

1. Decision making under uncertainty—as opposed to programs about calculable risk
only—that is, situations in which optimizing (determining the best course of action) is
not feasible for the reasons mentioned above.

2. The process by which individuals and institutions actually reach decisions—as
opposed to as-if models—including their search, stopping, and decision rules.

In Simon’s words, the program’s first objective is to model “rationality without opti-
mization” (1990, p. 8). Note that the reason is not people’s irrationality but the very
nature of ill-defined or intractable problems. As we will see, some psychologists missed
this point, blaming the human mind for not being able to optimize all the time. The
second objective is to model the decision processes rather than construct as-if models,
as do neoclassical economics and parts of psychology as well. Ever since Milton Fried-
man declared that the realism of the assumptions is of little relevance in economic
models and that only the quality of the predictions matters, the as-if doctrine has suc-
cessfully eliminated concern with psychological processes.

The reader might ask: What is so radical about Simon's question? Let me consider
two groups of researchers whom Simon addressed, economists and psychologists.
Many neoclassical economists would consider a model that does not involve optimiza-
tion as something alien to their field. As we will see, even behavioral economists have
continued on this path. The resulting optimizing models are typically as-if. Rational-
ity without some form of optimization appears to be unthinkable. Similarly, many
psychologists define rational behavior by the laws of probability or logic and confront
their experimental subjects with problems of risk rather of uncertainty. Standards of
this kind of research are choices among lotteries, Bayesian problems, trolley problems,
and experimental games in which the optimal course of action can be calculated. Both
the problems and the theories of rationality are reduced to situations of calculable risks.

As a consequence, research devoted to Simon’s question has been the exception
rather than the rule.
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Why Is There No General Theory of Bounded Rationality?

In Administrative Behavior (Simon, 1947), bounded rationality still referred to every-
thing outside of full rationality or optimizing. Later, Simon (1955, 1956) became more
specific by proposing concepts such as aspiration levels, recognition, limited search,
and satisficing. Yet in the half-century after these beginnings, relatively little concep-
tual and empirical work has been done. As a consequence, we lack an overarching
theory of bounded rationality. One reason is that Simon’s question has been systemati-
cally avoided by misrepresenting the study of bounded rationality as either the study
of optimization or deviations from optimization. Simon himself would be the first to
admit that he left us with an unfinished project and that his own thinking developed
gradually from an optimizing version of satisficing to the clear statement of his ques-
tion in later years. In an email dated September 2, 1999, he wrote:

Dear Gerd,

I have never thought of either bounded rationality or satisficing as precisely defined technical
terms, but rather as signals to economists that they needed to pay attention to reality, and a sug-
gestion of some ways in which they might. ...

1 guess a major reason for my using somewhat vague terms—like bounded rationality—is that
I did not want to give the impression that I thought I had “solved” the problem of creating an
empirically grounded theory of economic phenomena. ... There still lies before us an enormous
job of studying the actual decision processes that take place in corporations and other economic
settings. ... End of sermon—which you and Reinhard don’t need. I am preaching to believers.

Cordially,
Herb

In signing off, he refers to the work of Reinhard Selten, who devoted part of his
professional life to answering Simon’s question (e.g., Gigerenzer & Selten, 2001; Selten,
1998, 2001). Selten’s work on decision making under uncertainty, together with the
work of my research group and others around the world (e.g., Gigerenzer, Todd, &
the ABC Research Group, 1999; Todd, Gigerenzer, & the ABC Research Group, 2012),
indicates that the tide is changing and that we are finally beginning to know how to
answer Simon’s question, including its extension to a normative one (see below). In
this chapter, I do not cover the hundreds of experiments and analyses that have been
performed to answer Simon’s question in the last two decades (for an overview, see
Gigerenzet, Hertwig, & Pachur, 2011; Hettwig, Hoffrage, & the ABC Research Group,
2013). Instead, I focus on the conceptual issues crucial to Simon's question.

‘1 argue that there are three quite different programs of bounded rationality, two of
them explicitly ignoring Simon’s question. I then explain how these programs differ
from what Simon had in mind and thus provide one answer to the question why there
is no general theory of bounded rationality.
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Three Programs of “Bounded Rationality”

The first two programs represent what most economists and psychologists, respec-
tively, think bounded rationality is about. Each of these two programs ignores Simon’s
question by assuming that the conditions of rationality are met. Nevertheless, both
misleadingly refer to Simon’s concept of bounded rationality. In that way, the revolu-
tionary potential of Simon’s question has been largely defused.

As-If Rationality: Optimization under Constraints Most neoclassical economists argue
that bounded rationality is nothing but full rationality, taking costs of information and
deliberation into account. As Arrow (2004, p. 48) asserts:

... boundedly rational procedures are in fact fully optimal procedures when one takes account of
the cost of computation in addition to the benefits and costs inherent in the problem as originally
posed.

As an aside, this statement is from Arrow’s contribution to the memorial volume for
the late Simon. In this view, bounded rationality is nothing but constrained optimiza-
tion in disguise. Stigler’s (1961) model of the purchase of a second-hand car is a classic
example, where the buyer is assumed to stop search when the costs of further search
exceed its benefits. But in Simon’s own words that is by no means what it is about:
“The study of bounded rationality is not the study of optimization in relation to task
environments” (Simon, 1991).

In personal conversation Simon once wryly told me that he wanted to sue authors
who misused his concept to describe another form of optimization (Gigerenzer, 2004).
In doing so they ignored both objectives of Simon’s bounded rationality program: to
study behavior under uncertainty and the actual decision processes themselves.

Moreover, the optimization-under-constraints version of bounded rationality leads
to a paradoxical result that provides a good reason not to pursue this program any
further. The more realistic constraints are introduced into an optimization model, the
more unrealistic knowledge and computations it needs to assume. Accordingly, in his
Bounded Rationality in Macroeconomics, Sargent (1993, p. 22) describes bounded rational-
ity as a “research program to build models populated by agents who behave like work-
ing economists or econometricians.” As a consequence, the program of incorporating
realistic constraints creates highly complex models that are unattractive compared to
the easier models of full rationality, leaving us back at square one.

Deviations from Optimization: The Cognitive lllusions Program Whereas most econo-
mists argue that bounded rationality is about rational behavior, most psychologists
argue that it is about systematic biases and other forms of irrational behavior. The
cognitive illusions program, also called the heuristics-and-biases program, takes this stance.
Although the two interpretations appear to be diametrically opposed, a closer look
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shows that they differ only in their descriptive claims about people’s rationality. In
fact, the heuristics-and-biases program accepts the economic optimizing models as the
universal norm for people’s reasoning. In Kahneman’s (2003, p. 1449) words:

Our research attempted to obtain a map of bounded rationality, by exploring the systematic bi-
ases that separate the beliefs that people have and the choices they make from the optimal beliefs
and choices assumed in rational agent models.

In this view, optimization is descriptively incorrect as a model of human behavior
but remains normatively correct. Accordingly, the experimental studies conducted in
this program rely on content-free principles of logic, probability theory, or expected
utility maximization in situations where the optimal belief or choice is known—or
assumed to be known. Any discrepancy between human judgment and the proposed
norm is then blamed on the humans rather than the models.

Let us compare the two programs. As-if rationality ignores both research goals in
Simon’s question. Instead, it models situations in which the optimal answer can be
calculated and favors as-if models rather than models of the decision process. Although
the cognitive illusions program also ignores Simon's first objective, it does accept his
second objective, repeatedly stating its aim to uncover the underlying cognitive pro-
cesses, called heuristics. However, unlike what Simon had in mind, its proponents pro-
pose no testable formal models of heuristics. With the exception of the earlier seminal
work by Tversky (1972) on elimination by aspects, virtually no models of heuristics
have been specified algorithmically. Instead, vague labels such as availability and rep-
resentativeness were introduced after the fact (Gigerenzer, 1996).

By now it should be clear that Kahneman’s use of the term bounded rationality is
not Simon’s. As Simon (1985, p. 297) said, “Bounded rationality is not irrationality.”
One explanation for this discrepancy is that Kahneman and Tversky never set out to
find an answer to Simon’s question. As Lopes (1992) pointed out, they adopted the
fashionable term bounded rationality as an afterthought and as an acknowledgment to
a distinguished figure. This hypothesis is supported by the fact that although bounded
rationality is mentioned in the preface of Kahneman, Slovic, and Tversky’s 1982
anthology, their influential papers reprinted in the same anthology neither mention it
nor cite Simon at all.

Whereas economists have tried to reduce bounded rationality to neoclassical
economics, Kahneman, Tversky, and their followers have tried to reduce it to their
study of cognitive illusions. In this way, Simon’s question has been abandoned
(Callebaut, 2007; Gigerenzer, 2004), and the role of psychology has been reduced
to documenting errors. A distinguished economist made this point crystal clear, con-
cluding a discussion with the dictum “either reasoning is rational or it's psychological”
(Gigerenzer, 2000, p. vii). By contrast, the study of ecological rationality dispenses
with this supposed opposition between the rational and the psychological. To analyze
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ecological rationality, one needs to understand the heuristics that people use in the
first place.

Ecological Rationality: The Adaptive Toolbox A third perspective, the program of eco-
logical rationality (Gigerenzer et al., 1999; Gigerenzer & Selten, 2001), addresses both
objectives in Simon’s question. Looking beyond expected utility maximization and
Bayesian decision theory, it seeks to answer the question of how people make rational
decisions under uncertainty, that is, when optimization is out of reach (Gigerenzer &
Selten, 2001, p. 4):

Models of bounded rationality describe how a judgment or decision is reached (that is, the heuris-
tic processes or proximal mechanisms) rather than merely the outcome of the decision, and they
describe the class of environments in which these heuristics will succeed or fail.

This program has both a descriptive and a normative goal. Its descriptive goal is
to model the heuristics, their building blocks, and the core cognitive capacities these
exploit. This is called the study of the adaptive toolbox of an individual or an institution.
Although the heuristics-and-biases program has made a first step in this direction, the
program goes one step further and provides mathematical and computational models
for heuristics that are testable. The normative study of heuristics addresses the question
when people should rely on a simple heuristic rather than on a competing, more com-
plex strategy. It is called the study of the ecological rationality of heuristics.

The Adaptive Toolbox

Simon had proposed the satisficing heuristic as a model of decision making under
uncertainty. The task is to choose a satisfactory alternative when the set of alternatives
is not known in advance. That kind of uncertainty is typical for many problems, such
as whom to marry, where to invest one’s money, or which house to buy. Here, the
“optimal” stopping rule—the point in time where the costs of further search exceed its
benefits—cannot be calculated, and a reduction to optimization of constraints would
mean creating an illusion of certainty. The basic version of satisficing with a fixed aspi-
ration level has three building blocks: a search rule, a stopping rule, and a decision rule
(Simon, 1955):

1. Set an aspiration level o and sequentially search for objects.
2. Stop search after the first object x is found with x > .
3. Choose object x.

By adapting building blocks to the problem at hand, one can modify heuristics. For
instance, aspiration levels can be constant over time or adjusted to reflect a learning
process (Selten, 1998, 2001). By replacing the stopping rule (2) with (2), we can incor-
porate such a learning process and attain an adjustable aspiration level:
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2’. Stop search after the first object is found with x = . If no such object is found within
a time interval B, lower o by a factor y, and continue search.

Thus, the basic version has one individual parameter (the aspiration level o), whereas
the adjustable version has three (aspiration level o, time interval B, and size of adjust-
ment 7). A study of the pricing strategies for used BMWs (models 320 and 730) by 748
dealers selling 24,482 cars showed that 95% of these dealers used a satisficing heuristic:
15% relied on fixed aspiration levels, and 80% relied on an adjustable aspiration level
(Artinger & Gigerenzer, 2014). Typically, o was set above the mean market price and
adjusted downward after around 1 month. Simon (1955) referred to pricing in the
housing market, but given the lack of research on satisficing, we do not know whether
housing prices, like used car prices, are also shaped by aspiration levels. Yet that is also
quite likely. For instance, Levitt and Syverson (2008) report that when selling on their
own behalf, real estate agents take considerably longer until they sell than when selling
for their clients. Satisficing has also been investigated as an alternative to optimizing
models in mate choice (Todd & Miller, 1999) and to explain aggregate age-at-marriage
patterns (Todd, Billaxi, & Simao, 2005).

Research on the adaptive toolbox has identified a number of other heuristics, many
of which can be decomposed into the three common building blocks:

1. Search rules specify what information is considered and in which order or direction
information search proceeds.

2. Stopping rules specify when the search for information is terminated.

3. Decision rules specify how the final decision is reached.

Although there are many heuristics, they consist of a small number of building
blocks, similar to how the chemical elements in the periodic table are built from a small
number of particles.

Ecological Rationality

The traditional explanation for why people rely on heuristics is that heuristics reduce
effort at the cost of accuracy. This hypothesis is called the accuracy-effort trade-off. In
this view, heuristics are always second-best—in terms of accuracy, not effort. One of
the first discoveries in our research was that this accuracy-effort trade-off is not gen-
erally true in situations of uncertainty (Goldstein & Gigerenzer, 2002; Gigerenzer &
Brighton, 2009). For illustration, across 20 real-world problems, a simple sequential
heuristic called take-the-best made on average more accurate predictions than did a
multiple regression, and with less effort (Czerlinski, Gigerenzer, & Goldstein, 1999). We
called the reversal of the accuracy-effort trade-off a less-is-more effect; determining the
exact conditions under which less-is-more occurs is one part of the normative study of
ecological rationality.
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The normative study of heuristics is new. It was unthinkable as long as researchers
believed in the generality of the accuracy-effort trade-off: that logic and probability
theory are always optimal and heuristics always second best. This may be correct in
situations of risk but not in those of uncertainty. The study of ecological rationality is
a normative extension of Simon's descriptive question:

Ecological Rationality Question: How Should Human Beings Reason in Situations of
Uncertainty?

To answer this question, it is no longer sufficient to rely on optimization. But what
are the alternatives? Simon provided a clue with his scissors analogy: “Human rational
behavior (and the rational behavior of all physical symbol systems) is shaped by a scis-
sors whose two blades are the structure of task environments and the computational
capabilities of the actor” (Simon, 1990, p. 7). By looking at only one blade, cognition,
it is impossible to understand when and why a behavior succeeds or fails. As a con-
sequence, in situations under uncertainty, rationality can be defined as the “match”
between a heuristic and the structure of the environment: “A heuristic is ecologically
rational to the degree it is adapted to the structure of the environment” (Gigerenzer &
Todd, 1999, p. 13).

The study of the ecological rationality of a heuristic is conducted with the help of
mathematical analysis and computer simulation. It aims at identifying the environ-
mental structures that a heuristic exploits. These structures include:

1. Predictability: how well a criterion can be predicted.

2. Sample size: number of observations (relative to number of cues).

3. Number N of alternatives.

4. Redundancy: the correlation between cues.

5. Variability in weights: the distribution of the cue weights (e.g., skewed or uniform).

For instance, (1) the smaller the sample size, (2) the higher the redundancy, and (3)
the higher the variability in weights are, the more accurate the predictions tend to be
of sequential search heuristics such as take-the-best in comparison to linear regression
models (Martignon & Hoffrage, 2002). Given these insights, normative statements can
be made about when a heuristic will likely be better at making predictions than an
alternative strategy such as a weighted linear model. The conditions of the ecologi-
cal rationality of some heuristics have been well identified (e.g., Baucells, Carrasco, &
Hogarth, 2008; Hogarth & Karelaia, 2006, 2007; Katsikopoulos, 2013; Katsikopoulos &
Martignon, 2006; Simsek, 2013).

A complementary analysis of the ecological rationality of heuristics is based on the
bias-variance dilemma (Geman, Bienenstock, & Doursat, 1992). In earlier research on
cognitive illusions, the term bias refers to ignoring part of the information, as in the
base rate fallacy. This can be captured in the equation:
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Error = bias + € (1.1)

where ¢ is an irreducible random error. In the heuristics-and-biases view, if the bias is
eliminated, good inferences are obtained. That is true in a world of known risks. In an
uncertain world, however, there are three sources of errors:

Error = bias® + variance + ¢ (1.2)

where error is the prediction error (the sum of squared error) and bias refers to a sys-
tematic deviation between a model and the true state, as in equation 1.1. To define the
meaning of variance, consider 100 people who rely on the same strategy but have differ-
ent samples of observations from the same population. Because of sampling error, the
100 inferences may not be the same. Across samples, variance is the expected squared
deviation around their mean; bias is the difference between the mean prediction and
the true state of nature. Thus, to minimize total error, a certain amount of bias is needed
to counteract the error due to oversensitivity to sampling noise (see Gigerenzer, 2016,
for formal definitions).

Variance decreases with increasing sample size but also with simpler strategies that
have fewer free parameters (and less flexible functional forms) (Pitt, Myung, & Zhang,
2002). Thus, a cognitive system needs to draw a balance between being biased and flex-
ible (variance) rather than simply trying to eliminate bias. Heuristics can be fast, frugal,
and accurate by exploiting the structure of information in environments, by being
robust, and by striking a good balance between bias and variance. This bias-variance
dilemma helps to clarify the rationality of simple heuristics and why less can be more
(Brighton & Gigerenzer, 2008).

Intuitive Design

Alongside Simon’s question and its normative extension to the study of ecological
rationality, there is a third question: How can one apply the answers to both questions
to design heuristics that improve expert decision making? The key idea is to use the
research on the adaptive toolbox to identify classes of strategies that are intuitive to
the human mind. For instance, unlike logistic regressions and similar models, which
are alien to the thinking of, say, most doctors and lawyers, sequential search heuristics
such as take-the-best and fast-and-frugal trees are easy to understand and learn. The
research on ecological rationality is then used to determine what kind of heuristic is
likely to work for the problem at hand. For instance, fast-and-frugal trees that have
been designed for coronary care unit allocations are intuitive for doctors, enable fast
decisions, and are reported to make fewer errors in predicting heart attacks than stan-
dard logistic regression models used in heart attack diagnosis (Green & Mehr, 1997;
Martignon, Vitouch, Takezawa, & Forster, 2003). Similarly, predicting bank vulnerabil-
ity concerns the realm of uncertainty, not of calculable risk, and standard probability



Bounded Rationality 13

models such as value-at-risk have failed to predict every financial crisis and prevented
none. My research group is currently cooperating with the Bank of England to develop
simple heuristics for a safer world of finance, both for regulation and for predicting
bank failures (Aikman et al., 2014; Neth, Meder, Kothiyal, & Gigerenzer, 2014). Under
uncertainty, simplicity and bias are not signs of cognitive limitations but are vital to
making better inferences.

Three Programs of Behavioral Economics

These three visions of bounded rationality have shaped the research questions posed
in quite a few research programs, including social psychology, neuroeconomics, and
behavioral economics.

The term behavioral economics appears to have been first used by George Katona
(1951, 1980) and by Herbert Simon (Sent, 2004). Behavioral economics as we know it
today, however, began in 1984, funded by the Alfred P. Sloan Foundation. In its early
stages it was understood as an advancement of Simon's question (Heukelom, 2014). Yet
Kahneman, Tversky, and Thaler eventually took over and abandoned Simon’s revolu-
tionary ideas in favor of a program with better promise to be accepted by neoclassical
economists. Contrary to Simon, Kahneman and Tversky argued that there was nothing
wrong with expected utility maximization; there was only something wrong with us
humans. These researchers eventually determined the agenda of the emerging field of
behavioral economics, to the dismay not only of Simon but notably of Vernon Smith.
Smith (2003) put the term ecological rationality in the title of his Nobel lecture, drawing
an explicit link to our work on the adaptive toolbox, and discussed this relation in his
subsequent book (Smith, 2007). The history of the struggle over behavioral economics
is told by Heukelom (2014). My point is this: as a closer look reveals, not one but three
different kinds of behavioral economics exist, corresponding to the three versions of
bounded rationality.

As-If Behavioral Economics
Behavioral economists typically justify their approach with the claim that it “increases
the explanatory power of economics by providing it with more realistic psychological
foundations” (Camerer & Loewenstein, 2004, p. 3). It is thus surprising that the first
version of behavioral economics, which I call as-if behavioral economics, appears to be
indistinguishable from neoclassical economics in its reliance on as-if models (Berg &
Gigerenzer, 2010). The program of as-if behavioral economics is to keep the as-if frame-
work of expected utility maximization untouched, and just add a few new “psychologi-
cal” parameters to it.

Fehr and Schmidt’s (1999) inequity aversion theory provides an example of as-if behav-
ioral economics. It accounts for the observation that people care about others as well as
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themselves by adding two free parameters to the expected utility maximization theory,
assuming that individuals behave as if they maximized a weighted function of vari-
ous utilities. Prospect theory (Kahneman & Tversky, 1979; Tversky & Kahneman, 1992)
similarly introduces additional adjustable parameters to the expected utility equation,
including nonlinear transformations of probabilities and utilities, resulting in calcu-
lations that few would maintain are realistic models of people’s decision processes.
Laibson’s (1997) model of impulsiveness consists, in essence, of adding a parameter
to the neoclassical model of maximizing an exponentially weighted sum of instan-
taneous utilities. The decision maker is assumed to make an exhaustive search of all
consumption sequences, compute the weighted sum of utility terms for each of these,
and choose the one with the highest weighted utility.

These three prominent theories illustrate the first kind of behavioral economics:
as-if models with parameters added, which allow a better fit, not necessarily better pre-
dictions (Brandstitter, Gigerenzer, & Hertwig, 2006). This program serves as a “repair
program” of neoclassical economics (Berg & Gigerenzer, 2010; Gigerenzer, 2008, p. 90;
Giith, 2008). It ignores both objectives formulated in Simon's question.

Anomalies Program

The second program of behavioral economics is based on the cognitive illusions pro-
gram. In Camerer’s (1995) words, “limits on computational ability force people to use
simplified procedures or ‘heuristics’ that cause systematic mistakes (biases) in problem
solving, judgment, and choice. The roots of this approach are in Simon's (1955) ...”
(p. 588). More bluntly, Diamond (2008) states: “Behavioral economics is the identi-
fication of circumstances where people are making ‘mistakes.”” Thaler (1991, p. 138)
argues that the major contribution of behavioral economics has been the discovery of
a collection of cognitive illusions completely analogous to visual illusions. Similarly,
Ariely (2008) argues that visual illusions such as Shepard’s two-tables illusion show the
deficiencies of our brain. Neither Thaler nor Ariely seems to realize that, without useful
biases, we would perceive only what is on the retina. To borrow a phrase from Jerome
Bruner, cognition has to go beyond the information given. In order to infer a three-
dimensional world from a retinal image, the perceptual system makes intelligent bets.
Every intelligent system has to make bets and therefore necessarily makes “good” errors
(Gigerenzer, 2008). A system that makes no errors is simply not intelligent.

The anomalies program inherited two problems from the cognitive illusions pro-
gram: questionable norms for good reasoning and a focus on vague labels instead of
precise models of heuristics (e.g., Camerer, 1998; Conlisk, 1996; Kahneman, 2011).
What is considered a “cognitive error” is not always so. Consider the first three items
in Camerer’s list of cognitive errors.

The first apparent illusion is called miscalibration. In a typical study people answer a
series of trivia questions and provide a confidence judgment that each of their answers
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is correct. Then the average percentage correct is plotted against each confidence cat-
egory. Typically, if confidence is 100%, only about 80% of the answers are correct;
if confidence is 90%, only 70% are correct; and so on. This discrepancy between
confidence and percentage correct, a so-called “miscalibration,” has been attributed
to systematic mental or motivational flaws in people’s minds (e.g., Camerer, 1998;
Lichtenstein, Fischhoff, & Phillips, 1982). A closer inspection shows that these “mis-
calibration” curves look like regression to the mean, and several experiments have
shown that this is indeed largely the case. Regression to the mean is a consequence
of unsystematic error, and if one plots the data the other way around, one gets the
other regression curve, which now looks like underconfidence. Regression to the mean
is generated by unsystematic error, not by a systematic error such as overconfidence.
Thus, the problem is largely a systematic error by researchers, not one of ordinary peo-
ple (Dawes & Mulford, 1996; Erev, Wallsten, & Budescu, 1994; Gigerenzer, Fiedler, &
Olsson, 2012).

The second error on the list is that the confidence intervals people construct are too
small. In this research, people are asked to estimate the 95% confidence interval for,
say, the length of the river Nile. A person might respond, “between 2,000 and 8,000
kilometers.” The typical result reported is that in more than 5% of the cases the true
estimate is outside the confidence interval. This phenomenon is attributed to overcon-
fidence. Again, a bit of statistical thinking by the researchers would have helped. Juslin,
Winman, and Hansson (2007) noted that when inferences are drawn from samples,
statistical theory implies that a systematic error will appear in variance and therefore in
the production of confidence intervals, whereas the mean (probability) is an unbiased
estimate. In experiments they showed that when people are asked to provide the prob-
ability (mean) that the true value lies in the interval, the error largely disappears. In
our example that means asking the question, “What is the probability that the length
of the river Nile is between 2,000 and 8,000 kilometers?”

The third form of “overconfidence” listed is the observation that average confidence
judgment is higher than average percentage correct. Long ago, we (Gigerenzer, Hof-
frage, & Kleinbolting, 1991) showed that this difference disappears when experiment-
ers use randomly sampled questions rather than selecting questions with surprising
answers (such as that New York is south of Rome). After reviewing 135 studies, Juslin,
Winman, and Olsson (2000) found that overconfidence was observed when questions
were selected but was on average about zero with random sampling. The bias thus lies
in the biased sampling of researchers, not simply in people’s minds.

I could continue to review the list of so-called errors, but the point should be suf-
ficlently clear. Quite a few “biases” actually appear to originate from researchers’ lack of
statistical thinking rather than, as claimed, from people’s systematic errors (Gigerenzer,
2001; Gigerenzer, Fiedler, & Olsson, 2012). This is not to say that biases never exist.
For instance, most of the research reported in the previous paragraphs and elsewhere
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contradicting the heuristics-and-biases story is surprisingly absent in the behavioral

economics literature from Camerer (1998) to Kahneman (2011). That is known as a
confirmation bias.

Toward an Ecological Rationality Program of Behavioral Economics

The third program of behavioral economics is an elaboration of Simon's question. The
goal is to enrich economic theory by progressing from as-if models to process models
while simultaneously moving from labels for heuristics to testable models and from
logical rationality to ecological rationality. As a first step there is a need to develop
process models that address systematic violations of expected utility maximization.
Tversky’s (1972) elimination by aspects described such a process model and was a
move away from optimizing models in the very spirit of Simon'’s question. Unfortl?-
nately, he abandoned this program when joining Kahneman and turned to the repair
program. Meanwhile, a quite successful process model has been proposed—the priority
heuristic (Brandstitter, Gigerenzer, & Hertwig, 2006), which has been shown to out-
perform cumulative prospect theory in predicting choices between gambles. Moreovel,
without a single free parameter, it logically implies many of the so-called anomalies,
including the Allais paradox and the fourfold pattern of risk attitude (Katsikopoulos &
Gigerenzer, 2008). The second goal is to derive better norms, that is, norms that can
guide decision making under uncertainty. The adaptation of the ecological rational-
ity program to behavioral economics is practically nonexistent at the moment. AS
a consequence, behavioral economics bears a much greater similarity to neoclassical

economics than to its original goal of a realistic account of decision processes (Berg &
Gigerenzer, 2010).

Rationality in the Plural

Itis sometimes said that there is only one way to be rational but several ways to be irra-
tional. The only rational way is optimization. I hope to have made clear that this state-
ment is much too narrow. In situations of uncertainty there is no single best answer
but there are several reasonable ways to behave in a rational way. The idea that theré
Is one way to be rational is itself an illusion or, if you like, one of the many ways to be

irrational. Simon gave us an idea of how to fare better when confronted with uncer-
tainty as opposed to calculable risk.
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