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ABSTRACT: One of the grand challenges in chemistry has been to directly observe
atomic motions during chemical processes. The depiction of the nuclear configurations in
space-time to understand barrier crossing events has served as a unifying intellectual theme
connecting the different disciplines of chemistry. This challenge has been cast as an
imaging problem in which the technical issues reduce to achieving not only sufficient
simultaneous space-time resolution but also brightness for sufficient image contrast to
capture the atomic motions. This objective has been met with electrons as the imaging
source. The review chronicles the first use of electron structural probes to study reactive
intermediates, to the development of high bunch charge electron pulses with sufficient
combined spatial-temporal resolution and intensity to literally light up atomic motions, as
well as the means to characterize the electron pulses in terms of temporal brightness and
image reconstruction. The use of femtosecond Rydberg spectroscopy as a novel means to
use internal electron scattering within the molecular reference frame to obtain similar
information on reaction dynamics is also discussed. The focus is on atomically resolved
chemical reaction dynamics with pertinent references to work in other areas and forms of spectroscopy that provide additional
information. Effectively, we can now directly observe the far-from-equilibrium atomic motions involved in barrier crossing and
categorize chemistry in terms of a power spectrum of a few dominant reaction modes. It is this reduction in dimensionality that
makes chemical reaction mechanisms transferrable to seemingly arbitrarily complex (large N) systems, up to molecules as large as
biological macromolecules (N > 1000 atoms). We now have a new way to reformulate reaction mechanisms using an
experimentally determined dynamic mode basis that in combination with recent theoretical advances has the potential to lead to
a new conceptual basis for chemistry that forms a natural link between structure and dynamics.
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1. INTRODUCTION

Chemists’ Gedanken Experiment: Challenge and
Intellectual Objectives

One of the dream experiments in chemistry is to directly
observe atomic motions in real time during chemical
reactions.1,2 Chemistry after all involves structural dynamics
by definition, and to observe the interconversion of molecules
from one structure to another would capture the very essence
of chemistry. It is well-appreciated that each subdiscipline in
chemistry has unique intellectual targets. However, the entire
field of chemistry is unified through a thought experiment in
which we conceptualize how molecules interconvert between
different structures during passage through the transition state
region. This conceptualization of the very moment of chemistry
is an important pedagogical tool as it directs attention to the
relative arrangement of atoms defining the barrier to the
reaction of interest.3 It is the control over the barrier height that
allows one form of chemistry, out of the multitude of possible
rearrangements of the atoms, to occur faster than competing
processes. That is, chemistry by its very nature is a “race against
time”.4 The barrier height exponentially defines the statistical
probability of a given pathway. It is the manipulation of barrier
heights that gives chemists effectively exponential control over
chemical outcomes.5

This classic thought experiment also touches upon one of the
most significant intellectual questions in chemistry. For a
system of N atoms, there are on the order of 3N independent
degrees of freedom, or dimensions, to chemical problems. The
nuclear fluctuations leading to the chemistry involve highly
nonlinear couplings of all these degrees of freedom. The

current chemical synthesis problems of interest involve
hundreds of atoms, with the current objective to obtain
synthetic analogues of biological systems or nanometer scale
active chemistry such as molecular motors.6 Even for relatively
small molecular systems by today’s standard, say 100 atoms, the
number of possible nuclear configurations with local minima is
nearly innumerable. It is clear then that the structural evolution
of molecules along reaction coordinates involves only a subset
of the 3N modes, defined as the reaction modes. There must,
therefore, be an enormous reduction in dimensionality at
barrier crossing regions that counters the effects of scaling on
the many body potential to nearly arbitrary levels of complexity
(large N).2 In the context of evolutionarily optimized biological
systems that exploit chemical processes to drive functions, the
specific physics involved must be robust even to the level of
biological systems (N > 1000). How is this possible?
The answer to this question must involve barrier crossing

processes whose relationship must be weighted in relation to
competing processes. The reactive crossing is defined by far-
from-equilibrium, highly anharmonic motions, that are most
strongly coupled to the reaction coordinate. It is the very
anharmonicity in the many-body potential at the transition
state that mixes the modes, leading to highly localized motions
along reaction coordinates and the reduced dimensionality.2

The basic physics is shown in Figure 1 for the simplest case of
electron transfer for both intermolecular and intramolecular
processes. One has to consider both the electronic and nuclear
degrees of freedom and their couplings in depicting reaction
coordinates. The nuclear motions affect the relative energetics
of the electronic states and thereby the potential energy surface
for the system. In principle, all of the 3N − 6 modes are
coupled to the reaction coordinate. The number of degrees of
freedom involved moreover needs to include bath modes if
significant rearrangement of the surroundings stabilizes the
product states (e.g., in electron transfer or changes in charge
distribution). The number of degrees of freedom coupled to
the reaction coordinate can become enormous, especially in
condensed phase processes. However, there are certain motions
that are more strongly coupled to the electronic structure of the
reactive complex than others, as shown in Figure 1.
Figure 1A shows the important case for homogeneous

electron transfer in solution.7 This is the simplest chemical
reaction (no bonds are made or broken) in which only an
electron is exchanged, in this case between two metal centers.
The point of this figure is to show how the solvent fluctuations
lead to instantaneous changes in the local charge distribution or
electric field, which modulates the relative electronic levels. For
a given spatial separation between the donor and acceptor,
there is an electronic couping V12 defined by the exponentially
decaying electron wave function overlap between the two sites.
At the instant the solvent generates a charge distribution that
brings the donor and acceptor states into resonance (point B),
there is a probability for electron transfer determined by |V12|

2,
which defines the efficiency of passage. The time scale for
relaxation from the critical point (B) is determined by the
solvent fluctuations along the coordinate that leads to
reorganization of the medium stabilizing the electron on the
acceptor site. The figure illustrates schematically how the
nuclear motions along the reaction coordinate determine the
dynamics and how these motions in turn are coupled to
electronic states affecting the potential energy surface directing
the reaction. Not all motions affect the cavity polarization. The
key motions involve librations of the polar solvent molecules
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(meant to emulate water), which most strongly affect the local
field stabilizing the charge separation. For liquids, the specific
details beyond this level of description are lost in the broad
distribution of possible solvent configurations. The situation
can be much better defined in going to solid state systems or
intramolecular reactions. Figure 1B shows the case for
intramolecular charger transfer as another limiting case for
formally the same class of reaction (i.e., electron transfer in
which intramolecular reorganization of nuclear configurations
dominate the stabilization of the spatial change in electron
distribution). Figure 1B shows the strong modulaton of the
electronic surface that occurs for only a few key modes, even in
the limit of a statistical distribution of vibrational energy.8

There are only a few, key frequencies within this distribution
that most strongly couple to the reaction coordinate.
As another example of an important problem, with increasing

levels of complexity (large N), very similar behavior is found for
the excitation of retinal within rhodopsin or bacteriorhodopsin9

as part of the primary step of vision and energy transduction in
biological sytems, respectively. The partitioning of energy very
rapidly evolves to a statistical distribution as typically assumed
in transition state theory. Even in this statistical limit, one can
see a strong modulation of the barrier separating two stable
ground state structures at a particular CC stretch frequency
representing bond elongation or bond softening and a very
strong lower frequency torsional modulation that is necessarily
involved in the isomerization process.9 These two modes define
the coupling mode and the tuning reaction mode (twisting in
this case) in this classic reaction. At the barrier crossing region,
the very strong anharmonicity in the potential energy surface
couples a high frequency and low frequency mode, leading to
the relatively localized motions giving rise to the chemistry.
This reduction to a few key modes occurs for systems as large
and complex as proteins.
The main intellectual challenge is to understand the

generalized principles that reduce the controlling of chemistry
to a few key modes and to apply them to predict different
classes of reactions. We know from work back in the 1970’s
involving the study of vibrational overtones that anharmonicity
in even a single coordinate leads to the formation of local
modes (i.e., molecular motions that are highly localized at
specific regions of a molecule).10 The system rapidly relaxes
from such points, and it is the coupling to additional vibrational
modes that leads to rapid intramolecular vibrational relaxation
(IVR).11,12 No chemical reaction, other than in diatomics,
occurs through the displacement of a single vibrational mode.
Reactions must involve more than one degree of freedom, just
as in classical mechanical systems where material fracture or
cutting with scissors13 must involve shear motions as well as
displacive motions. It is in fact the very anharmonic motions at
far-from-equilibrium points in the nuclear configurations that
dramatically reduce the 3N dimensional problem to the few
localized motions involved in the reaction.
Figure 2 illustrates how the near-equilibrium motion of an

effective mass executing fluctuations within linear, or harmonic
limits, gives rise to a single frequency involving order 3N
motions for an N-body system. The far-from-equilibrium
motion of this same effective mass takes on additional Fourier
components near the barrier region. One can readily appreciate
that the anharmonicity of the potential energy surface mixes
high frequency with low frequency modes, which may lead to
highly localized motions. The crossing to a new stable
minimum of the product channel is seen to be analogous to

the local modes observed in vibrational overtone spectroscopy.
These motions are statically weighted with respect to the
barrier height, in large part defined by these motions, to give an
exponential dependence of the chemical dynamics in
competition with other channels.
The basic idea of anharmonic coupling leading to a reduced

coordinate space comprising the reaction modes seems simple
enough. The main problem is that based on static structures
alone, one cannot infer what the active coordinate space is. This
reflects the high dimensionality of the problem: there are so
many ways to combine different nuclear motions to find the
same minima that it is impossible to know a priori which are
involved in the reactive pathways. Theory encompassing a full
modal analysis is only starting to be sufficiently accurate to get
qualitative pictures of the key modes. As a consequence, there
have been vigorous debates about the key motions involved in
the molecular dynamics within the barrier-crossing region. For
typical systems, one has to use highly simplified models of what
might be the reactive space. The concept of bicycle pedal
motion over pure rotatory motion in the classic, still ongoing,
debate of the primary step in vision is just one example.14

If we could image chemical processes at the atomic level of
detail, we would be able to observe the reactive modes in action
and directly determine their coordinate space. Moreover, one
could extract directly the reaction forces, yielding the effective
mass and the time-dependent velocities of these motions. Such
a measurement, by definition, gives the gradients in the
potential surface that drive the atomic displacements. In
chemical physics, it is traditional to represent reaction
coordinates as potential energy surfaces. If we can directly
observe the time-dependent atomic motions, it would be
possible to construct relevant potential energy surfaces for even
arbitrarily complex molecular systems in a single measurement.
This statement requires solution to the inversion problem in
time-resolved diffraction, which as will be discussed below, is
possible in time-resolved measurements as one is not trying to
solve a completely unknown structure. By taking advantage of
either the known initial structure and conserved structural
components or use of theoretically calculated potential energy
surfaces for refinement, it is now possible to obtain atom
resolved chemical reactions within robust constraints.
Directly observing the reaction forces in this manner gives us

the very essence of chemistry. Moreover, the direct observation
of the key modes or coordinate space controlling the reaction
enables a determination of the critical nuclear configuration
defining the barrier, which in turn provides the insights needed
to better control the barrier height and with it the chemical
process of interest. For example, one might place polar residues
near regions requiring the stabilization of charge separation or
bond softening involving polar modes to lower the barrier and
more efficiently obtain the desired product. For this reason, the
conceptualization of the structure of the barrier crossing, or
transition state region, is taught at the earliest levels of
chemistry. It enables one to think about new means to control
chemical reactions. With atomically resolved reaction dynamics,
we are now moving beyond conjecture to a complete picture of
the motions involved. In order to arrive at this point in our
understanding and ability to control chemistry, it is essential to
directly observe the highly correlated relative atomic motions
that make up these reaction modes, as will be highlighted
below.
Let us put the power of controlling barrier heights into

context. For example, there are certain quantum effects that
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control material properties. Electron−electron correlations and
spin correlations, through various mechanisms, lead to changes
in the colossal magnetoresistance for materials on the order of
108 to 1010.15 The exponential gain in laser amplifiers due to
cascaded stimulated photon emission leads to overall gains of
more than 106.16 We find wonder in these enormous gains
through some coherence effect but do not realize or take for
granted that very similar gains are routinely manipulated
through chemistry to control molecular properties. Each
molecule has a different shape and properties precisely due to
electron correlations that lead to more stable spatial
configurations of electron and nuclear probability distributions.
Differences in reaction rates can be made to vary by 1022 or
more for typical catalysts that lower barriers to specific chemical
processes.17 Each step in an overall synthetic route to specific
structure further amplifies the contrast in the desired pathway
over competing pathways. Chemists literally have a control
knob for directing chemistry with exponential gain that covers
many orders of magnitude. This is a truly remarkable degree of
control over the structure of matter. It is well-appreciated that
this degree of control similarly reflects electron correlation
effects that favor one arrangement of nuclei over another. Given
this, each molecular system represents a unique many-body
system, and one might expect each synthetic route to require a
unique solution. This point is made in light of the high
dimensionality of the problem, as discussed above, and the role
of anharmonicity and electron correlation effects in defining the
control problem of the transition state region. Each molecule
has a specific shape and electron correlation energies. Even
enantiomers with the same composition can have different
shapes and significantly different chemical properties. For
example, lemon and orange esters are enantiomers that smell
dramatically different because of variations in their binding to
olafactory sensors. The shape and attendant differences in
electron distribution gives rise to a multitude of different
chemical properties and functions.
Nevertheless, despite the complex nonlinear nature of

chemistry, a large library of synthetic strategies has been
developed, suggesting that a large degree of generalization
exists.18 These reaction mechanisms have been discovered
either empirically, or one could argue fortuitously, with
oversimplified assumptions for the nuclear configurations of
the transition state region with effectively no information on
the sampling of this nuclear configuration. Major questions
remain about what makes chemistry a transferable concept,
especially in light of the highly nonlinear nature of complex
many-body interactions and the relative robustness with respect
to scaling to more complex systems. The answer to these
questions will enable chemistry to make the leap in de nouvo
synthetic strategies to complex systems comparable to
biological systems. We are currently missing key information
needed to make this transition. The importance of directly
observing chemical reaction dynamics at the atomic level needs
to be viewed in this context.
The prospect of obtaining sufficient space-time resolution to

literally watch atomic motions was considered to be impossible,
relegating the atomic level details of reaction dynamics to be
inferred from a culmination of indirect methods. This point was
effectively made with respect to the importance of perturbative
methods to probe reaction dynamics.19 Indeed, great progress
has been made in combining spectroscopy and various versions
of molecular beam methods to get sufficient information to
construct reaction diagrams in combination with theory.20 This

approach is best suited for small molecular systems and does
not address the seeming robustness of chemistry in scaling to
evermore complex systems. Also, these measurements can
identify a certain subset of reaction modes (those that are
amenable to spectroscopic probes) but not the displacements
of atoms along all coordinates, which is the essential
information. If one could directly observe reactions at the
atomic level, on the primary time scales of barrier crossing
events, we would have all the information needed to optimize
the chemical mechanisms. We now have this capability.

Evolution in Electron Source Brightness: Realization of
Atomically Resolved Reaction Dynamics

The key enabling technology to address this challenge to
experimental physical chemistry was the development of
electron sources sufficiently bright to literally light up atomic
motions. The path toward this achievement commenced with
comparatively low brightness sources that followed in parallel
to the development of light sources for spectroscopy. Ischenko
et al. performed the first experiments that laid the foundation
for the methodology and technology to follow.21−24 They used
a pump−probe method with a laser pulse to induce the
dynamics and an electron pulse as a structural probe. A
deflection method enabled them to achieve microsecond time
resolution. This was sufficient to determine the structures of
transient intermediates in the photochemistry of halomethane
systems and different fragmentation pathways involved in the
photodissociation of CS2. This work illustrated the promise of
structural probes to study photoreactive intermediates. The
next important development was the use of pulsed electron
sources to study gas phase photochemistry by Williamson et
al.,25 Ischenko et al.,22−24 and Dudek et al.26 The Zewail group
was the first to cross the threshold to few picosecond time
resolution.25 Given the low signal-to-noise for gas phase
electron diffraction experiments, these accomplishments21−26

are all the more remarkable in terms of detecting the small
differential changes in diffraction intensity to connect to
structural intermediates. This pioneering work still sets the
standard for studies of gas phase photochemistry. The time-
resolution, limited by both the electron pulse durations and the
velocity mismatch between the laser excitation and the electron
probe,27 was sufficient to capture transient intermediate
structures but was not sufficient for observing the correlated
atomic motions leading to the reaction intermediates. The first
experiments to break the picosecond barrier with sufficient
electron brightness were those of Siwick et al.,28 who were able
to follow the relative atomic motions involved in melting under
strongly driven conditions. Bond breaking and shear motions
were resolved faster than collisional processes would blur the
details of atomic motions. The time resolution reached 600 fs,
even with an electron source intense enough to enable single
shot measurements (the detector had only 10% quantum
efficiency, thus requiring more shots). The most important
feature of this work was the realization that an electron source
with brightness sufficient for single shot measurements is
essential to the study of irreversible chemical processes.
Subsequent increases in electron source brightness and
improvements of the time-resolution culminated in the first
atomically resolved reactions and the direct observation of the
key modes involved in the reactions, as will be elaborated upon
below.
An important consideration for measuring structural

dynamics is an experiment’s time resolution. However, there
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Figure 1. Electron Transfer Example. (a) Diagram representing the potential energy surfaces for Fe2+/Fe3+ metal-to-metal electron transfer. The
problem is symmetric with only solvent fluctuations leading from reactant state to the barrier where the solvent fluctuations bring the donor and
acceptor levels into resonance as needed for electron transfer. If the electron coupling |V12| is sufficiently strong, the electron transfer process
adiabatically follows the fluctuations in barrier crossing to the product state. The microscopic motions most strongly coupled to the reaction
coordinate are depicted as primarly the hindered rotations of an idealistic polar dipole for the solvent. Adapted with permission from ref 7. Copyright
1995 John Wiley & Sons. (b) A schematic illustration of the relaxation dynamics of dimethylaminobenzonitrile (DMABN) in the gas phase following
photoexcitation to the S2 state. X1 and X2 are the branching space coordinates, which lift the degeneracy at the S2/S1 conical intersection (CI) seam.
The dimethylamino group twisting coordinate, which is orthogonal to X1 and X2, is responsible for the interconversion between the S1-LE and S1-
(T) intramolecular charge transfer structures (ICT). The relevant motions are indicated. The inset shows the energies of the S2 and S1 states relative
to the ground state during a simulated relaxation trajectory in which one clearly sees distinct modulation arising from only a few modes within the
distribution that ultimately direct the chemistry. Adapted from ref 8. Copyright 2015 American Chemical Society.

Figure 2. (a) The motion of an effective mass along one slice of a many-body potential representing the motion along a particular mode. The
relatively small displacements (red) are well-defined by harmonic motions. However, far from equilibrium, the motion of the effective mass becomes
more complex (purple). The motion shows multiple frequency components as the object executes its motion on the surface and samples the highly
anharmonic components of the potential energy surface. The motions in time, and the decomposition into frequency components, are shown in the
upper insets. (b) The reduced potential energy surface for the ring closing reaction of diarylethene, as shown by the molecular structures, illustrates
the preparation of the excited state in which the ensuing motions projected along two reduced reaction coordinates (Q1, Q2) define the dominant
reaction modes. As per (a), the superposition of vibrational modes in this process leads to the localized motions of the chemical reaction. An
enormous reduction in dimensionality can be rationalized in this way, but there is still ambiguity as shown by the arrows depicting possible pathways.
The challenge is to identifying the key reaction modes and dynamical pathyways that enable a full understanding of the reaction mechanisms.
Reproduced with permission from ref 2. Copyright 2014 Annual Reviews.
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has been a great deal of confusion in the literature in which the
emphasis has been placed solely on electron pulse durations
and the use of fully reversible processes to demonstrate the
time resolution. Doubtless, there have been important proof of
principle experiments using low brightness electron and X-ray
structural probes to follow phonon motions.29,30 Little new
information is, however, extracted from these studies. The
observations are related to small atomic displacements in the
fully reversible regime, in which the primary observable is the
phonon frequency. This information could be more readily
obtained by all-optical methods. The discussion of time
resolution solely in terms of pulse durations then distracts
from the real issues in casting the measurement as a problem in
image reconstruction, with all the attendant problems in
achieving sufficient brightness for contrast, and Fourier
components to faithfully reproduce the image. It is ultimately
electron source brightness that is the essential consideration
and not just the pulse duration. The major milestones in the
development of time-resolved electron diffraction for the study
of chemical reaction dynamics are given in Figure 3, where the
importance of source brightness is clearly demonstrated by
considering only work in which structural changes were
resolved.
To fully appreciate the importance of source brightness in

imaging and the achievement of atomically resolved dynamics,
consider the elements needed for a camera to make a
“Molecular Movie”. First consider the image source (lighting)

requirement for the spatial resolution to map chemical reaction
pathways. To resolve the vibrational nonadiabtic coupling to
reaction coordinates and the effect of vibrational anharmonicity
requires sub-Å spatial resolution, in many cases better than 0.1
Å. (For example, the net motion of the central carbon atoms
involved in the photoisomerization of retinal is 0.1 Å.)14 The
central carrier wavelength of a pulsed source must therefore be
on this length scale or shorter. Using diffraction methods, this
spatial resolution requirement can be met with either hard X-
ray or high-energy electrons.
Now consider the time-resolution requirements. The

relevant shutter speed can be estimated by considering the
time it takes two atoms or reduced masses to move along a
dissociative coordinate to a point where the binding energy is
no longer within kT.38 At this point in the reaction coordinate,
one can say the bond is broken. For typical speeds (≈105 cm/s)
of sound defining thermal fluctuations, and potential energy
surfaces for which motions on the order of 1 Å are required to
reach unbound parts of the potential, the relevant time scale is
100 fs.38 This time scale should be familiar. It is the typical
sampling frequency of the Arrenhius expression for first-order
rate expressions. While oversimplified, this estimate provides
the relevant time scales. There are faster dissociative channels
involving excited state potentials, on the order of 25 fs,39,40 but
most chemical reactions involve more long-range correlated
motions of collective modes, especially in condensed phases
where the most highly damped modes along the reaction
coordinate occur in the 100 to 10 cm−1 range (>100 fs).2,41,42

The fastest chemical process known, that does not involve
dissociation, is the primary step of vision involving photo-
induced isomerization around the C11−C12 double bond of
retinal. This time scale was initially assigned to occur on the
200 fs time scale, and it was one of the fastest chemical
reactions known. The primary step of vision has now been
shown to occur effectively coherently (ballistically) through the
displacement of just 3 key modes on the time scale of 30 fs.43

This is one of the most highly optimized chemical processes
known, especially given the complexity and scale of a biological
system. All other chemical processes are typically slower, so that
the 100 fs time scale serves as a useful metric for sufficient
temporal resolution. To be clear on the required time
resolution, it should be noted that there are faster nuclear
motions. The fastest nuclear motion is the OH stretch of liquid
water with a half period of 10 fs; however, the rms displacement
is less than 0.05 Å, which is not a chemically relevant length
scale relative to those associated with barrier crossing processes.
It is the nuclear fluctuation time scale, during which the
coupling of various vibrational modes leads to the highly
anharmonic localized motions through the barrier region, that
we call chemistry. These processes occur predominantly on the
100 fs time scale.
As a final point on the required time resolution, arguments

have been presented that the attosecond time scale character-
istic of electron dynamics is the primary process to be
controlled and therefore relevant time scale.44 Attosecond
methods provide important information on electron dynamics
under high field conditions with numerous applications
exploiting concepts of electron recollision physics. However,
in chemical processes, the electronic degrees of freedom
adiabiatically follow the nuclear motions, not the other way
around. The heat capacity or thermal reservoir responsible for
the nuclear motions giving rise to the chemistry is largerly
determined by the system’s internal energy within the nuclear

Figure 3. Major milestones in resolving structural changes with
electrons. The importance of source brightness is evident as the
picosecond barrier was broken by sources bright enough to enable the
study of irreversible systems. This figure of merit is distinct from the
study of reversible or thermal processes. CF3I, with sub-ms time
resolution, was reported in 1983 by Ischenko et al.21 The dynamics of
heating Al near the onset of melting was reported by Williamson et
al.31 in 1984 with a resolution of ∼10 ps. A time-resolution of <10 ps
was achieved in 1992 by Williamson et al.25 A 1 ps time resolution was
achieved in 2001 by Ihee et al.32 The picosecond barrier was broken in
2003 by Siwick et al.28 Later on, in 2009, Bi33 by Sciaini et al. to
illustrate the fastest structural transition and TaS2

34 by Eichberger et al.
in 2010 improved the time resolution and diffraction quality with a
more compact electron gun design. The first systems involving bond
formation in electrocylization (diarylethene),35 intermolecular electron
transfer (EDO-TTF)36 for organics, and metal-to-metal electron
transfer [Pt(dmit)2]

37 exploited rf pulse compression35,36 or further
compaction in electron source37 to increase source brightness. The
observed trend gives a clear connection between source brightness and
the ability to study larger systems.
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degrees of freedom. This fact is part of the success of the
Born−Oppenheimer approximation in treating molecular wave
functions and dynamics. The only time the electron dynamics
become slower than the nuclear time scale is at conical
intersections (to be discussed below) or other related crossings
where the mixing between electronic surfaces is small (<100
cm−1).45 However, even here it is the nuclear motions that
bring the system to this point and define the operating time
scale. The electron dynamics at this point in nuclear
configurations determine the quantum efficiency at the
singularity, not the effective time scale of the crossing. For
the purposes of the present discussion, we use the 100 fs time
scale as the canonical time resolution needed to atomically
resolve chemical reaction dynamics.
No detector is fast enough to resolve structural molecular

dynamics on this time scale. One has to use perturbative
methods to trigger the structural changes and then use a
structural probe in a repetitive stroboscopic pump−probe
protocol that stitches together a movie of the atomic motions.
This approach is now standard in femtosecond spectroscopy.
The time resolution is provided by sampling a system response
by exciting the sample with an excitation pulse shorter than the
dynamics of interest and then nonpertubatively sampling the
ensuing dynamics with a variably time delayed, sufficiently
short, probe pulse sensitive to the excited state processes. The
associated time base is scanned using various strategies for data
collection, averging, and maximing the signal-to-noise ratio of
the time-dependent signal. A slow detector is used to read out
the probe intensity at each time delay. The detector read-out
only needs to be faster than the time taken to change the time
delay between the excitation and probe sequence. The main
problem in the past has been to develop short enough pulses to
temporally resolve the dynamics of interest. In this light, one
could argue that the main challenge is to obtain short enough
pulses of either X-rays or electrons to capture the relevant
motions. The 100 fs time scale may seem incredibly fast for X-
rays or electron imaging sources. However, there are well-
established methods using either laser plasma or femtosecond
photoemission methods, which mimic laser pulse durations to
generate such sufficiently short pulses of X-rays or electrons,
respectively. The real problem is the brightness. It took 20
years after the first femtosecond lasers to achieve sufficient
source brightness. This issue can be most readily understood
within this movie camera analogy. As one goes to shorter and
shorter shutter speeds (higher and higher time resolution), one
needs a brighter and brighter source to maintain image quality.
The ability to observe edges and spatial relations depends on
the contrast, which is related to the dynamic range of the
detected image, which in turn depends on the brightness, or
integrated detected flux, of the image. This problem was the
driving force for the development of faster shutter speeds and
flash bulbs in the early days of photography to freeze out
motions. Brightness determines the signal-to-noise and contrast
gradients in an image.
To better define the source brightness issue, we should

consider the imaging method. Atomically resolved structures
can be obtained using either diffraction (reciprocal space) or
real space imaging methods. The signal for diffraction scales as
N′2, while real space imaging scales as N′, where N′ refers to
the number of unit cells in a single crystal sample volume.46

This dependence is due to the fact that the diffracted signal
field adds in quadrature to the contributing scattering terms to
give the measured intensities of the diffraction orders. For this

reason, diffraction experimentally scales quadratically with the
sample thickness, or N′2. This amplification factor makes
diffraction orders of magnitude more sensitive than real space
imaging, and within current source limitations is the only
option for imaging atomic motions in real time. For simple unit
cells (order 10 atoms/unit cell), the number of electrons
required to achieve enough diffraction orders with sufficient
dynamic range to resolve the relevant motions is on the order
of 104 detected electrons and scales approximately linearly with
the number of atoms/unit cell. As an approximate rule of
thumb, one needs 105 electrons for typical molecular systems of
interest with ∼100 atoms/unit cell and 107 electrons for
systems comparable to proteins. This scaling can be gleaned
from typical reported static diffraction patterns.
The real problem with the source brightness arises from the

need to phototrigger the structural dynamics of interest.
Chemical processes, or other structural transitions, are rare
events and need to be phototriggered to provide a time origin.
To get above background, the excitation level needs to be
∼10% for the sampled volume. Since chemical reaction
dynamics are generally nonreversible, this level of excitation
often leads to sample damage in a single laser shot. The
significance of this point needs to be fully appreciated. The
preparation of samples with uniform quality and thickness on
the 10- 100 nm thickness scale suitable for electron probes
(transmission studies) is extremely demanding, and one quickly
runs out of “film” before enough time points can be recorded to
observe the relative atomic motions. Even in the limit of fully
reversible systems, samples on this thickness scale take 10−100
ms time scales to recover and signal sampling is reduced to the
10 Hz range or slower, such that comparable signal-to-noise
ratios (SNR) in imaging atomic motions takes quadratically
longer to collect sufficient signal. From a practical standpoint,
samples under irradiation have a finite lifetime such that the
brighter the source the better the resolution and contrast to
track atomic motions. Further, the 100 femtoseond time-
resolution requirements (100 fs excitation pulse widths for
triggering) and pulse energy needed to give this fraction of
excited states leads to maximum peak powers on the order of
10−100 GW/cm2 for samples of a few micron thickness. Peak
powers in this range lead to sample damage even in the case of
otherwise reversible systems, which reinforces the need for
source brightness capable of generating single pulses of either
electrons or X-rays with sufficient intensity for single-shot
structure determination.
All the technology was available in the 1980’s to 1990’s to do

this class of experiment with low flux sources.21,30,31 But it is
only recently that the brightness issue has been fully
appreciated and solved.28,47 To emphasize this most critical
technical point, it is not sufficient to have simultaneously
sufficient spatial and temporal time resolution (femtosecond
excitation, femtosecond structural probe pulses) but the
structural probe must have sufficient brightness for single
shot structure determination to follow chemical reactions.
There are a few cases where photoreversible processes relax this
condition (vide infra), but in all cases, thermal effects dictate
the sampling rate, which makes the requirement of high
brightness sources a general condition.
The major limitation in source brightness with electrons is

the inherent Coulombic repulsion between electrons, or space
charge effects, that limits the charge density per pulse for a
given energy spread or brightness. It is fair to say that this
limitation was thought to make it impossible for high bunch
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charge electron sources to achieve atomically resolved structural
dynamics and provided great incentive for applications of X-ray
free electron lasers (XFELs) in this domain. A major advance in
electron source brightness came from an effectively exact
solution to the coupled equations of motion for some 104

electrons to simulate the electron pulse propagation dynamics
with sufficient electron numbers for single shot structures.47

This work discovered that there are indeed very strong space
charge temporal broadening effects but no significant loss of
spatial coherence or resolving power at useable electron
densities by using the shortest possible propagation distances
(vide infra). The unexpected finding was that there is also no
significant loss in space-time correlation for these conditions.
The electrons at the front of a pulse are accelerated to higher
velocity relative to the trailing electrons that are in like fashion
decelerated to lower velocities. For nonrelativistic electrons, the
higher-energy electrons have larger velocity than lower-energy
electrons, which leads to a self-sorting of the electron energies
such that the electron pulse develops a nearly perfectly linear
chirp. The importance of this detail is shown in Figure 4 and is
immediately apparent. This feature was missed in prior
analytical treatments and could only be gleaned from accurate
numerical simulations of the pulse propagation. It is
immediately apparent from this work that such highly linearly
chirped pulses can be readily recompressed at the sample
position using a number of possible dispersive electron optics.
The alternative and most robust solution also revealed from
this work was to use extremely compact electron gun designs to
minimize pulse broadening by limiting the propagation
length.28,48−53 This study was also crucial in providing the
essential information with respect to the experimental
parameter space for the compact gun concept with sufficient
electron numbers and coherence for single shot structure
determination without the need for compression. This
difference greatly simplies the gun design.
The effective source brightness made possible by this work

needs to be fully appreciated. Single shot structure determi-
nation is now possible for even complex systems, as will be seen
below (section 4.2). It is now routine to generate electron
pulses with up to 105−106 electrons per pulse, with 100 fs pulse
durations, with beam sizes on the order of 100 μm that are
ideally suited to match typical excitation profiles used for
femtosecond spectrosopy.50 These parameters correspond to a
peak current density of 1.6−16 kA/cm2, which is more than 4
orders of magnitude higher peak current density on target than
typical TEM parameters used for imaging, with similar gains
over previously used sources for time-resolved studies
(compare Figure 1 in ref 48 to electron bunch charge densities
of earlier work).
To fully quantify source brightness in terms of imaging

atomic motions, it should be stressed that the ultimate limit in
spatial resolution is determined by the transverse energy spread
of the electron photoemission at the source. The transverse
normalized rms emittance describing this distribution is defined
by54

ε ≡ ⟨ ⟩⟨ ⟩ − ⟨ ⟩
mc

x p xp
1

x x x
2 2 2

(1)

where m is the electron mass, px is the transverse moment, and
x is the position in the transverse direction, using z for the
propagation axis. The emittance in y and z are defined similarly,
which delineates a 3D phase space for the electron bunch. The
spatial resolution is determined by the transverse emittance.

For a Guassian distribution with an rms beam waist, σ, for the
distribution in x, this relation reduces to εx = (1/mc)σxσpx in
which the transverse momentum spread (σpx) can be defined by
an effective electron temperature [i.e., σpx = (mkT)1/2]. The
transverse emittance at the source is then εsx,y = (kT/
mc2)1/2σsource, with the source size for photoinjection given by
the laser beam spot on the photocathode (σsource). One wants
to have as small a transverse energy spread or lowest emittance
possible for a given photoinjection spot size. The transverse
moment component determines the beam divergence; the
lower the emittance the more parallel the outgoing beam and
consequently higher spatial coherence. It is the transverse
component that determines the spatial resolution and the
longitudinal distribution of electrons that determines the
temporal resolution. The objective is to conserve the transverse
emittance, keep it as low as possible at the sample position with
the highest number density of electrons and in the process also
minimize pulse broadening. The brightness of the electron

Figure 4. (A) The basic elements in a femtosecond electron gun. The
photoinjection pulse impinges on the photocathode at high potential
relative to an extraction grid at ground in which a collimating lens and
aperture can be either before or after the sample as evident from this
figure. (B) The use of the tree code with the above structure was used
to calculate the electron propagation dynamics for the coupled
equations of motions for 104 electrons. This single result led to two
new high intensity femtosecond electron source concepts. One can see
that if the propagation distance from the photocathode is kept short,
comparable to the extraction distance, pulses of sufficient bunch
charge for single shot structure determination with 100 fs time
resolution can be generated. The onset of perfectly linear chirp is
equally apparent and led to the idea of using dispersive pulse
compression schemes to temporally refocus the electron pulse to give
the highest possible source brightness at the sample position for given
beam parameters. Reproduced with permission from ref 47. Copyright
2002 AIP Publishing LLC.
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source is usually characterized in terms of the reduced
brightness using the above terms as

π ε ε
≡ ∂

∂ ∂Ω
≡

̂
B

U
I

A
Imc1

2r
x y

2 2

2
(2)

where U is the electron energy, A is the beam area, Ω is the
solid angle, I the current, and I ̂ the peak current. The key
parameter in relating emittance to spatial resolution is the
transverse coherence length [LT ≡ (h/2π)σpx], which from the
above can be written as

π σ σ=L h kT[ /2 ( ) ]( / )T
1/2

sample source (3)

There are issues of global versus local transverse coherence,
but this simple expression gives an excellent approximation. In
order to resolve structural changes, the transverse coherence of
the probe electrons at the sample position must be on the order
of the unit cell dimension to coherently scatter and report on
the lattice. The reduced brightness is a measure of the ability of
the source to deliver electrons per unit time within some solid
angle at any arbitrary distance from the source. This expression
assumes conserved emittance from the source to the sample. It
provides a rigorous measure of source brightness for the highest
spatial resolution possible within the constraint of negligible
space charge effects. For time-resolved measurements, the peak
current density has to be pushed to the limit in which there is a
trade off in spatial resolution and time resolution needed to
address the problem of interest. In general, space charge effects
are highly nonlinear and quickly destroy spatial resolution such
that there will be a maximum beam current density for a given
spatial resolution that depends explicity on propagation
distance, as shown in Figure 4. In this case, it is rather obvious
that the highest source brightness prior to the onset of space
charge aberrations on the spatial resolution is obtained by
moving the sample as close to the source as possible. The
problem then reduces to eq 3 with respect to the required
spatial resolution. The remarkable finding from the theoretical
modeling, and demonstrated experimentally, is that with typical
transverse photoemission energies (fwhm) of 0.2 eV, the
transverse coherence length approaches 1 nm with approx-
imately 1:1 imaging of source to the sample, with sufficient
electrons for single shot structure determination. The compact
gun design gives this directly with no interverning optics for
100 μm beam parameters. This coherence length is sufficient to
atomically resolve nearly all chemical systems of interest with
single shot capabilities. Even processes involving lattice
reorganization associated with electron transfer fall within this
parameter space. With relatively minor changes in design for
sample positioning, it is now possible to place the sample
effectively right at the extraction anode49−51 for the maximum
possible bunch charge density prior to the onset of space charge
broadening on the spatial resolution. This is truly an ultrabright
electron source in that the imaging is conducted at effectively
the highest possible, space charge limited, current density. With
the beam parameters at the source, the initial photoemission
generated electron distribution appears as a “pancake”
distribution (σsource ∼ 100 μm, σz ∼ 10 μm re: Figure 4)
such that the dominant space charge effect is longitudinal pulse
broadening without significant transverse growth in the
emittance. Even at the space charge limit for minimal reduction
in transverse coherence, the pulse broadening is only a factor of
2−3 from the pulse at birth (see Figure 4, t = 0.2 ns, which
corresponds to 2 cm from the extraction anode). This

longitudinal pulse broadening is a minor reduction from the
highest possible current density for a given spatial resolution.
The positioning of the sample in close proximity to the
extraction anode limits pulse broadening to just the space
charge effects within the extraction field, with <100 fs pulse
durations now possible.
The last vestige of pulse broadening can be removed by

exploiting the extraordinary linear chirped nature of the pulses
after suitable propagation, as first pointed out by the work
shown in Figure 4. This chirp can readily be compensated to
recompress the pulse at the sample position using a number of
possible dispersive electron optics. The use of reflectron
designs was first proposed for compensation of the initial
energy spread55 and could equally be used for compensation of
high bunch charge space charge effects. Another elegant
method involves the use of a half cycle rf cavity to temporally
compress the pulse.56 In principle, the longitudinal space charge
effects can be completely removed to regenerate the initial
electron pulse duration at birth, which mimics the laser pulse
duration for photoinjection. Pulses as short as 10 fs or less are
possible, within the constraints of the laser pulse bandwidth and
acceptable transverse emittance growth. However, this
approach requires nontrivial rf synchronization with low level
rf feedback and passive stabilization of temperature and
humidity to avoid drift of the t = 0 position, which translates
to a loss of time resolution.57 Time-stamping methods have
been developed to help mitigate the jitter problem, which have
enabled 30 fs time resolution with adequately short pulses.58

The rf pulse compression methods give an approximate factor
of 3−10 increase in electron bunch density over the first
generation compact gun design for a given transverse coherence
at the sample position. For the 100 fs time resolution needed to
capture chemical processes, the latest generation compact gun
design is now on par with even pulse compression methods for
source brightness at the sample position and is no more difficult
to use in probing structural dynamics than conventional all-
optical pump−probe experiments. The only difference now is
the relatively minor pulse broadening in the extraction zone,
which can be compensated with pulse compression methods.
The problem comes in scaling femtosecond electron

diffraction to study systems with larger unit cells and scaling
to higher complexity. The most important relation with respect
to scaling to more complex systems is eq 3. It needs to be
realized that the transverse coherence length (spatial
resolution) is completely determined by the transverse energy
distribution of the photoemitted electrons. In terms of
increasing the source brightness, one can only approach the
space charge limit to the onset of transverse emittance growth
with increasing peak current density. The nonlinear nature of
space charge effects creates a well-defined threshold for the
maximum bunch charge density for any given transverse
coherence. Only in the case of perfect ellipsoid charge
distributions is it possible to correct the distribution for space
charge induced beam divergence, and this has not been realized
to date. If we wish to increase the transverse coherence to 10
nm, assuming a transverse energy spread of 0.2 eV (and σsample
= 100 μm), from eq 3, we see that the spot size at the
photocathode would have to be decreased by 10 relative the
sample spot size, which is fixed by the available area of the
sample. Thus, in order to increase the spatial resolution to the
10 nm scale, we would have to reduce the number of electrons
per pulse by a factor of 100 relative to the LT = 1 nm beam
parameters with bunch charge density at the space charge limit.
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This loss in peak current density to get the desired spatial
resolution is not a tenable solution in general. Only in cases
where systems are reversible (or using 100× more sample) can
this compromise be made. The best solution is to adopt a
different photocathode source with lower emittance. Recently,
there have been tremendous strides made in developing new
trialkali metal photocathodes with reported energy spreads as
low as 20 meV.59 This is the factor of 10 lower emittance
needed to achieve transverse coherence lengths of 10 nm with
the highest possible bunch charge densities at the sample
position for the optimal 100 μm beam parameters. This new
source technology is being implemented and will allow scaling
femtosecond electron diffraction studies to cover all conceiv-
able space-time scales relevant to chemistry and its connection
to the structure−function of biological systems. Similarly
ultracold electron sources have been proposed to scale to
even larger coherence lengths with electron temperatures
reported as low as 10 K (1 meV), which would in priniciple
extend spatial resolution well beyond 10 nm.60

It needs to be fully appreciated that in going to larger length
scales in spatial resolution, there is a commensurate require-
ment for more electrons to resolve the details. This scales
approximately quadratically with the unit cell size, assuming
constant atom density. As a general rule of thumb from the
experiment, 104−105 electrons per pulse are needed for unit
cells of ∼1 nm and 106−107 electrons per pulse for unit cells
between 3 and 10 nm, assuming sufficient transverse coherence
and optimal sample conditions for diffraction. The peak current
density at the onset of unacceptable emittance growth due to
space charge effects is independent to this consideration. It
depends solely on bunch charge density, and as stated above,
the magnitude of the space charge effect increases with the
propagation distance from the source to the sample. Even with
the new low emittance photocathodes and ultracold atom
sources, it will not be possible to overcome this electron bunch
density limit. The lower emittance of these new sources
inceases the spatial resolution but does not change the critical
charge density that leads to explosive coulomb growth in
emittance. For 100 μm beam parameters and 100 fs e pulse
durations, very rapid increase in emittance growth occurs at
∼105 electrons/pulse, as a useful metric for the space charge
threshold. Taking 100 μm as the maximum value for σsample due

to sample limitations, and a desired e pulse duration of 100 fs,
the needed total integrated electron numbers must come from
either using 10−100× more sample or using at least partially
reversible systems capable of 10−100× sampling events per
excited region to give the required 106−107 integrated signal to
achieve sufficient SNR to invert the diffraction pattern to real
space. This point must be taken into account in the discussion
of low-emittance sources and scaling atomically resolved
structural dynamics to more complex systems. It is an imaging
problem in which the total detected diffracted electrons at each
time point must provide enough information to invert to
structures.
As will be seen below, the above estimation of the needed

number of electrons for this purpose can be dramatically
reduced by exploiting recent advances in electron detectors and
the fact that we know the initial structures and conserved
features. This additional information helps both in phasing and
in reducing the number of detected electrons needed to
determine the structure. This advance in image reconstruction
and recent low emittance sources will make it possible to
achieve single shot structure determination for systems even as
large as proteins. In this event, the compact electron gun
concept or pulse compression methods are capable of achieving
single shot conditions for a given spatial resolution up to
systems with unit cells as large as proteins, operating at the
maximum space charge limited current. It is in this sense that
these sources are ultrabright.
As a final comment on source technology, it is possible to

push the peak bunch current density higher by using rf
acceleration fields rather than the dc extraction fields discussed
above. The oscillating electric field polarity prevents charge
build up such that it is possible to increase the extraction field
to the dielectric breakdown of the photocathode material or an
order of magnitude larger than dc fields. This imparts a small
chirp from the rf itself, which with a second rebunching rf cavity
can be used to compress electron pulses to less than 1 fs.61 This
concept is best-suited for relativistic electron energies (>1
MeV) where the higher electron velocity (∼ c) enables a longer
region of constant compression to place the sample. Thus, it is
possible to increase electron source brightness by another
factor of 10 by going to relativistic pulse compression.
Providing rf time jitter problems can be solved, this pulse

Figure 5. Characterizing Electron Pulses. Top panel shows the detection of an electron pulse on a phosphor screen. The dark “bullet” passing
through the electron pulse is the laser excitation pulse, which deflects electrons through the pondermotive force arising from the field gradient of the
excitation pulse. Reproduced with permission from ref 53. Copyright 2006 Optical Society of America. (See Movie S4.) The use of grating
geometries reduced pulse requirements to microjoule levels. These methods allowed full validation of the electron pulse temporal characteristics.
The bottom panel is to give an impression of the enormously fast time resolution. This is catching a bullet in flight; where in the electron case (top),
it is catching a laser pulse in flight. Stroboscopic images courtesy of Andrew Davidhazy RIT, http://people.rit.edu/andpph/).
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duration is short enough to open the prospect of imaging
electron dynamics (electron density changes in structure
factors, vide infra).
From the above discussion, it should be apparent that the

definition of reduced brightness is not a sufficient metric for
comparing sources for time-resolved studies. A source with a
much larger formal reduced brightness may not have the
required pulse duration to resolve the dynamics of interest, and
similarly, a very short electron pulse may not have the required
bunch charge to have sufficient SNR to sufficiently resolve the
diffraction pattern. Eq 2 is fine for static imaging in which one is
only considering spatial resolution issues of the source. For
time-resolved structural studies, a single parameter is
insufficient information. We introduce here the term temporal
brightness, which we hope will be adopted for which the bunch
charge, electron pulse duration, and transverse coherence
length should be stated to enable a fair comparison of
experimental conditions. These are interdependent parameters.
One needs information on all three parameters as this is an
imaging problem (intensity and spatial resolution) in the time
domain (pulse duration).
To date, the problem in fully characterizing the electron

source lies principally with a determination of the electron
pulse duration and absolute timing with respect to the laser
excitation pulse. Information on the transverse coherence can
be reasonably well-approximated and validated through z scans
of the beam diameter to determine the beam divergence and
from diffraction quality from reference samples. It is the
effective temporal resolution of the source that has been most
problematic as there is no detector fast enough to provide this
information. A known response function must be used to
characterize both the electron pulse duration and the
convolution to the excitation pulse, which includes any timing
jitter between the excitation and probe pulses. In this respect,
another important technological development, apart from
source brightness, was the characterization of the electron
pulses and the t = 0 position. This measurement problem has
been solved with the recent development of pondermotive
scattering methods that gives an absolute time resolution
characterization to 10 fs accuracy53,62,63 (see Figure 5 to see the
dramatic light-matter interaction). There are also various streak
camera measurements64−66 and plasma sources for dynamic e-
beam deflection67−69 that in combination provide convenient
means to calibrate the time resolution below 100 fs. This last
feature in relation to characterizing the pulse duration and
absolute timing was critical to establishing the overall time
resolution. It is now possible to quantitatively compare different
sources in terms of temporal brightness in a meaningful way.
To better calibrate the reader to the significance of the

technological developments giving rise to the dramatic increase
in temporal brightness for electron sources, it is useful to
compare to X-ray sources that are more routinely used for
molecular structure determination. Given the factor of 106

larger scattering cross section of electrons relative to X-rays for
the relevant energy ranges, and the need to keep samples thin
enough to avoid peak power multiphoton ionization artifacts,
this source technology approaches that of X-ray free electron
lasers (XFELs) in terms of detected diffraction. Electron guns
are tabletop sources of enormous effective brightness. The
image and contrast quality for the differential detection of
structural changes also depends on source stability. Typical
electron sources are orders of magnitude more stable than
XFELs and correspondingly need far less sample for resolving

structural changes. Specifically, XFELs are self-amplified
spontaneous emission (SASE) sources and as such have
100% shot to shot variability. Averaged over minute time
intervals (30−100 Hz operation), the amplitude instability is
5−12% rms and wavelength instability is 0.1% rms for 0.1%
energy bandwidth,70 which affects the degree of partials in the
diffraction. This stability is to be compared to electron sources,
which replicate the amplitude stability of the solid state laser
used for photoinjection, which is typically 0.1% rms or better
for similar integration times and energy stability corresponding
to less than 10−5 variation. The inherently shorter wavelength
of electrons also provides much higher intrinsic spatial
resolution than the typical 10 kV-range X-rays. The down
side is that the sample preparation is much more involved than
for X-ray sources. Samples must be on the order of 100−200
nm thick or less (sample Z and electron energy dependent) to
avoid multiple scattering effects on the diffraction71 and must
have sufficient surface area to enable collection of the number
of desired time points to resolve the dynamics of interest. This
difference is a major advantage for XFELs, particularly for the
study of biological systems where the protocols for making
large area, 100 nm thin, crystals has not been developed as yet
for electrons. Currently, XFELs are the only source capable of
atomically resolving dynamics in biological systems4,72,73 for
which there are a number of key questions related to the
coupling of chemistry to biological functions.74,42,4 However,
there is a large class of systems amenable to study with electron
probes, and the current source brightness is sufficient for
biological systems (as discussed above and shown in section
4.2). The main limitation is sample preparation. With the
advent of nanotechnology and a long-standing effort in the
electron microscopy community to provide sufficiently thin
samples for electron probes,71 the problem of sample
preparation can be managed. In this respect, the machine
physics for creating and characterizing sufficiently bright
electron sources for atomically resolving reaction dynamics
has been solved. This advance led to the first atomic movies of
structural dynamics with sufficient diffraction orders to resolve
the key relative atomic motions directing the structural
transition on time scales faster than collisional processes
could blur out the details.28 It now all comes down to
identifying samples to systematically probe different chemical
processes. The key enabling feature to get to the point that the
sample is the main experimental challenge (as it should be) was
the development of high brightness electron sources.
At the opposite end of the spectrum of source brightness, it

should also be mentioned that the electron space charge
problem can also be solved by going to very low electron
density bunches with conventional electron gun/propagation
lengths used in TEMs, or the prior state of the art gas phase
electron diffraction setups.75−77 The space charge limitation in
time resolution has to be carefully separated from the overall
requirements for image reconstruction, as discussed above. In
the limit of so-called single electron pulses,78,79 space charge
effects can be completely eliminated. This concept has been
promoted as the ultimate solution to temporal resolution, and
its technical merits need to be discussed. This assertion does
not take into consideration all the details of image
reconstruction and the minimum dynamic range needed for
inverting diffraction to real space images. The experiment is not
a simple single parameter integration, in which case the
arguments presented would be correct. There is, however, one
major advantage of single electron sources in that the spatial
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resolution, in principle if sufficient SNR could be achieved, can
be orders of magnitude larger than planar photocathodes.
Inspection of eq 3 shows that the longitudinal transverse
coherence can be made arbitrarily large by going to extremely
small source sizes (e.g., a few nanometers with nanotips). With
single electrons, the source size can be made very small to
achieve large transverse coherences. The challenge is sufficient
sampling to construct the image. To illustrate the limitation of
the single electron approach, if we consider a diffraction pattern
requiring 106 scattered electrons (assuming 100% detector
efficiency) for a system with a unit cell in the 3−10 nm range
(e.g., a protein system) to modestly exploit the higher spatial
coherence of such sources then the total number of excitation
and probe sampling events would have to be on the order of
108 (to have 0.01 electrons per photoinjection pulse to ensure
single pulse conditions and no loss of spatial-temporal
coherence from a <10 μm source size). For real space imaging,
the spatial resolution for a given SNR is directly connected to
the number of electrons and approaches even more unrealistic
numbers of excitation events (i.e., 1015 for Å or atomic
resolution) for sufficient image contrast (SNR = 100).80

Previous discussions of femtosecond time resolution with Å
spatial resolution have completely neglected this critical
detail.77,81 The overlooked problem is that of photoreversibility
(vide supra). At the present time, there are no known samples
undergoing chemical reactions that can sustain up to >106

photocyles under fully reversible conditions as required by this
method, even in the limit of 1e/photoinjection pulse. Recall
sample preparation is the main limitation, and single electron
approaches will require orders of magnitude more sample than
sources capable of single shot atomic resolution. In principle,
fully reversible systems can be found, and there has been some
very promising work in relation to photoexcitation cycling
between reactant and product states (“recover before
destroy”).82 This set of reversible samples will always be
greatly reduced compared to possible studies with high
brightness electron sources. However, the real problem will
be thermal. Even in the limit of fully reversible systems, the
time scale for complete thermal relaxation between laser shots
to avoid accumulating heating artifacts and reproducibility will
limit sample repetition rates to 100 Hz time scales, as will the
time required for physical exchange of the sample.36 These
seemingly trivial technical details make the required time and
amount of sample challenging to the point of being impractable
for the single electron approach for all but gas phase
photochemistry. More to the point, there is no reason to use
single electron pulse sources for structural dynamics, as per the
discussion above in terms of relevant time scales. High
brightness sources have achieved the needed space-time
resolution to capture the relevant dynamics and factors of
106−108 difference in signal acquisition time, and sample
requirements cannot be overlooked. To give another
perspective to drive this point home, the prospect of using
single electron sources for studying reaction dynamics is the
same as using single photon sources for femtosecond
spectroscopy. The ability to study femtosecond dynamics was
made possible through the introduction of the laser to provide
sufficient photon flux to measure small changes in optical
properties to correlate to the quantum state dynamics. In like
fashion, it would be possible to collect femtosecond time-
resolved spectra with single photon sources, but it would take
108 longer in conventional pump−probe methods (assuming
typical 100 pj probe pulse energies) to achieve the same

integrated photon flux for the signal, discounting the much
smaller SNR subject to the higher noise at long data collection
times. Lasers are high brightness sources, which made these
measurements possible. The same consideration holds for
electrons. To date, there have been no atomically resolved
chemical dynamics exploiting the single electron approach. It all
comes down to sample, and only in the limit there were spatial
or temporal conditions that could not be met with high
brightness electron sources would it make sense to use single
electrons for atomically resolved reaction dynamics.
There are, however, certain domains where single electron

sources have a major advantage. In this respect, an important
case has been made for the study of attosecond dynamics to
spatially map electron dynamics using X-rays.83 Electrons could
be equally used, and single electron pulse sources are more
capable of attosecond time resolution for following electron
dynamics or problems in solid state physics involved highly
correlated motions over 10−100 nm length scales, that tend to
be fully reversible, to more fully exploit the intrinsically high
spatial coherence of such sources.
The comparison between single electron sources and

ultrabright electron sources highlights that the problem of
atomically resolving chemical reaction dynamics is really a
problem in imaging at the fastest possible framing rates due to
sample limitations. The source must not only have sufficient
spatial resolution but also brightness and stability for the
highest signal-to-noise ratio in obtaining maximum contrast and
dynamic range to reconstruct an atomic movie, just like
conventional movie cameras. The analogy holds.

Toward a Reaction Mode Basis for Conceptualizing
Chemistry

The above discussion highlights the technical advances made to
attain the needed spatial-temporal resolution and most
importantly brightness to achieve atomically resolved reaction
dynamics. From a chemistry perspective, this new experimental
methodology will enable a direct observation of the key
reaction modes. Put in another way, these developments enable
a determination of the appropriate coordinate space leading to
seams in complex potential energy surfaces, the very pinholes in
nuclear configuration space leading to the lowest barrier
pathways giving rise to the reaction. It needs to be emphasized
that we cannot infer these short-lived transition state structures
from static structures. The very fact that there is very strong
mode coupling in the highly anharmonic region of the barrier
crossing region makes it difficult or even impossible to know a
priori which modes will yield these seams or their degree of
coupling. Our current level of theory is incapable of sufficiently
sampling nuclear configurations, save for few-atom systems, to
map these motions. Computations do not give sufficiently
accurate potential energy surfaces and reaction forces at the
critical point for the high-dimensional problems of interest in
chemistry. Thus, we need to conjecture about the structure of
the transition state. As an important case in point, this problem
is amplified by the current efforts to resolve the water splitting
structure of PSII that involves a unique arrangement of Mn and
Ca ions poised after a 4-photon process to generate an
intermediate (S4) structure.84,85 There is currently no synthetic
analogue that can rival PSII. We do not have a detailed
understanding of the structure of the barrier crossing region
that enables water splitting, which would be a major step
forward in the development of alternative energy sources. The
problem in conceptualizing transition state structures is akin to
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finding a way from one valley to another in a very rugged
mountainous region during an earthquake in which the very
mountains and terrain are changing as one moves along the
landscape: suddenly an opening appears and the shaking drives
you to a more stable valley. Without detailed knowledge of how
fluctuations (shaking, in this analogy) affect the potential
energy landscape one would be hard pressed to guess where
and when an opening or pathway to the next valley would
occur. Given the enormous number of possible configurations
for molecular systems, this process is best described within a
free energy landscape to take into account the entropic terms in
the reaction. Even so, the motions involved lead to a common
product state or molecular structures such that the key motions
at the critical point must be self-similar. This point is reinforced
by the very fact that generalized reaction mechanisms can be
applied to a huge pallet of molecular systems with nearly
arbitrary scaling in complexity (N degrees of freedom).18 We
are looking for common key reaction modes that reflect the
anharmonic coupling between spatially more delocalized modes
that are otherwise well-approximated by normal modes.
In the past, there has been a tendency to dissect reaction

mechanisms into specific details unique to a particular system.
This approach misses the above-discussed generalities of
chemistry that reduce the dimensionality of the most complex
N body problems to a few key modes. The ability to atomically
resolve reaction dynamics gives us the tools to directly observe
this reduction in dimensionality during barrier crossings and to
search for these generalities. It should be possible to construct a
localized basis for understanding reaction mechanisms, much
like normal modes within a harmonic approximation for the
potential energy surface helps to understand equilibrium
fluctuations. We are now able to directly observe the far from
equilibrium, highly anharmonic, local modes leading to
chemical reactions. There are critical reaction volumes within
this localized basis that provide sufficient thermal fluctuations
to drive such motions. The goal is to systematically observe
different types of reactions in order to develop a reaction-mode
basis for understanding chemistry.
The major technical obstacle to this objective is the limited

number of systems that can be optically triggered under
barrierless conditions to project out the reaction modes. In this
regard, there needs to be a marriage between theory and
experiment in which a few important model systems are used to
refine the time-dependent ab initio methods being developed
for a first-principles understanding of chemistry. Interestingly,
there has been a convergence of theoretical and experimental
methods. New theoretical methods are now approaching the
ability to handle problems up to several hundred atoms86 with
sufficient accuracy in the reaction energetics to directly
compare to the atomically resolved reaction dynamics. On
the experimental front, the signal-to-noise ratio and space-time
resolution achieved are now at the point where we can
rigorously test these theories. The greatest legacy of atomically
resolved reaction dynamics will likely be to refine the next
generation theoretical tools that will allow an extension to all
chemistry. The great hope for atomically resolved reaction
dynamics is to combine the experimental proving ground with
theory to provide an extensive reaction mode basis for
understanding different chemical reaction mechanisms. The
experiments will help develop the theory for projecting these
motions to give good a priori approximations to transition state
structures to rationally gain control of barrier heights. This
insight will represent a significant advance over “arrow

pushing”, yet still provide a conceptually simple means to
guide synthetic strategies. At this point, we will have properly
identified the physics that enables chemistry to be a
transferrable concept that is robust to scaling in complexity.
One can expect that chemistry will then make the transition to
mesoscale molecular constructs rivaling the scale and complex-
ity of biological systems.
Chemistry is fundamentally a study of structural dynamics,

whether one discusses synthetic targets or physically based
methods for the expressed purpose to control the inter-
conversion of matter from one form/property to another. We
now have the tools to observe chemistry in action at the atomic
level. This review is intended to provide an overview of this
emerging field and how it will reshape our understanding of
chemistry, and, by extension, our understanding of biological
functions.

2. THEORY ELEMENTS

Theory is important to both the understanding of the
atomically resolved reaction dynamics and the reconstruction
of the time-resolved structural dynamics from the diffracted
signal in going from reciprocal space to real space. This section
provides the background information to appreciate the
important role of theory in this class of experiments.

2.1. Phototriggered Reaction Dynamics: Connection to
Thermally Sampled Reaction Coordinates

The statistics for the thermally sampled barrier are such that,
for the barrier heights on the order of 1 eV (>.5 eV) within the
time interval of about 100 fs needed to resolve atomic motions,
less than 1 molecule in 108 would be undergoing a barrier
crossing event. Moreover, there is no means to synchronize
such events to a detection method, as the initial random
thermal sampling of the critical point would be a highly
distributed function. It is simply not possible to atomically
resolve thermally driven reactions along ground state surfaces.
As discussed above, perturbative methods using pump−probe
protocols are needed in which a femtosecond laser excitation
pulse is used to prepare the system on a reactive excited state
surface. The ensuing photochemistry must occur under
barrierless conditions to isolate the correlated motions leading
the system through a barrier crossing region. If there is an
excited state barrier to the reaction, one again is confronted
with uncorrelated events involving a very small fraction of the
system undergoing barrier crossing within the relevant barrier
crossing time. The problem would not be so different from the
thermally sampled ground state problem in which the crossing
time is much shorter than the buildup of the transient
intermediates to the final product ground state. As in the
ground state, the much larger background of uncorrelated
motions obscures the key motions leading the system through
the barrier crossing region. The details of the key motions and
reaction forces are lost. More specifically, without a well-
defined time origin for all the relevant motions, it is not
possible to follow the time-dependent changes in atomic
position and corresponding velocities directly related to the
reaction forces. In the case of an excited state barrier, one can
always assign intermediate structures from either optical data or
infrared/Raman studies of reactive intermediates such that little
new information is gained. Systems with significant excited state
barriers do not fully warrant the use and complexity of time-
resolved diffraction methods. Instead, systems that undergo
photochemical processes under barrierless or near barrierless
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conditions should be studied. The problem then reduces to
connecting the reaction forces observed under far-from-
equilibrium positions in nuclear coordinate space along the
excited state reaction coordinate to the thermally sampled
ground state process. This problem is very similar to that
encountered in molecular dynamics (MD) treatments of
reaction dynamics, even within a classical description.87 The
key point to be made is that as long as the system/bath is large
enough such that the atomic motions are occurring near linear
response limits, the key reaction modes and net amplitudes will
be similar to the thermal case. Put in another way, as long as the
curvature of the excited state potential matches and crosses
onto the ground state potential, the force distribution and
action will be similar. This point can be understood by simply
considering time reversal of the atomic displacements once the
system crosses onto the ground state product electronic surface.
The assumption here is that the excited state surface crosses

through the same point in nuclear configurations as ground
state processes (i.e., there is a common crossing point for the
thermal and photoexcited reaction involving the formation of
the same final product state). This assumption holds in most
cases except when the photoexcited surface lies energetically
above multiple barriers to competing processes and relaxes to a
distribution of photoproducts. In this case, the reaction
dynamics need to be treated as a uniquely excited state
process. The information content is still rigorous with respect
to comparing to time-dependent ab initio theory as part of the
overall goal to develop the toolset to understand chemistry up
to arbitrarily large complexity. Indeed, if the separation of the
different reaction channels can be made, even in this limit, it
should still be possible to connect the reaction modes involved
in the thermally sampled region to sufficiently robust
theoretical methods.
With regard to comparison to theory, similar considerations

hold with respect to requiring an impulsive perturbation to
prepare the system. It is computationally too intensive to isolate
rare events occurring within a thermally equilibrated ensemble.
The use of a photoprepared excited state, as a means to
synchronize the reaction dynamics, is as much an essential
device for time-dependent ab initio calculations as it is for the
experiments.
The depiction of the reaction dynamics can be conceptual-

ized using the adiabatic potential energy surfaces (APES) of the

ground and excited states of the molecular systems88−90 as
shown in Figure 6.
A reaction on the ground state surface with only one reactive

coordinate implies a saddle point in the multidimensional
potential energy surface. Along that coordinate, there is a
strong anharmonicity as the system approaches the transition
state between reactants and products. Thermal energy, which
initially may be in other vibrational coordinates of the complex,
N-dimensinal surface, must be channeled to the anharmonic
reaction coordinate in order for the reaction to proceed.
Figure 6 also shows the equivalent photoinduced reaction

involving the excited state surface. Many reactions proceed
under barrierless conditions and involve conical intersections
(CIs) that facilitate the transition from the excited state to the
ground state surface.92 The CIs are points or seams in the
multidimensional potential energy surfaces where the Born−
Oppenheimer approximation breaks down (i.e., where nuclear
and electron motions are highly coupled). The molecular
system typically proceeds down the sloping potential and
through the CI very quickly, so that the reactions occur on
femtosecond time scales. Because of the fast motions and
complicated nature of the CI, dynamical processes are difficult
to observe spectroscopically.93 Additionally, it is difficult to
differentiate the generation of reaction products from
transitions through CIs from the statistical processes and to
disentangle the reaction paths when multiple CIs are involved.
Time-resolved electron diffraction (TRED)94−96 has been

pointed out to hold great potential for directly determining the
reaction modes, and with correlation to the observed time scale
can unambiguously assign passage through a CI. To date there
is only one example with sufficient simultaneous space-time
resolution to distinguish CI mechanisms from alternative
pathways directly from experiment (vide infra).35 The current
approach largely follows spectroscopic approaches using a
combination of theory and observable dynamics to infer the
involvement of a CI. The use of electron probes in TRED, or
X-rays in time-resolved X-ray diffraction (TRXD), even without
sufficient spatial or time resolution do, however, provide
additional structural information on intermediate states, which
helps to constrain theory to increased confidence in the
assignment, as will be dicussed below.

Figure 6. Comparison of reaction paths through a thermally sampled transition state vs optical preparation on an excited state surface involving a
conical intersection. The initially prepared excited state relaxes to similar nuclear configurations on the ground state potential. Adapted with
permission from ref 91. Copyright 2014 Springer-Verlag.
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2.2. Conical Intersections−Conceptualizing Reaction
Coordinates

Despite the unresolved questions surrounding the role of CIs in
excited state processes, they provide a framework for
understanding the reduced dimensionality in barrier regions.
Moreover, for small systems (N < 10), the concept of a CI can
be rigorously derived, and such systems form useful models. In
addition, the presence of a CI has been predicted to give rise to
purely quantum mechanical effects such as a Berry phase
effect97 in the quantum yield for a particular product state as a
function of spatial and momentum coordinates. The idea is that
a phase shift of the time-dependent wave function at the
crossing point leads to destructive interference that reduces the
reaction probability for a particular region in nuclear
configuration−momentum space, even though the motions
are still the primary modes driving the reaction. It is an
unusually “spooky” quantum effect that is of general relevance
in photochemistry with respect to directing structural
transitions. Given the 10−100 fs times scales involved, only
femtosecond pump−probe methods can reach the needed
time-resolution and correlation to the quantum state evolution.
This phenomenon has yet to be observed experimentally as the
transition dipole for probing this region near the CI vanishes.
However, the electron diffraction observable does not depend
on transition dipoles. Therefore, femtosecond electron
diffraction could provide a definitive test for the quantum
nature of a particular photochemical reaction, as an acid test for
describing nonradiative channels in the formalism of CIs.
In small molecules, the existence of CIs is related to the

number of close-lying electronic states and their respective
symmetries. An important question is how this concept
translates to large molecules. The effective potential energy
surface frequently considers only two reaction modes, the
tuning and coupling modes. In large molecules, there will exist
competing pathways and more complex potential energy
surfaces than assumed in the conventional CI description.
This point is illustrated in Figure 7.
Originally predicted in 1929 by von Neumann and Wigner,99

CIs result from electronic degeneracies. In diatomic molecules,
the noncrossing rule states that two electronic states of the
same symmetry cannot cross. Teller realized that in polyatomic
molecules the possibility of surface crossings depends on the
symmetry of the molecule: crossings are allowed but only in a
space of reduced dimensionality of (n − 2), where n is the
number of vibrational degrees of freedom, which is given by 3N
− 6 for a nonlinear molecule of N atoms.100 According to von
Neuman and Wigner, a degeneracy can arise when two degrees
of freedom are varied independently. The gradient difference
vector (x1), and the derivative coupling vector (x2), are defined
as101,102

= ∂ − ∂X E E R( )/1 1 2 (4)

ψ ψ= ⟨ | ∂ ∂ | ⟩X R H R R( ) ( / ) ( )2 e 12 (5)

where He is the electronic Hamiltonian, E1 and E2 are the two
electronic eigenvalues, and R is a vector of nuclear Cartesian
displacements. The wave functions and ψ1 and ψ2 are solutions
of the electronic Schrödinger equation.
Any displacement of the system along the gradient difference

vector or the derivative coupling vector lifts the degeneracy.
Therefore, graphing the electronic surfaces as a function of
those two vectors reveals the double-coned potential energy
surfaces illustrated in Figure 6, right. It is via such “photo-

chemical funnels” that molecular systems can pass from an
excited state to a ground state surface. The important
consideration for the reaction is whether the cones are circular
or possibly elliptic in shape, which depends on the magnitudes
of the x1 and x2 vectors.
For small molecular systems, symmetry imposes the

degeneracy that leads to the Jahn−Teller effect. For large
molecular systems, many topologies of CIs are possible.
Therefore, while in small molecules one can visualize a
transition state that connects the reactants to products via a
single reaction path along the transition vector xrc (Figure 6),
this motion is poorly defined for large molecules. Branches of
the reaction path in the plane x1 and x2 can connect reactants to
two or more photoproducts. Vibrational degrees of freedom
outside those two vectors, numbered 3N − 8 in the N atom
molecule, span a multidimensional space in which the CI
consists of an infinite number of points known as a seam.
Clearly, the complexity of this space for large moleucles is
confounding, and it again raises the question of the reduction in
dimensionality that must accompany the chemical reaction.
The position and topology of CIs help to understand the

photochemical reaction pathways of small molecules. When
both the ground and excited potential energy surfaces have
orthogonal gradients near the intersection (such as shown in
Figure 6), a peaked CI results. Such a topology enables a very
efficient transition from the excited state surface to the ground
state surface. On the other hand, very similar gradient vectors
near the CI give rise to a sloped CI such as the one in Figure 7,
right. Here, the reaction pathway needs to be well-aligned with
the CI in order to allow for facile transition from the upper to

Figure 7. Schematic illustration of conical intersection topologies
(top) and Renner-Teller topologies (bottom). A linear vibronic Jahn−
Teller coupling gives rise to a generic, circular cone (top left). In a
general vibronic coupling situation with three linear vibronic coupling
constants yields a sloped conical intersection (top right). The cone is
tilted because the force gradient vectors on both the upper and lower
surfaces slope in the same direction. The sloped and peaked topologies
affect the dynamics and the outcomes of the photochemical reactions.
Renner-Teller types I, II, and III surfaces, which result from only
second-order vibronic coupling, are shown on the bottom. These
topologies result in the destabilization of both surfaces (type I),
stabilization of the lower surface only (type II), and the stabilization of
both surfaces (type III). Adapted with permission from ref 98.
Copyright 2010 Elsevier.
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the lower surface. The x2 vector is zero by symmetry when two
surfaces of different spin states cross, resulting in a seam of
dimension 3N − 7. This is the case in intersystem crossing,
where the crossing rate depends on the Franck−Condon
overlap and resonances between spin manifolds and spin−orbit
coupling.
Conical intersections provide the degeneracies to enable

transitions between electronic surfaces on the time scale of the
vibrational periods coupling the two surfaces, which vary from
10 to 100 fs. The energy released by the electronic transition
can be in the form of kinetic energy but must quickly be
redistributed in the molecule through intramolecular vibrational
relation (IVR). For small systems, the mode density may not be
sufficiently high, so that the passage to the product state is not
fully determined by the period of the strongly damped reaction
modes. In large molecules (N > 10) in regions of large density
of states, IVR occurs within 100 fs to 1 ps.11,12,103 This meets
the above condition for collapsing the wave function after the
CI onto a product channel. This relaxation mechanism is
important in the photostabilization mechanisms of the primary
events in vision.43,104 The challenge is to identify a coordinate
space of reaction coordinates that reveals CIs involved in the
reaction.

2.3. Recent Advances in Time-Dependent Ab Initio
Methods

The 2D conical intersection captures the essence of the
reduction of the dimensionality to a few reacting modes.
Another important concept arising from this line of reasoning is
the importance of degeneracies in the electronic surfaces that
lead to a break down of the BO approximation. The time scale
for electronic redistribution within the two electronic surfaces
depends inversely on the energy gap between the two surfaces
coupled through nuclear fluctuations. There is no longer a
separation in time scales between the electronic and nuclear
degrees of freedom, and the wave function can no longer be
factored into electronic and nuclear terms. The full time-
dependent Schroedinger equation must be solved in the
presence of nuclear fluctuations, for the entire molecular system
or reaction complex of interest. The computational cost for this
level of theory is too high to be practical at present, and
normally a reduced molecular model system of the core
reaction site is used to approximate the system. The
involvement of the intramolecular and intermolecular baths is
generally treated classically in a QM/MM formalism. As the
truncated molecular model is an approach to simplify the
problem, the bath coupling must also be approximated,
normally at the lowest level, assuming linear vibrational
coupling.
This area is outside the main focus of this review; however,

the inclusion of the current status of theory is needed to
illustrate the essential integration of theory and experiment.
There is only a small subset of chemical reactions that are
amenable to direct experimental observation of real time atomic
motions for the reasons discussed above. It is therefore essential
to have the atomically resolved dynamics serve as rigorous
benchmarks to refine theoretical methods to ultimately enable
extension to other areas of chemistry. The experimental
observable is precisely the objective of the theoretical methods
being developed for understanding reaction dynamics. It is also
interesting to note that theory is going through the same
challenges as experiments to scale to higher levels of complexity
to approach relevant time scales. While the experimentalists

need a brighter source, the theoreticians need a “brighter” code.
The problem is to handle in a computationally efficient manner
the electron correlation effects on reaction dynamics for larger
and larger systems. The goal is to approach the scale of current
interest in chemistry, without using the BO approximation to
factor the wave function into nuclear and electronic degrees of
freedom.
In terms of scaling this level of theory to larger systems, to

the point of modeling the photochemistry of biomolecules,
perhaps the greatest progress has been in the development and
proliferation of single-reference ab initio methods for the
calculation of excited states, especially those that take advantage
of the resolution-of-the-identity approximation.105−107 This
latter approximation, also known as density fitting, significantly
reduces the computational cost of the calculating four-center,
two-electron integrals, leading to an order-of-magnitude speed-
up of the overall calculation. Quantitatively accurate excited-
state calculations can be carried out for relatively large systems
such as molecular clusters and nucleosides.108,109 The
implementation of nonadiabatic coupling vectors and matrix
elements between singlet excited states110,111 has enabled the
application of some such methods to excited state to excited
state internal conversion processes; however, the description of
excited state to ground state crossings remains problematic.112

An even higher computational efficiency is achieved by
semiempirical electronic structure methods adapted to excited-
state calculations,113 such as the well-known OM2/MRCI
method,114,115 though at the cost of parametrization against
experimental and/or theoretical reference data. In particular,
the OM2/MRCI method has been successfully applied to
various photoinduced processes of large organic molecules (see
ref 113 and refs therein). It should be pointed out, however,
that the range of applicability of this and other semiempirical
methods is limited by inherent requirements of prior
parametrization and validation against suitable benchmarks
for each specific system to be simulated.
Another cornerstone of computational photochemistry is the

venerable QM/MM method of Warshel and Levitt,116 whereby
only the main reaction site of the system is treated using a
quantum-mechanical (QM) electronic structure method, while
its surroundings are described using a classical molecular
mechanics (MM) calculation. Since the computational cost of
an MM calculation is typically very low in comparison to a QM
excited-state calculation, the QM/MM method allows the
simulation of photochemical reactions in large systems such as
biomolecules and crystals, provided that the reaction can be
considered as localized within a well-defined and reasonably
small, reaction site. As we will see below, this is the correct
picture. This approach has been extended by exploiting
Ehrenfest’s approximation, in which the wave function of the
quantum system evolves in response to forces from the classical
bath that in turn experiences forces from the mean field of the
quantum system. This idea exploits the delocalized nature of
quantum states, but the quantum state evolution is not
compatible with the localized nature of classical trajectories
and typically gets product state distributions wrong. This
approximation works well for short times, and great progress
has been made using multiple configurations and spawning
methods to improve computational efficiency to enable the
study of very large systems.117 There are also new ideas of how
to solve the classical-quantum conundrum through the use of
quantum classical path integral methods that do not invoke any
approximations, with very promising results to date in terms of
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treating photochemical reactions relevant to optimizing
synthetic strategies.118 Theory and experiment are converging.

2.4. Theory of Pump−Probe Electron Diffraction: Inversion
Problem

This section will use an isolated two level molecular system to
illustrate the basic principles and the care needed to analyze
diffraction data to obtain real space information. The focus is
on diffraction as the signal scales as N′2 and is the only tractable
means to achieve atomic imaging in real time (vide supra).
Even with the amplification from diffraction, we need to push
the quantum limits in information extraction from the quantum
scattering. This aspect of atomically resolved reaction dynamics
is one of the major areas needing significantly greater effort to
achieve the ultimate limits in imaging molecular dynamics. Also,
it needs to be pointed out that one of the major challenges in
image reconstruction using diffraction, or reciprocal space
imaging, is the unknown phase relationship of the different
diffraction orders. This issue is known as the inversion problem
that plagues all diffraction experiments. There have been a
number of solutions to the problem using molecular models
and some degree of correlation to ascertain accuracy. Without a
reference, such as provided in holography, there is no direct
means to mathematically uniquely invert directly from
reciprocal space to real space. There is always some uncertainty
in the model. However, for time-resolved measurements there
is additional information in that one knows the initial structure
and some details regarding the excited state dynamics. One is
not trying to solve a completely unknown structure. As will be
detailed below, it is possible in principle with sufficiently high
time resolution to perform a tomographic reconstruction.
Alternatively, it has just been shown that by knowing the initial
structure and conserved bond and bond angles in the product
structure there is enough information to solve the inversion
problem to arrive at unique convergence to the real space
structure (treated below). These are important advances that
finally enabled time-resolved diffraction methods to achieve
their promise of full atom resolved structural dynamics.
The experiment necessarily involves optical preparation of an

excited state to trigger the chemistry. To formulate the
problem, consider the free movement of an isolated molecular
system in the absence of radiation and external fields. Its
movement is completely determined by the time-independent
Hamiltonian H0 and described by its initial state, the wave
function Ψ0. The action of a radiation field (the pump pulse)
with an amplitude of E(t) results in a change of the free
movement of the molecule (rotational, vibrational, and
electronic degrees of freedom). Moreover, these changes can
be controlled by changing the field frequency and (or) by its
temporal structure. This opens up an opportunity to control
the molecular dynamics and with it the transformation of the
molecular system.119,120

The Hamiltonian of the molecule in the laser field can be
written as

μ= + r tH H E( ) ( )0 (6)

where μ(r) is the position-dependent but time-independent
dipole moment, while the amplitude of the field E(t) depends
only on time.120

For coherent excitation, when the system undergoes a
transition from the ground state (g) to the excited state (ex),
the evolution of this state is described by a time-dependent
Schrödinger equation:

π ∂Ψ ∂ = Ψih H( /2 ) / t (7)

and the wave function of the system is described by a vector,
indicated by the indexes of the ground and the excited states {g,
ex}, and, accordingly, Ψ = {Ψg, Ψex}.
The energy of the interaction:

μ= −r t r tW E( , ) ( ) ( ) (8)

is the main characteristic of the coherent excitation and
determines the frequency of oscillation between the ground and
the excited states, the Rabi frequency:

π πμΩ = | | = | |r t r t h t hW E( , ) 2 ( , ) / 2 (r) ( ) /R (9)

For the radiation resonantly interacting with a two-level
system, the excitation probability is defined as

= = −r t A r t A r tP ( , ) [sin(1/2 ( , ))] (1/2)[1 cos ( , )]ex
2

(10)

where the function A(r,t) is determined as

∫= Ω ′ ′
−∞

A r t r t( , ) ( , ) dtR
,t (11)

Thus, under coherent excitation the normalized population
of both the ground and the excited states oscillates between 0
and 1 at the Rabi frequency, defined by eq 9. In particular, the
probability of the excitation reaches its maximum at A(r, t) =
(2n + 1) π, where n is an integer number, the multiple of so-
called π-pulses. When averaged over a large number of Rabi
cycles, the population of both the ground and the excited states
are equal, as in the case of incoherent excitation.
To achieve efficient excitation with optimal and stable

probabilities, as compared with both the coherent and the
incoherent excitation, it is advantageous to use coherent optical
pulses with frequencies that vary slowly with respect to the
resonant value (adiabatic passage).120−122 There are also other
modifications of the adiabatic transition, described in the works
of Kosloff et al.123 and Bardeen et al.124,125 The use of these
techniques makes it possible to achieve an efficient and rather
selective population transfer between molecular states.
For adiabatic excitation over a large interval of time with

some bottleneck state, the population transfer may equal 100%,
and it is possible to use the theory described in the studies of
Ischenko.94−96,126−128 For incoherent excitation on long time
scales, it is possible to interpret the experimental data utilizing
the model of additive contributions of the ground and the
excited states of the molecular ensemble with a known ratio of
the populations of the two-level system (i.e., 1:1). Thus, it is
also possible to implement that theory,94,127,128 with the
superposition of two states. For coherent excitation, the same
situation occurs, when the duration τe of the diffracting
(electron) pulse probing the studied system becomes so great
that the relation τe ≫ 2π/ΩR holds. Here, we will consider the
coherent excitation and molecular diagnostics by electron
pulses of rather short duration to avoid saturation and
averaging effects. In the time-resolved diffraction experiment,
the recorded signal reflects an integral pattern of the
transmission of the ultrashort electron bunch through a target
as a function of temporal delay of τd between the exciting laser
and the probing electron pulses.
The wave function of the system can be represented as129

∑|Ψ ⟩ = |Ψ ⟩r t C t r t( , ) ( ) ( , )
j

j j
(12)
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where Cj(t) determines the probability amplitude of the state j.
Then, in the approximation of independent atoms,130 the
expression for the time-dependent intensity of the electron
scattering by the molecular system at some instant of time t can
be written as follows:

∑= * ⟨Ψ

| |Ψ ⟩

I R Re C C r t

r t

M

sr

(s, t) ( / ) {g(s) (t) (t) ( , )

exp(i ) ( , ) }

j0
2

j
j j

j (13)

where j denotes the electronic state, g(s) are the functions of
the atomic amplitudes and the phases of the scattering,131 R the
distance from the scattering point to the center of the
diffraction pattern at the detector, s the vector of the
momentum transfer in the laboratory frame, and r the
instantaneous internuclear distance. It is well-known, that the
values of |Cj(t)|

2 reflect the evolution of the population of each
state j. For a two-level system the wave function Ψ(r,t) may be
represented as

Ψ = Ψ + Ψr t C t r t C t r t( , ) ( ) ( , ) ( ) ( , )g g ex ex (14)

where

φ πΨ = −r t r iE h( , ) ( ) exp( 2 t/ )g g g (15)

φ πΨ = −r t r iE t h( , ) ( ) exp( 2 / )ex ex ex (16)

Then, eq 13 can be rewritten as follows:

= +

+

s t I R Re s s t s t

s t

M M M

M

( , ) ( / ) {g( )[ ( , ) ( , )

( , )]}

g ex

int

0
2

(17)

for which

φ φ= * ⟨ | | ⟩s t C t C t r i rM sr( , ) ( ) ( ) ( ) exp( ) ( )g g gg g (18a)

φ φ= * ⟨ | | ⟩s t C t C t r i rM sr( , ) ( ) ( ) ( ) exp( ) ( )ex ex ex ex ex (18b)

ω ω φ φ

ω ω φ φ

= * − | | ⟩

+ * − | | ⟩

s t C t C t i t r i r

C t C t i t r i r

M sr

sr

( , ) ( ) ( ) exp[ ( ) ] ( ) exp( ) ( )

( ) ( ) exp[ ( ) ] ( ) exp( ) ( )

int g ex ex

g

g ex g

ex g ex g ex

(18c)

where the angular frequency ωg(ex) = 2πEg(ex)/h. The first two
terms in the eq 17 are the contributions from the ground state
(eq 18a) and the excited state (eq 18b), correspondingly. The
“interference” term in eq 17,Mint(s, t), gives the contribution to
the total intensity of the molecular scattering due to the
interaction between the ground and the excited states in the
laser field (eq 18c). Importantly, the interference term allows
for the determination of the off-diagonal elements of the
density matrix during the tomographic reconstruction of the
molecular quantum state of the studied system.128 It describes
qualitatively new information about the molecular system,
which can be obtained from the diffraction data by solving the
inversion problem, for example by using the theory described in
the studies of refs 132 and 133. The tomographic
reconstruction can be achieved only when using sufficiently
short electron pulses where τe < 2π/|ωg − ωex|. The required
pulse duration to achieve this condition is less than the period
of the carrier frequency of the excitation pulse such that above-
mentioned averaging over time can “wash out” the contribu-
tions of the interference term in eq 17 and thereby render
impossible the reconstruction.

To illustrate the explicit form of the dependence of the
molecular scattering intensity on the parameters of the laser
excitation and also on the molecular system parameters, one
may take the wave functions used in the approximation of state
preparation with ultrashort laser pulses.134 This approach
explicitly takes into account the dependence of the wave
functions on the nuclear coordinates (eqs 14−17) by
expressing the ground and excited state wave functions (eqs
15 and 16) as

θΨ = Φ Ω + Ω Ψr t t t ri i(r, t) exp[ ( ) ]{cos( ) cos sin( )} ( )g g R R g

(19a)

θΨ = Φ Ω Ψr t r t t ri( , ) exp[ ( ) ]{sin sin( )} ( )Rex ex ex (19b)

where

ω πΦ = − − Δr r h( ) 2 ( )/g g (20a)

ω ω π πΨ = − + − − Δr h r h( ) ( ) / 2 ( )/ex 0 g
2

(20b)

ωΔ = − −r V r V r h( ) (1/2){ ( ) ( ) }ex g 0 (21)

and the value of θ is defined as

θ = | | Δ− r t rWtan { ( , ) / ( )}1
(22)

In eqs 20b and 21, ω0 is the carrier frequency, Vg(r) and
Vex(r) are the potential energy functions of the ground and the
excited states. The wave functions Ψg(r) and Ψex(r) are the
solutions of the time-independent Schrödinger equation for the
ground and the excited states.
The study of eq 18a, eq 18b, and eq 18c shows that the total

molecular scattering intensity M(s, t) oscillates with the Rabi
frequency ΩR, together with the populations of the excited and
the ground states. It is interesting to note that if the molecular
system dissociates in the excited state, the population of the
excited state “washes out”, causing a complete transition of the
population from the ground state to the excited state. In other
words, the exciting laser pulse “cuts out” some part from the
original ground state population, which is removed through the
potential surface of the excited state; the “missing part” at the
surface of the ground state is a dynamic “hole”.134 For short
pulses and where Δ(r)t < π, the maximum effect is achieved at
the point of the resonance, where Δ(r) = (1/2){Vex(r) − Vg(r)
− hω0} = 0. The change of the carrier frequency ω0 causes a
shift in Δ(r), overriding the position of the resonance, r = rres,
where Δ(rres) = 0. Since this point is at the center of the
dynamical “hole”, ω0 becomes a very important control
parameter. As already mentioned above, the maximum effect
of the hole formation is achieved for π-pulses, when (1/2)W(r,
t)t = π; for (1/2)W(r, t)t = 2π, the dynamic hole is formed
again.
Finally, the eqs 18−22) allow us to represent the intensity of

the molecular scattering in the following form:

∫
θ

= Ω

+ Ω

s t r t r t t

r t r t t i

M P

sr

( , ) ( , ){cos [ ( , ) ]

cos [ ( , )] sin [ ( , ) ]} exp( ) dr

g vib,g
2

R

2 2
R

(23)

∫= Ω

×

r t q r t r t t

i

M P

sr

(s, t) ( , ) sin [ ( , )] sin [ ( , ) ]

exp( ) dr

ex ex Rvib,
2 2

(24)
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where Pvib,g(ex)(r,t) = |Ψg(ex)(r, t)|
2 are the probability density

functions for the ground and the excited molecular states.
For the interference term, we get the following equation:

∫ θ

θ

θ

ω π θ

= | || Ω

+

+ Ω

× + +

× Ω

−

s t

r t r t r t t

r t t

r t r t t

h t r t

r t t i

M

P

sr

( , )

2 ( , ) sin[ ( , )] sin[ ( , ) ]

{cos [ ( , ) ]

cos [ ( , )] sin [ ( , ) ]}

sin{( / ) tan [cos[ ( , )]

[tan[ ( , ) ]]} exp( ) dr

R

R

R
1

R

int

vib,int

2

2 2 1/2

0
2

(25)

where Pvib,int(r,t) = ⟨Ψex(r,t)|Ψg(r,t)⟩. In all the equations,
following eq 19a and eq 19b, if Δ(r) (eq 21) is not zero, the
Rabi frequency ΩR is defined according to the work of
Alvarellos et al.134 as

πΩ = Ω = + Δr t h r t rW( , ) (2 / ){ ( , ) ( ) }R R
2 2 1/2

(26)

Here ΩR coincides with the usual definition, given by eq 9 in
the coordinate-independent representation for a resonant case,
where Δ(rres) = 0.
For randomly oriented molecular assemblies, we can replace

exp(isr) by (1/4π)sin(sr)/(sr) in eqs 23−25. When the
polarized laser light creates the ensemble with a spatial
anisotropy, the molecular scattering intensities are not axially
symmetric and clearly depend on the azimuthal angle φ. In this
case, the scattering intensities for the ground and the excited
states can be separated by a clear dependence on the azimuthal
angle φ. This result is consistent with other publications.135,136

This population selection via the laser excitation polarization
has been demonstrated but has not been fully exploited as
yet.137

The interference term, appearing in the molecular scattering
of the electrons after the coherent excitation of the molecular
system, provides the unique possibility to determine the off-
diagonal elements of the density matrix and to conduct a
tomographic reconstruction of the molecular quantum states in
the limit of sufficiently short electron pulses. There is an
additional requirement not included in this discussion in that
the laser excitation pulse travels as the speed of light and the
electron velocity is given by its kinetic energy. For 30 keV
electron energies, the electrons move at about 1/3 the speed of
light. The effective time resolution depends on the integrated
signal as shown above and needs to take into account the
sample geometry in which there is another integration over the
sample path length. The difference in transit time of the laser
excitation and electron pulse through the sample thickness is
referred to as the velocity mismatch and will broaden the time
resolution from the infinitely thin sample approximation used
in the above equations. For solid state samples, the thickness to
keep electron scattering in the single scattering limit treated
above is on the order of 100 nm and there are negible velocity
mismatch problems. However, for gas phase systems discussed
above, the molecular beam or other effusive source has to be on
the order of 100’s of microns for sufficient signal, in which case
temporal broadening due to velocity mismatch can be many
picoseconds. This time average would completely wash out the
signal and eliminate any chance of tomographic reconstruction.
The introduction of relativistic electrons with the prospect of
10 fs to even sub-femtosecond pulses of high brightness may
open up this avenue,69 which will be an exciting development in

imaging excited state molecular wave functions. In principle,
this time resolution would allow imaging the time dependence
of the initially prepared nuclear wavepackets and spreading
along nonradiative channels, both reactive crossing and IVR
processes. The interference term in eq 25 contains new
information, unattainable by spectroscopic means, about the
coherent nuclear dynamics of the molecular system that can, in
principle, be obtained from the analysis of the detailed time
series of the diffraction intensities observed on the relevant time
scales.
The above treatment for an isolated 2-level molecular system

was used to demonstrate the operating principles in the
excitation and electron scattering probing the excited state
dynamics. For molecular systems, there are multiple electronic
states that need to be taken into account and the scaling to
higher complexity necessarily introduces a large density of
modes that lead to decoherence in the excited state preparation
not treated above. For condensed phase systems, the coupling
of the system to the bath leads to very fast electronic
decoherence, as well as vibrational decoherence and relaxation
processes. These decoherence processes localize the excited
state wave function on the product state channel and are central
to the chemical reaction dynamics. Without these processes,
there would be no wave function collapse on a new electronic
surface, and therefore no reaction. The above relations still hold
with the caveat that the multiple electronic/vibronic states and
decoherence/relaxation processes need to be included for a full
description. For future development of the theory, it would also
be desirable to include strong field excitation, which distorts the
molecular potential (the so-called Keldysh mechanism; see, for
example, ref 96, p. 214) and enable connection to strong field
control of molecular dynamics.

2.5. Cumulant Analysis of Gas Phase Electron Diffraction
Data

Following the phenomenological approach developed in ref 95,
we describe the intensity function of diffracted electrons for an
ensemble of molecular targets. This approach is in deference to
a rigorous treatment of vibrational distributions and the details
of the APES of the molecular system.
For randomly oriented molecules, the electron diffraction

intensity is expressed in terms of cumulants (semi-invariants) of
internuclear distances in a series that rapidly con-
verges:95,126,136−138

∑ ∑
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1, (27)

Here, s is the magnitude of the scattering vector, gij(s) are the
scattering functions for atom pairs i and j, and ⟨Δrnij(t)⟩c is the
nth-order cumulant, which is a nonlinear function of the
moments of internuclear distance rij(t).

95 The first four
cumulants in eq 27 have a clear meaning: they are the mean
value, the dispersion, the skew, and the kurtosis of the
corresponding probability density function, P(r,t). Because no
constraints are imposed regarding the molecular model, the
cumulant expression introduces no unwarranted approxima-
tions in the analysis. Equation 25 can be reduced to the
expression for the scattering signal conventionally used in
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traditional gas phase electron diffracton (GED) data refine-
ments:131,139

∑ κ= − −
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⎥⎥sM s

g s
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s l
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( )
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a ij
a ij a ij

,

2
,

2
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3

(28)

The subscript a in eq 28 denotes that averaging is performed
with the internuclear probability density function PT(r)/r, at
temperature T. The ra,ij are the mean internuclear distances, and
la,ij is the root-mean-square amplitude of the nuclear motion.
The parameter κa,ij characterizes the asymmetry of the
distribution function PT(r). Equation 28 describes the
molecular intensity function for scattered electrons assuming
an equilibrium ensemble of randomly oriented, quasi-rigid,
identical molecules vibrating with small amplitude at a
temperature T. Because of the so-called “shrinkage” of
internuclear distances for vibrating molecules, the parameters
ra,ij are possibly geometrically nonconsistent.131,139 For
example, a symmetrical linear molecule AB2 appears bent
with a temperature-dependent angle (B−A−B) < 180°.
Therefore, information about the molecular symmetry and
small distortions of the molecule from a high-symmetry
configuration is difficult, or impossible, to obtain from
conventional electron diffraction. But eq 27 makes it possible
to derive the proper symmetry of the molecule as well as the
Euclidian relations between internuclear distances in the
framework of the molecular model of suggested symmetry.
Moreover, it is possible to combine spectroscopic data and the
results of quantum chemical calculations in the GED data
refinement.140

Quasi-Rigid Molecules. For small vibrational amplitudes,
the APES of a quasi-rigid polyatomic molecule can be expanded
in a series of natural, usually curvilinear, or linearized
coordinates q:

∑ ∑= + +U f q q f q q q
1
2

1
6

...
i j

ij i j
ijk

ijk i j k
, (29)

It can also be expressed in a basis of normal coordinates Q:

∑ ∑ω δ= + +U Q Q Q Q
1
2

1
6

....
k

k k
klm

klm k l m
2 2

(30)

Here, f ij are quadratic and f ijk are cubic force constants, ωk
are the frequencies of the harmonic normal modes, and δijk are
the cubic force constants expressed in normal coordinates. The
cumulants of eq 27 are connected by the well-known
relationships with the moments of internuclear distances,
which in turn are expressed through the moments of internal
vibrational coordinates. It is easy to calculate the thermally
averaged powers of the normal coordinates. The expressions for
the cumulants in terms of the average values of the products of
the normal coordinates are obtained by expanding each
internuclear distance into a series with respect to the normal
mode coordinates Q and carrying out the averaging over the
vibrational states (see monograph by Ischenko et al.95).
For harmonic vibrations, only the averages of the even

powers of the normal coordinates differ from zero:
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For anharmonic functions of the potential energy (eq 30),
first-order perturbation theory shows that the mean values of
the even powers of the coordinates do not change. The leading
linear correction of the distances is determined by the mean
values of the normal coordinates:

∑
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(32)

The third orders of the normal coordinates are required to
calculate the asymmetry of the distribution of the distances (i.e.,
the third-order cumulants). Considering the previously
mentioned methods of calculating average thermodynamic
quantities, the average values of the third powers of the normal
coordinates are given by
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Here, the abbreviation z = hω/4kT is used. This result
involves averaging the values of the individual vibrational levels
calculated using first-order perturbation theory. We note that
the equation presented in ref 141 can be reduced to the same
form and that a more general theory, based on the Bloch
equation, leads to the same result.142,143 Thus, the thermally
average distances ra for eq 28 or rg = ra + la

2/ra with la the mean
vibrational amplitude can be calculated from the equilibrium
parameters (and vice versa), provided the quadratic and cubic
terms of the expansion for the APES of the molecule are
known.95 Even so, the thermally averaged parameters are often
determined from experimental data without consideration of
the asymmetry of the probability density distribution PT(r).

Analysis of Intramolecular Motions. Within the Born−
Oppenheimer approximation, equations for molecular models
can be derived for small amplitudes of the nonvibronic
vibrational modes.144−146 Braun and Kiselev have given the
complete formulation of this derivation on the basis of adiabatic
perturbation theory.147 For molecules undergoing chemical
reactions where at least one degree of freedom involves large
amplitude motion, this approach needs to be modified by
explicitly separating large and small amplitude coordinates. This
was done in ref 140 and later applied to polyatomic
molecules.148−150 The standard method, which for small
displacements converges rapidly, describes the displacement
of the center of mass of the molecule and the rotation of the
molecule as an integral unit. The internal coordinates are
determined as the displacement of the nuclei in relation to the
equilibrium configuration: {R0} = {R1

0, ..., RN
0 }.

For large amplitude motions, it is necessary to introduce
generalized coordinates that explicitly separate the coordinates
connected with the large amplitude motion. This is done by
examining the pseudoequilibrium configurations (quasi-con-
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formers) such that the small vibrations can be expressed relative
to these configurations. Suppose that m coordinates describe
the large amplitude motion ρi (i = 1, ..., m). For each set of
these coordinates, the pseudoequilibrium configuration
{R0(ρ)}, corresponding to the minimum of the APES with
respect to all remaining degrees of freedom of the molecule, is
found. The remaining internal coordinates qk (k = 1, ..., n) are
then determined as displacements relative to the pseudoequili-
brium configurations.
Construction of the Hamiltonian. The first step is the

transition from Cartesian coordinates to a new system of
coordinates, which consists of the displacement of the
molecular center R, the Euler angles θ that describe the
molecular orientation, and the internal coordinates of the nuclei
{ρ, q}:

∑θ ρ ρ′ = + +
=

C qR R R A( )[ ( ) ( ) ]i i
k

n

ik k
0

1 (34)

where C(θ) is the rotation matrix.151 One obtains the
Hamiltonian as
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(35)

In eq 35, M is the mass of the molecule, m is the electron
mass, P̂ and M̂ are the momentum and angular momentum
operators of the entire molecule, and p̂ and M̂v are operators of
momentum and angular momentum for the small amplitude
motions. π̂ and M̂ρ are operators for the momentum and
angular momentum of the large amplitude motion displace-
ment, and b ̂ describes the interaction between these motions.
G, S, and σ are matrices that depend on the coordinates.
Detailed expressions for all these have been given in refs 95 and
149.
For small displacements along the internal coordinates q, the

terms in eq 35 can be arranged by powers of these coordinates,
leading to the representation:

̂ = ̂ + ̂ + ̂ +H H H H ...(0) (1) (2) (36)

̂ = ̂ +H T Ui i i( ) ( ) ( )

Adiabatic Potential Energy Surface: Small Amplitude
Vibrations. We examine several partial problems whose
solutions can be used to construct approximations for the
eigenvalues and the Hamiltonian operator (eq 35). We assume
that all nuclei are at rest in a configuration described by the
coordinates (ρ, q):

ψ ψ ψ̂ ≡ ̂ + =H H U V( )el e e e
(0)

(37)

The eigenvalues and functions depend parametrically on the
nuclear coordinates. The energy levels Vn(ρ, q), where the
index n denotes the electronic states, are the APES. In principle,
the functions Vn for the ground and excited electronic states can
be directly obtained from quantum mechanics calculations.
The solution of eq 37 is written as a series with respect to the

degrees of the coordinates q:
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We note that V(1) disappears if the pseudoequilibrium
configurations {R(0)(ρ)} can be represented by the config-
urations in which the energy minimum is reached in the
coordinates q (at fixed values of the coordinates ρ).
Next we take into account the small vibrations of the nuclei

while keeping the coordinates of large amplitude “frozen”. We
examine the Hamiltonian:

̂ ′ = ̂ + ̂ + = ̂ + ̂H T T U H T
(0) (2)

el
(2)

(39)

The coordinate ρ is included in this operator as a parameter,
so that the eigenvalue problem, Ĥ′ψ′ = Eψ′, has eigenfunctions
and values that depend on ρ: ψ′ = ψ′(ρ, q, r), E = E(ρ). These
functions can again be expanded with respect to the
eigenfunctions of the previous problem
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k ek
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With this substitution one obtains
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For the nth electronic state and for small amplitude
vibrations one obtains:
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where

∫ρ ψ ψ= * ̂F q T r( , ) ( ) dkn ek en
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(43)

is responsible for the vibronic effect. Expanding all the terms of
eq 42 into a series with respect to the degrees of the
coordinates q, one finds for the state (0, v):
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Large Amplitude Motion. For large amplitude motions,
the solution of the Hamiltonian (eq 35) is written as a series
with respect to the solutions of the previous task:95,151

∑ψ θ ρ θ ρ ψ ρ= ′
′

′ ′q R qR r R r( , , , , ) ( , , ) ( , , )
nv

nv nv
(46)

Averaging over eigenvalues for the electronic coordinates and
over the coordinates of the small amplitude vibrations yields
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∫∑ ψ ψ ρ′ ̂ + ̂ + ′ + =
′

*
′ ′T T R dqd E R ERr( [ ...] ) ( )

nv
ov nv nv v v v

(4) (5)
0 0 0

(47)

To first approximation, only the term R0v
(0)(R,θ,ρ) differs

from zero:

ρ ρ̂ + =T E R ER[ ( ) ( )]vv v v v00,
(4)

0 0
(0)

0
(0)

(48)

This is the general equation for molecular systems with large
amplitude motions. Two important practical cases can be
considered.
Nonlinear Molecules. Provided that the quanta of small

amplitude motions are considerably larger than rotational
quanta, one can separate the large amplitude motion from the
rotational effects. One finds the equation with the kinetic
energy operator

π π ρ

π π ρ ρ

̂ = ̂ − ̂ * ̂ − ̂ +

= *̂ ̂ + +

T b S b F

S F F

1
2

[( ) ( )] ( )

1
2

( ) ( )

vv
a

vv

vv

(4 ) (0) (0)

(0) (0) (4)
(49)

which includes only the large amplitude coordinates.

Linear Molecules. Here it may not be possible to separate
the rotation from large amplitude vibrations. This is the case,
for example, for the almost free internal rotation in a molecule
with energies on the order of 1 cm−1. For a linear molecule, we
have

π π σ ρ ρ̂ = *̂ ̂ + ̂ + +T S M M F F
1
2

1
2

( ) ( )vv
a

z zz z vv
(4 ) (0) (0) (0) (4)

(50)

Additional effects, such as the rotation in other directions,
can be treated using higher levels of perturbation theory. For a
linear molecule with only one large amplitude motion,
substitution of the operator (eq 50) into the Schrödinger
equation gives

ρ
ρ ψ

ρ
σ ρ ψ

ϕ
ρ ψ ψ− ℏ ∂

∂
∂
∂

− ℏ ∂
∂

+ =S V E
2

( )
2

( ) ( )zz

2
(0)

2
(0)

2

2 eff

(51)

with an effective potential described by

∑ρ ρ ρ ω ρ ρ= + + ℏ + +
=

V V F v F( ) ( ) ( ) ( )( 1/2) ( )
k

n

k k vveff 0
(0) (0)

1

(52)

Figure 8. (a) The radial distribution curves for IBr molecules in the Gaussian approximation of the wave packets, averaged over 25 fs and displayed
every 100 fs. Here σ is the parameter accounting for the spreading of the wave packet. (b) The radial distribution curves for IBr in the Gaussian
approximation of the wave packets averaged over 500 fs. It can be seen that the longer electron pulses do not allow one to resolve the actual profile
of the wave packet, but some important details are still visible. The upper part of the figure shows the potential energy functions for the ground and
the excited states of the molecules IBr and ICN. Reproduced with permission from ref 127. Copyright 1997 Oxford University Press.
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that depends on the vibrational state v = {v1, ..., vn}. Here,
ωk(ρ) corresponds to the frequencies of the small amplitude
vibrations, and Fvv(ρ) is found by averaging the interactions (q
− ρ) over the vth vibrational state. In most cases, it is sufficient
to consider the effective potential for the ground state. The
Watson function F(ρ) above has the form:95

ρ γ
ρ

γ
ρ ρ

γ
ρ

= ℏ ∂
∂
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∂
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(53)

where

γ ρ
ρ σ ρ

=
S

( )
1

( ) ( )zz
(0) (0)

(54)

For a linear molecule, this can be reduced to a one-
dimensional equation if the eigenfunctions are taken to be in
the form ψ(ρ, φ) = R(ρ) exp(ilφ), where l is the angular
quantum number. In this case, one has

ρ
ρ

ρ
ρ σ ρ− ℏ ∂

∂
∂
∂

+ + ℏ =
⎡
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⎤
⎦⎥S

R
V

l
R ER

2
( ) ( )

2
( )zz

2
(0)

eff

2 2
(0)

(55)

which can be solved numerically.
On the basis of this discussion, the total eigenfunction of the

molecular system is represented as a product of functions that
correspond to different types of motions. The equations for
small amplitude vibrations are solved as harmonic oscillators
with anharmonicity corrections as needed. Numerical methods
are used to solve the equations for the large amplitude motions.
2.6. Dynamics of Dissociation

To illustrate the basic effects arising from time-dependent
molecular structures in the scattering intensities and their
corresponding Fourier transforms (the radial distribution
functions of the interatomic distances), we will focus on
diatomic (A−B) and linear triatomic (A−B−C) molecules in
which the action of a laser pulse breaks the bond A−B. In many
cases, the potential function for such systems can be expressed
as152

γ ρ= − −V R r V R r( , ) exp[ ( )/ ]0 (56)

where R is the distance between the nuclei A and B in the
molecule A−B, or the distance between the nucleus A and the
center of mass of the fragment B−C in the molecule A−B−C.
Further, γ = mBmC/(mB + mC) is the reduced mass and r =
r0(BC) − re(BC) with r0(BC) and re(BC) the internuclear
distances in the ground vibrational state and the equilibrium
internuclear distance of the fragment B−C, respectively. Finally,
ρ is a so-called range parameter.152,153 The reactions and PES
of this kind are well-known for a number of molecular
systems.152−154 In the first stage of the analysis, the
manifestation of the nuclear dynamics in the scattering of
ultrashort electron pulses has been explored for adiabatic
potential functions.
Using IBr as an example, the photoexcitation and subsequent

dissociation can be divided into 3 possible photoprocesses as
shown in Figure 8. The photoexcitation is accompanied either
by the dissociation of the diabatic type, yielding Br atoms in the
excited state, or by the dissociation of adiabatic type, in which
the molecule dissociates into atoms in ground states. Figure 8
assumes a δ-function for the excitation pulse and the electron
pulse as a Gaussian function with a duration of τ as defined

above. The time-dependent intensities of the molecular
scattering and the corresponding radial distributions of the
internuclear distances during the photodissociation of IBr and
ICN have been calculated (see Figures 8 and 9).127 From

Figure 8b, it is clear that the radial distribution curves obtained
with relatively long probe pulses are significantly different from
those presented in Figure 8a. However, some details of the
dynamics of the wave packets still are revealed at a time interval
that is shorter than the probe pulse duration. Figure 8 also
shows that the distribution of the time-dependent wave packet
can be observed using the time-resolved electron diffraction
technique, if the probing electron pulse is short enough.
These studies show that the time-dependent intensity of the

electron diffraction observed for dissociative states is strongly
dependent on the shape of the PES. The investigations also
demonstrate that the diffraction intensities in TRED can be
easily calculated for dissociative processes, provided that the
potential energy is known. Thus, in principle it is possible to
solve the inversion problem. This statement only holds true if
the PES of the excited state is known accurately enough and
then the diffraction phases can be assigned. The experimental
observations can then be used to refine the PES as normally
employed for the use of theory in structural refinement.
Generally, the PES is not known very accurately, especially for
reactive surfaces, and one is dealing with many more diffraction
orders than for simple 2 and 3 atom systems for which the
phase ambiguity can not readily be resolved without going to
very high level theory to better approximate the PES. It is here
where new methods are needed to provide solutions to the
inversion problem (vide infra). It is noteworthy that these
calculations show the needed time resolution of approximately

Figure 9. Manifestation of the structural dynamics of the dissociation
of I-CN for time-dependent molecular scattering intensities (the upper
group of the curves) and for the radial distributions (the lower curves).
Reproduced with permission from ref 127. Copyright 1997 Oxford
University Press.
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100 fs for dissociative channels as discussed above. Close
inspection shows that this class of experiments gives not only
dynamical information but also information on the nuclear
probability distribution of the excited wavepacket. This
information goes well beyond other forms of spectroscopy.
Recent experiments have further amplified this point in the
study of the excited state vibrational wavepackets of I2.

155

2.7. Solution of the Inversion Problem for Gas Phase
Systems

The averaging of the molecular scattering intensity sM(s, t)
function over the temporal profile of the electron bunch I0(t;
td) gives the intensity of the diffraction in TRED, sM(s; td), with
parametric dependence on the delay time td between the laser
pump pulse and the pulse of the electron probe τ is

∫⟨ ⟩ = ′ ′ ′τ
τ+

sM s t I t t sM s t( ; ) ( ; ) ( , ) dtd
t,t

0 d (57)

In this case, to solve the inversion problem, or to revise the
parameters in the model used, it is necessary to minimize the
functional

∑ ⟨ ⟩ − ⟨ ⟩τ τ
=

s M t R s M s t[ (s ; ) ( ; ) ]
i 1,m

i i d ,exp i i d ,theo
2

(58)

where m is the number of points of the experimental values of
the scattering intensity siM(si; td) for the temporal delay td and
R is the index of the resolution. The solution of the inversion
problem in diffraction is an ill-posed problem. To solve the
multiparameter problems, it is possible to use the rather
effective method of regularization.156−158 In this case, it is
possible to extract a so-called quasi-solution by minimizing the
functional

∑

α

= ⟨ ⟩ − ⟨ ⟩

+ Ω ⟨ ⟩ →

α
τ τ

τ

=
s M s t R s M s t

P r t

M [ ( ; ) ( ; ) ]

[ ( ; ) ] min

i 1,m
i i d ,exp i i d ,theo

2

d (59)

where the stabilizing term Ω(P(r; td))τ is expressed by a
polynomial

∫∑ ∑ ∑Ω ⟨ ⟩ = ⟨ ⟩τ τ
≠ = =

P r t q r d P r t[ ( ; ) ] ( )[ ( ; ) /dr ] dr
i j N n p

n ij
n n

d
1, 0,

d ij
2

ij

(60)

where qn(rij) are the non-negative functions and ⟨P(r;td)⟩τ is the
probability density of the distribution of interatomic distances
for the temporal delay td averaged over time t.
Two approaches to the choice of the regularization

parameter α have been tested. In the first technique, the
parameter α has been calculated in accordance with the study
of159,160

α α σ σ= =E E( , ) /2 2
(61)

σ ≥ ||⟨ ⟩ − ⟨ ⟩ ||τ τs M s t R s M s t( ; ) ( ; )2
i i d ,exp i i d ,theo (62)

∫∑ ∑ ∑≥ ⟨ ⟩τ
≠ = =

E q r d P r t r r( )[ ( ; ) /d ] d
N n p

n
n2

i j 1, 0,
ij d ij

n 2
ij

(63)

The method of regularization described in the papers by
Miller and Viano159,160 was chosen because it allows us to
estimate the accuracy of parameters. In an alternative approach
by Bertero et al.,161 the regularization parameter α can be
optimized by minimizing the functional

∑

∑

α ξ ξ= ⟨ ⟩ − ⟨ ⟩

⟨ ⟩

α
τ
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τ τ
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d

(64)

where ξα is the set of refined parameters that depending on the
regularization parameter α as described in the work of Ho and
Rabitz.162,163 The use of the regularization method in TRED-
experiments is described in ref 133. It is shown that the
stabilizing functional Ω(P(r;td)) makes it possible to signifi-
cantly stabilize the minimization process.126 This approach can
not be strictly applied to solid state systems as the phases
defined by the crystalline lattice add to the uncertainty and new
methods of introducing constraints are needed as will be
discussed below.
It should be mentioned that a very similar approach has been

recently used by Minitti et al.164 to help reconstruct the ring-
opening reaction of cyclohexadience using femtosecond X-ray
pulses from an X-ray free electron laser (XFEL). In the X-ray
case, it is remarkable that sufficient diffraction was observable
given the extremely small scattering cross section, and this again
reinforces the importance in source brightness. The X-ray
wavelength was 1.5 Å compared to less than 0.1 Å for electron
sources, and reasonable detector conditions resulted in only
two diffraction orders. Nevertheless, by using theoretical
calculations for many trajectories, it was possible to achieve a
fit to give the time-dependent dynamics in the spirit of the
above formulation.
2.8. Difference Method for Time-Dependent Diffraction
Data Analysis

The above treatment has assumed 100% excitation. This is not
the case for most experimental conditions, especially using
femtosecond laser excitation where it is imperative to keep the
peak intensity of the excitation pulse low to avoid multiphoton
ionization artifacts. Any residual background will lead to noise
and signal unrelated to the dynamics of interest. It is standard
practice in femtosecond spectroscopy to use differential
detection to remove this background. Even so, there remains
noise from the unexcited background relative to the small signal
of interest. For all-optical methods, the ability to extract small
signals from this background depends on the sampling rate
(pump−probe repetition) and the laser/detector noise within
some effective measuring bandwidth. It is possible to measure
changes as small as 10−8 within the detector noise floor, with
10−4 more typical for most experimental conditions.165

However, for diffraction experiments, there are many signal
components stemming from the fact that one attempts to
reconstruct an image, rather than an integrated intensity
modulation of the probe at a single point of observation.
Typically there is a trade-off in the degree of excitation and

the need to observe sufficient changes in intensity in the
different orders to reconstruct the time-dependent structures.
As a rule of thumb, for picosecond and subpicosecond
experiments, excitation levels of no more than approximately
10% are required in order to stay within the linear response and
avoid multiphoton ionization. This is only a guideline as there
are trade-offs in excitation peak power, number of shots
averaged, laser noise, electron source noise, and detector noise.
Within this limit, the recorded diffraction pattern intensities are
linearly dependent on the excitation intensity and the observed
dynamics corresponding to photochemical or photophysical
processes from a well-defined initially prepared state, as
opposed to a distribution of multiphoton excited states and
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multiphoton ionization. Denoting ΔI (s; tref, t) as the difference
curves related to the structural changes ensuing from the
initially prepared state, we get the differential signal:

Δ = −I s t t I s t I s t( ; , ) ( ; ) ( ; )ref ref (65)

to yield

Δ = −sM s t t sM s t sM s t( ; , ) ( ; ) ( ; )ref ref (66)

The difference radial distribution curves Δf(r; tref, t) in the
space of interatomic distances r is then obtained by Fourier
transforming the difference curves ΔsM(s; tref, t).
The calculation of the theoretical equivalent of the time-

dependent scattering intensity with the nonequilibrium
distribution in this system can be performed using the methods
discussed above, where the excitation fraction is needed to
properly weight the changes in diffraction intensities of the
different orders as shown by Coppens et al. for the X-ray
case.166

2.9. Time-Dependent Diffraction from Single Crystals:
Solution to the Inversion Problem

The highest spatial resolution of structures is obtained from
single crystals. This fact is owed to the amplification factor of
N′2 in diffraction and the further amplification into specific
diffraction orders reflecting the underlying lattice periodicity
and alignment of all the molecules into the particular symmetry
group of the crystalline lattice. Electrons scatter off the
electrostatic potential, whereas X-rays scatter from the phase
shift introduced by the induced polarization related to the
electron density. The difference in scattering mechanisms, apart
from the more than 10 times shorter wavelength typically for
electrons over X-rays, makes electron diffraction more sensitive
to nuclear positions and with this higher spatial resolution. For
certain chemical reactions, spatial resolution on the order of
0.01−0.1 Å (vide supra) is needed as even such small motions
significantly contribute to the reaction energetics. Such spatial
resolution is further needed to rigously compare to theory and
help refine theoretical methods. Electron diffraction is well-
capable of this level of spatial resolution for single crystal
studies. As above with gas phase diffraction, the inversion from
reciprocal space to real space is challenging.
The electrostatic potential giving rise to the observable is

defined by167

∑ϕ =
Ω =

·
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ek

k
( )

1 ( )

j

N
j
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k

1

i rj

(67)

where A = 2π/h2me and f j
b are the atomic form factors or

scattering amplitudes for atom j, which depends on the atomic
properties (scales as Z), the thermal vibrations of the atom, and
the scattering angle. In eq 67, Ω is the unit cell volume, m is the
electron mass, and e the electron charge. The term φ(k) is
related to the diffracted intensity through the structure factor
F(k),

∑π ϕ= Ω =
=

·F
me
h

f ek k k( )
2

( ) ( )
j

N

j
B ik r

2
1

j

(68)

and has to be made more general to include the specific hkl
Miller indices defining the particular crystal symmetry and unit
cell parameters. From inspection, this relation gives the
modulus of the lattice potential, whereas one measures
diffraction intensities that are then proportional to the square

of the structure factors |F|2. The phase factor of the exponential
term (ikrj) in this equation leads to the inversion problem. The
structure factors are the most important quantities in structure
determination. As written, eq 68 considers diffraction from a 3-
d lattice structure. Therefore, the phase could be anything and
this would weight the observed amplitude similar to a change in
spatial relationship between atoms. For time-resolved measure-
ments, as above, the observable is the differential detection of
the change in structure factors in which both the excited and
unexcited fraction of unit cells needs to be included. The
excitation process involves random absorption events such that
the observed diffraction pattern is just the coherent sum of the
excited and unexcited unit cells, for instance,

η η= + −F t F t Fk k k( , ) ( , ) (1 ) ( )on exc exc exc off (69)

The term ηexc is the fraction excited, which can be measured
independently. The challenge is to determine the structure
factors |Fexc(k,t)| in the face of the unknown phase term
weighting the diffracted intensity. In conventional crystallog-
raphy, one normally samples a large number of different crystal
orientations to fully sample reciprocal space and then use a
model for refinement. The larger the sampling of reciprocal
space, the more accurate this procedure will be, although it
remains model-dependent. For femtosecond electron diffrac-
tion studies, there are limitations on the number of samples and
problems with maintaining alignment of excitation and probe
for crystal rotation. There are limited means of preparing
different crystal orientations such that femtosecond electron
diffraction (FED) generally undersamples reciprocal space
relative to conventional crystallography. It must be born in
mind that the objective is not to determine an unknown
structure but rather changes in structure from a known initial
structure (reactant state) to a known final (product state)
structure. The known initial structure and known conserved
terms in the formation of the product state provide sufficient
information for a unique inversion, as a solution to the
inversion problem (vide infra).
In this respect, the are a number of tests for convergence.

The most commonly used version is the R factor:168

=
∑ || | − | ||

∑ | |
R

F F

F
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(hkl)
hkl obs cal

hkl obs (70)

Here the sum extends over all hkl. Fobs(hkl) are the
experimentally observed structure factors, and Fcal(hkl) are
the calculated terms from a model. R vanishes for perfect
agreement, and typically accepted values for an accurate
structure have R values around 20% or lower.
Another measure is the Pearson correlation function, which

has the advantage that it is not sensitive to exchange between
Fobs and Fcal if one overestimates one or the other value. The
Pearson correlation coefficient, γ(F1, F2), is defined as169
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The terms F1 and F2 represent Fobs and Fcal in this formalism,
and N is the number of atoms per unit cell. Perfect correlation
in this case is 1, while −1 is perfect anticorrelation; 0 represents
no correlation. This correlation function will be discussed
below in terms of optimizing structures.
The above prescription is used for structure refinements of

static structures. For time-resolved measurements, one knows
the initial, and to some degree the final structure, causally
connected through the structural transition. As recently
demonstrated, this additional information is sufficient to
uniquely invert diffraction data to structures even with limited
sampling of reciprocal space.37 The accuracy improves with
better signal-to-noise ratios (SNR) and more orientations, but
the degree of accuracy can be assessed by varying the initial and
final constraints. The procedure is to simulate diffraction for the
initial structure and the (partially) known fully relaxed
structure. The signal in the detector plane needs to be
transformed. The intensity (I) at each pixel position (a,b) is
calculated according to
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σ σ
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(72)

Fhkl is the structure factor for the reflection (h,k,l), calculated
from the X-ray structure, and using the parametrized electron
scattering factors found in ref 170. The scattering geometry is
shown in Figure 5.2 of ref 37 and defined as

Δ = Δ ·Δ ̂q q qa bradial , (73)

Δ = Δ ·Δ ̂q q kparallel 0 (74)

Δ = Δ · ̂ × ̂q q k q( )a brotational 0 , (75)

Δ = −q q q( )a b hkl, (76)

The values of the three σ components in eq 72 are estimated
from the orientation fitting and tested by trial-and-error to give
a good qualitative agreement with the experiment. The effect of
the finite beam size needs to be included as a Gaussian
convolution. The resulting simulated diffraction pattern is
optimized for the static initial structure to provide an excellent
approximation to the experimental diffraction and experimental
parameters. The time series of diffraction patterns is subjected
to a minimization function that encodes all of the information
about the experiment in terms of the experimental data and
uncertainties, and prior knowledge about the structure and
structural transition by adding penalty functions, which bias the
refinement of the atom positions toward chemically reasonable
structures and toward a continuous path between the initial and
final structures determined by either X-ray diffraction or other
means. Eq 72 gives the general construction of the function.
Eqs 77 and 78 provide more detail:
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where specifically each diffraction spot’s intensity ratio (IR) is
determined to give the constraints
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The first term in eq 78 describes the agreement of the
theoretical and experimental intensity ratios (IR), which is
weighted differently for each spot according to the experimental
uncertainty, σIRspot. The theoretical intensities are then
calculated, taking into account the photoinduced change in
an isotropic Debye−Waller factor and the ratio of excited
species. Fhkl(x) is the structure factor of the excited portion of
the structure with Miller indices (h,k,l) and, similarly, Fhkl(x

gs) is
the structure factor for the unexcited initial structure. The
calculation of these structure factors is similar to the established
method in time-resolved crystallography171 but using para-
metrized electron scattering factors.170 The remaining terms in
eq 78 are penalty functions to act as constraints to guide the
refinement to physically reasonable geometries. The second
and third terms in eq 78 give restraints on the bonded distances
and angles, respectively, where the denominators represent the
uncertainties in these values, estimated as the differences
between the initial and fully relaxed structures. This is the key
feature of this approach. The details of the molecular structural
transition that are known or invariant provide the additional
constraints needed to find unique solutions. These terms
effectively act as phasing centers or reference points to find the
other phases by using the weighting factors through a least-
squares fit to find the best values. In this way, all atomic
coordinates in an asymmetric unit cell can be efficiently
handled and optimized for each time point to give full atom-
resolved dynamics. This procedure provides a robust method
that can be automated for generating molecular movies of
photoinduced structural changes and chemical reactions. This
approach is similar to the solution of the gas phase problem
described above (eq 59), where the first term describing the
agreement between theory and experiment in the gas phase is
simply replaced by the sum of relative intensity changes over all
observable diffraction spots, and the stabilizing term, Ω, is
constructed based on the known structures for the thermal
phase transition as given by the remaining terms in eqs 77 and
78. The regularization parameter of eq 59 is partially included
in eqs 77 and 78 by way of the uncertainties (sigma values) in
terms 1, 2, and 3, with a free term (λ) which must be chosen
carefully as described in the Supporting Information of ref 37.
The constraints do not rely on any level of theory per se but on
the inherent knowledge of the initial and conserved
components in the final structure. The important aspect is
that the initial structure is known and that the final product
structure is generally known in the study of photochemical
processes. There are inherent correlations in the structure that
connect these end points. Even in the case of bimolecular
processes involving uncorrelated motions, there are known
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conserved bond lengths and bond angles in the passage to
intermediate states. This information content within the
limitations of SNR and sampled reciprocal space is sufficient
to find fully converged, unique, solutions to photoinduced
structural changes and reactions. One is exploiting the fact that
the structures along a given time series after the excitation are
causally connected to this perturbation. This additional
information provides sufficient information for inverting to
real space with a high level of accuracy without the need of
theoretically predicted structures in the refinement process.
The importance of this relatively recent advance needs to be
fully appreciated as it is now possible to generate full atom-
resolved reaction dynamics in a model-independent way. This
statement discounts that the conserved bond lengths, angles,
etc. used as constraints are known to sufficient accuracy and are
not construed to represent a model per se. The inclusion of
additional information on the conserved structure relationships
completely avoids the uncertainty normally inherent in the
choice of models as well as sampling sufficient configurations in
generating a structural response function to the excitation.
The development of new analytical tools that completely

exploit known information on the system response will also
enable the use of fewer electrons in the image reconstruction
and open up the study of larger and more complex systems. We
are far from the fundamental limit in extracting the maximum
information from diffraction (e.g., see Walczak and Gruebmül-
ler172 for a treatment of the minimum information needed for
alignment of images). This topic is cited as a key area for
further development that will be essential for pushing imaging
of chemical reactions to the ultimate space-time limits in
resolution.

3. PATH TO ATOMICALLY RESOLVED REACTION
DYNAMICS

3.1. Structures of Transient Intermediate States

The first time-resolved electron diffraction (TRED) were
limited in electron numbers per pulse and used long
propagation paths to the sample, which inherently limited the
time resolution to the subnanosecond range. This time
resolution is sufficient to capture the atomic structure of
reactive intermediates. In this respect, many important classes
of such intermediates are photodark states that can not be
studied by optical means to infer the structure. The general
overall pathway including intermediates in the broadest sense
of photochemistry is shown in Figure 10. The ultimate aim is to
observe the correlated motions leading to the intermediate
states and/or product state to give an atomic perspective of
what are shown as arrows along speculative pathways involving
approximated potentials, that is, to put real structural details on
these constructs. To directly observe the atomic motions would
enable the refinement of our current models to experimentally
give the potential energy surfaces governing photoexited state
processes. The path to achieving this vision of atomically
resolved reaction dynamics will be put in chronological order
below.
The first TRED experiments that laid the foundation for

time-resolved structural studies were performed with multi-
photon IR dissociation of CF3I.

21 The gaseous CF3I molecules
were excited by a TEA CO2 laser. The multiphoton infrared
excitation dissociates the CF3I molecules,

ν+ → +nhCF I CF I3 3

and diffraction patterns of CF3 free radicals were recorded. For
the experimental analysis used in refs 21 and 94, it was
important that almost all of the CF3I molecules dissociated
under the effect of a single 10−7 s IR laser pulse.173 This means
that the scattering pattern was recorded from the bulk (inside
the IR laser beam) containing no molecular components
besides CF3, so that the resulting diffraction pattern was
unambiguously associated with CF3 radicals. To record the
diffraction pattern in time, an elegant method exploiting the use
of a secondary electron multiplier, the pulse-resonance method,
was employed to give an overall time resolution of
approximately 1 μs.174 This measurement of an unstable
radical intermediate was a major advance as prior to this work
we could only observe structures of stable long-lived radicals.
These stable radicals are sufficiently complex in their own right
that their geometric and electronic structures, cluster formation
preferences, and reactivity have generally not been studied.175

Other techniques, including spin labeling and trapping, and
EPR can provide important information about systems into
which stable radicals have been introduced. The understanding
of radicals is important both for their common role as reactive
intermediates and for their spin properties. Efforts have been
aimed at developing new materials with technologically relevant
properties such as magnetism and conductivity for which stable
radicals are attractive building blocks.175 Pioneering studies of
persistent, long-lived radicals176 by gas phase electron
diffraction (GED) were performed in 1968 by L. Schafer177

(please, see also ref 178). In these studies, a high-temperature
nozzle tip was used to decompose diindenylcobalt, Co(C9H7)2,

Figure 10. Landscape of the potential surface of the ground and
excited states in complex molecular systems. The equilibrium structure
of the ground state determines the initial wave packet produced by a
femtosecond pulsed excitation. The excited state evolves either along a
radiative or a nonradiative channel. Radiationless transitions may result
in the bifurcation of a chemical reaction or physical process (internal/
intersystem crossing). Reproduced with permission from ref 212.
Copyright 2005 American Association for the Advancement of
Science.
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to produce indenyl radicals, C9H7. Schafer’s experiment
represents the first example of an investigation of a radical by
GED to get complete atomic structures beyond that possible
with ESR and spin-labeling methods. Other achievements in
the study of persistent176 radical structures by GED are
described in a review article.95 However, most radical
intermediates do not live long enough for GED or ESR.
Given the importance of radical chemistry and their transient
nature, the TRED experiment21 illustrated the power of time-
resolved structural studies.
The next systems to be successfully studied were the UV

photoissociation of CS2 molecules,179 photofragmentation of
Fe(CO)5,

25 and 193 nm photolysis of 1,2-dichloroethenes.180

These studies exploited pulsed electron sources based on
photocathodes with picosecond pulses for photoinjection as
introduced by Mourou et al.31 using a modified streak camera
(please, see also refs 181 and 182). The seminal work of the
Zewail group in the development of time-resolved gas phase
electron diffraction studies particularly stands out in this period.
They were able to achieve time resolution on the 10 ps time
scale in which the time resolution was limited by the electron
pulses and intrinsic velocity mismatch. Given the low molecular
density, weak diffraction, and associated low SNR, these were
pioneering experiments at the time and would still be
considered challenging experiments. This work has subse-
quently been extended over a period of 10 years to the study
cyclopentadienyl radicals,183 refinement of the Fe(CO)5
intermediates,184 that have been extensively reviewed.185,186

Of the above first few systems, we will focus the discussion
on CS2 as it serves as a test system for all the gas phase studies
and the improvements that have followed. In this regard, the
work of Ewbank et al.,179 initiated investigations of the
photodissociation of CS2 molecules followed by transfer of
the energy to the vibrational energy of the resultant CS
fragments.132 Upon photoexcitation with 193 nm photons, CS2
photodissociates via a nonadiabatic, two-channel mechanism:

∑ ∑ ∑→ → + +
+ − +

BCS (X ) CS ( ) CS(X ) S( P ) S( D )2
1

g
2
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2
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The CS2 molecule in the excited state is quasilinear but has
equilibrium internuclear distances that differ from those in the
ground electronic state.187 The predissociation of CS2 is known
from optical studies to take place within about 1 ps.
When CS2 is irradiated in a supersonic molecular beam at a

wavelength of 193 nm, the initial distribution of vibrational
energy in the CS fragment is inverted for both the 1D2 and

3P2
channels of dissociation.188−190 The distribution of the
vibrational energy with a low level of population at n = 0 and
n ≥ 10 was described as bimodal189 or wide.188

The experimental results show that in the first 20 ns, the
system rapidly evolves toward an equilibrium that corresponds
to the collisionless intermolecular transfer of vibrational energy
(probably due to dipole−dipole interactions). During this time,
a bimodal distribution in momentum space, and the
distribution of interatomic distances, approaches a monomodal,
more narrow distribution (Figure 11). In the interval for τd
from 20 to 40 ns, collisional energy transfer begins to dominate
over the collisionless process. Thus, changes between 20 and 40
ns relate to the conversion of electronic energy into vibrational
energy via collisions with S(1DJ) atoms and molecules
CS(X1Σg

+). Between 40 and 120 ns, saturation of this process
takes place. The evolving diffraction pattern in the time interval
between 20 and 120 ns following the excitation of CS2 was the
first observation of the transfer of electronic energy of one
product of a nonadiabatic two-channel reaction to vibrational
and rotational energy of the other reaction products using
structural probes.127,132,133 The use of tomographic reconstruc-
tion discussed above illustrates the detailed information one can
obtain on nuclear distributions of reactive intermediates.

3.2. Molecular Alignment: Prospect for Improved
Structural Determination for Gas Phase Systems

The ability of gas phase scattering experiments to describe
distributions of internuclear distances is limited by the random
orientation of molecules in the gas phase. But tremendous
progress has been made to align molecules in the gas phase,
with prospects for molecules as large as proteins.191 A recent
review by Chang et al.192 describes in detail the use of
inhomogeneous electric fields for the manipulation of neutral

Figure 11. Wigner function for the CS photoproduct. For the initial distribution (within ∼1 ps), the Wigner function is determined using the full
density matrix. The Wigner function for the delay τd of 20, 40, and 120 ns were obtained by tomographic reconstruction using the procedure
described in Ischenko et al. Reproduced with persmission from ref 128. Copyright 1999 Society of Photo Optical Instrumentation Engineers.
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molecules in the gas phase. For complex molecules, all quantum
states are strong-field seeking, implying that dynamic fields are
required for their confinement. Chang et al. discuss the current
applications and interesting future applications.192

The most straightforward way to align molecules in time-
resolved studies uses nonresonant laser pulses. The molecules
are cooled by a free jet expansion to low rotational
temperatures, implying small rotational quantum numbers. A
strong nonresonant laser field then aligns the molecules with
respect to the laser polarization. This mechanism involves
changes to the rotational energy level structure that result in
pendular motions about the polarization axis.193,194 This can be
understood by considering the anisotropy of the molecular
polarizability αpol. For example, for a diatomic molecule, the
polarizability along the molecular axis is about 1.5−2 times
larger than in the orthogonal direction. Therefore, when such a
molecule is exposed to a strong external field from a laser, its
potential energy depends on the molecular orientation, leading
to the preferential alignment of the molecule in comparison to
the laser field. It should be noted that the molecular alignment
persists only for a limited period of time. Upon termination of
the laser pulse, the alignment quickly dephases and the
ensemble ceases to be quasi-one-dimensional. Under the
certain conditions, the alignment is subsequently restored via
rotational rephasing even without the laser pulse for field free
conditions. A review of experimental and theoretical research in
this area can be found in ref 195.
Apart from use of differential polarizability for alignment,

even a single absorbed photon using polarized excitation can
induce a (partial) alignment of the molecular sample via
photoselection. The diffraction signatures of aligned excited

states of vibrating polyatomic molecules was discussed by Ryu
et al.196,197 and by Weber et al.198 They calculated the patterns
expected when the cyclic, 6 atomic aromatic ring molecule s-
tetrazine (C3H3N3) is excited to specific vibrations in its
electronically excited state S1 (Figure 12). In the polyatomic s-
tetrazine molecule, vibrational excitation leads to additional
structure in the diffraction patterns because the vibrational
probability density function (pdf) modulates the molecular
structure.
Importantly, this modulation still manifests itself when

isotropically distributed molecules in the gas phase are
investigated: excitation with a linearly polarized laser beam
induces a sufficient anisotropy to make the observation of the
vibrational modes possible. Figure 12 illustrates this for two
vibrational motions in the excited S1 electronic state of s-
tetrazine. Noteworthy is that the out-of-plane bending
vibrations (mode 16a) have qualitatively different diffraction
signatures than the in-plane stretch vibrations (modes 1 and
6a).
The concepts summarized above for the s-tetrazine molecule

in a far-from-equilibrium state are directly relevant to complex
molecular structures where energy redistribution may or may
not be complete.199

In terms of physical alignment, carbon disulfide, CS2, is a
good system to test laser alignment concepts because of its
large differential polarizabilities.187,200−209 Yang et al. explored
the alignment of CS2 using electron diffraction210 and
subsequently investigated the molecular dynamics upon
excitation with intense (1012−1013 W/cm2) femtosecond
infrared (IR) pulses.211 It was possible to retrieve both the
transient molecular structure and the angular distribution of the

Figure 12. Diffraction patterns (difference between excited state patterns and the ground state patterns) of s-tetrazine, where a polarized laser excites
the molecules of an isotropic sample to specific vibronic states. The abscissa gives the rotation about the electron beam axis, with the laser
polarization at α = 0°, and the ordinate is the projection of the s-vector onto the detector. Reprinted from ref 197. Copyright 2004 American
Chemical Society.
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sample directly from the data without requiring theoretical
modeling.191

To align molecules, laser pulses with intensities in the
aforementioned range of 1012−1014 W/cm2 are often used. It
should be born in mind that such pulses are capable of
multiphoton ionization,205−207 and they can induce a broad
range of dynamical phenomena. It is therefore interesting to
explore their effect on the molecular structures, which is
possible with time-resolved electron diffraction from aligned
molecules (UEDAM). The conformational changes of mole-
cules in the gas phase have been studied with TRED with a
temporal resolution of a few picoseconds,137,212,213 while 3D
static molecular structures were explored using UEDAM.214 If
the molecules are probed after they interact with the alignment
pulse (i.e., by using impulsive alignment), one can study them
in a field-free environment. The electric field of the electron
pulse is quite weak and therefore does not disturb the
molecules. While the TRED experiments investigating
conformational changes provide only 1D interatomic dis-
tances,212,214 impulsive alignment yields 2D images of the
molecules.
Figure 13 shows the experimental apparatus. The molecules

are excited by an intense laser pulse with 800 nm wavelength,
and the ultrashort electron pulse is used to record scattering
patterns. The degree of alignment can be inferred from the
anisotropy of the diffraction patterns (Figure 13b). To obtain a
high quality diffraction pattern, about 109 scattering events are
accumulated.
The autocorrelation function of the molecular structure

convolved with its angular distribution is the inverse Fourier
transform of the diffraction pattern signal.210,211 For a perfectly
aligned linear molecule, the image of the structure can therefore

be determined from the autorcorrelation function. This is
illustrated in Figure 13 (panels c and d) for the case of a
simulated pattern of the CS2 molecule. The internuclear
distances in the molecule are imaged as bright spots in the
autocorrelation image. At the center of the image is a spot that
contains no structural information, but that is not shown in
Figure 13 for clarity. For an imperfect molecular alignment, the
inverse Fourier transform gives a 2D projection of the 3D
image of the molecular ensemble, or an Abel transform215 along
the direction of electron propagation.
The simulations described in Figure 13 show that the

method is capable of measuring internuclear distances. For the
ground state, distances of 153(3) pm and 311(3) pm are found
for the C−S and S···S bonds, respectively. The internuclear
distances for the 1B

2(1Σu
+) state are 165(3) pm and 324(3) pm

for the C−S and S···S bonds, respectively, with a bent angle of
166°. The bending vibration has a frequency of 396.8 cm−1 and
can be excited by an impulsive Raman process.216,217 The
period of this vibration is shorter than the temporal resolution
of the experiment and cannot be time-resolved in this
experiment. Instead, it would lead to a broadening of the
spot corresponding to the C−S distance.210

This diffraction experiment with aligned molecules demon-
strates a new way to study the dynamics of molecules.210 Using
two laser pulses, one to align the molecules and a second to
trigger the dynamics of interest, the method can be extended to
study the reactions of photoexcited molecules. The method has
several strengths and weaknesses when compared to laser-based
spectroscopic probes.210,211 Advantages include (i) the
molecular structure can be imaged with atomic resolution and
no input from theory is needed. (ii) The probe does not
perturb the target molecule. The limitations of the method are

Figure 13. Experimental apparatus and method for recording diffraction patterns of aligned molecules. (a) The molecular beam, laser beam, and
electron beam intersect orthogonally. A beam stop blocks the primary electron beam, while the scattering patterns are recorded by a phosphor screen
that is imaged to a CCD camera. (b) The difference in total counts in horizontal (H) and vertical (V) directions provides the anisotropy that is
induced by the polarized laser beam. (c) The simulated diffraction pattern assuming perfect alignment. (d) An inverse Fourier transform of the
simulated diffraction pattern gives the autocorrelation function of the molecule. Each signal spot shows an interatomic distance of the triatomic CS2
molecule shown in (e). Reproduced with permission from ref 211. Copyright 2015 Nature Publishing Group.
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(i) it does not provide information on the electronic structure
and (ii) given the complications arising from possible
multiphoton ionization at the intensities required for alignment,
there will always be questions regarding the nature of the
excited state. This latter problem already arises in CS2, even
though its highly anisotropic polarizability makes it easy to align
relative to other possible molecular candidates. These
complications will increase for less polarizable, larger molecules
that require higher fields for alignment and that have multiple
photoionization centers. Other means for alignment as
discussed by Chang et al.192 still hold promise to use aligned
molecules for structure determination.
3.3. Scaling to Larger Systems: Electrocyclic Ring-Opening
Reaction of 1,3-Cyclohexadiene

The 1,3-cyclohexadiene (CHD) system serves as an important
benchmark in extending electron diffraction to more complex
organic systems relevant to understanding chemical processes.
The light-activated ring-opening reaction exhibited by CHD
(Scheme 1) is a prototypical mechanism that is invoked in

numerous more complex systems and has applications in
optical control, optical switching, optical memory, light
activated molecular machines, photobiology, photochromic
materials, and conformation-specific photocatalysts (see refs
in 218 and 219). In addition, CHD serves as an important
system because of its relevance to synthetic organic chemistry
and natural product synthesis.220 For example, the synthesis of
vitamin D involves a ring-closing reaction that is the reverse of
CHD’s ring opening.
Deb and Weber218 and Arruda and Sension219 have recently

reviewed the fairly extensive knowledge of CHD’s photo-
chemistry. The picture shown in Figure 14 is based on some 30
years of time-resolved experiments and computational stud-
ies.221,222 The optical pulse excites the molecule to the Franck−
Condon region of the 1B state, from where the wave packet
rapidly slides past a conical intersection and down the well of
the 2A state. At that point (labeled 2A/1A CI in Figure 14), the
conrotatory stereochemistry of the reaction is already decided.
The system returns to the 1A ground state via a symmetry-

breaking displacement at the second conical intersection. From
there, the molecule slides to either of the minima in energy (i.e.,
the initial state or the open structure of 1,3,5-hexatriene). CHD
is an interesting system because the wave packet remains tightly
confined during the reaction, sliding down the potentials in a
ballistic fashion.223 This implies that “structure” remains a well-
defined concept and is, in principle, observable throughout the
reaction. On the other hand, the ring-opening of CHD does

Scheme 1. Photochemical Ring-Opening of CHD

Figure 14. Ring-opening reaction of 1,3-cyclohexadiene (CHD). Upon excitation with a near UV pump photon (blue), the CHD molecule slides
down the 1B surface and crosses to the 2A surface by avoiding a conical intersection that comes from above. Crossing to the ground state along a
symmetry-breaking coordinate leads the molecule to the fully opened structure of hexatriene. Reproduced with permission from ref 218. Copyright
2011 Annual Reviews.221,222
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not lend itself to study the condensation of energy in a reactive
coordinate as discussed above.
Structural parameters for ground-state CHD have been well-

characterized from GED studies by Dallinga and Toneman,224

Trætteberg,225 and Oberhammer and Bauer.226 The first TRED
studies of the electrocyclic ring-opening reaction of 1,3-
cyclohexadiene with few picosecond time resolution were
published in 2001, carried out independently in the laboratories
of A.H. Zewail32,227 and P.M. Weber.26 Changes in electron
diffraction patterns upon irradiation of 1,3-cyclohexadiene with
femtosecond laser pulses were observed on time scales of a few
picoseconds. The time resolution was limited by the electron
pulse duration and velocity mismatch between the laser
photons and the electrons. As shown in Figure 14, when
excited to its 1B2 electronic state 1,3-cyclohexadiene undergoes
a ring-opening reaction to hexatriene.228 From the saddle point,
one pathway leads back to cyclohexadiene, while another path
generates 1,3,5-hexatriene in one of its isomeric forms. The
time resolution of the diffraction experiment was insufficient to
capture the correlated motions through the CI. Ruan et al.
suggested that after a few picoseconds, the ring-opening
reaction results in hot structures with a (C5−C6) bond
distance of over 170 pm.227 This is ∼20 pm away from any
expected equilibrium value, re(C5−C6) = 153.4(3) pm. Least-
squares refinement of the structural parameters227 were
interpreted by Ruan et al. to be hexatriene (HT) molecular
structures at each time slice. These HT structures revealed no
tZt character but instead showed a configuration intermediate
between cZc and cZt (t = trans, c = cis conformer, and Z
denotes ring open structure), far removed from a thermally
equilibrated conformer distribution of 41% tZt, 45% cZt, and
14% cZc at an effective internal vibrational temperature of 2100
K (estimated from ab initio calculations of the conformer
energies) (see Figure 15).199 On the basis of later studies with
higher time resolution, discussed below, it is unclear if these
transient excited state structures could possibly have been
observed given the time resolution of these early experiments.
Ruan et al. moreover suggested structures far from a thermally
equilibriated conformation distribution, which persist for up to
400 ps.227 This would imply a very slow vibrational energy
redistribution within the product HT molecules. Typically, IVR
leads to a statistical energy distribution on much faster time
scales for a molecule of this size and associated vibrational
density of states. It might be conceivable that the barriers
separating the different conformations are so high as to prevent
interconversion on the 100 ps time scale. While possible, there
is no computational study that supports this explanation.
Despite many studies using ultrafast spectroscopies and

TRED, many questions remain about the ring-opening reaction
dynamics of cyclohexadiene. Deb and Weber pointed out that
the spectroscopic methods cannot affirm that they are, indeed,
observing the dominant part of the reactive wave packet.218 It
might be that the spectroscopic methods are just more sensitive
to a component that remains on the initially excited B state,
while the dominant part of the wave packet undergoes the
reaction through the 2A state. In 2014, Minitti et al.164

published a pioneering article with the aim to settle this
question and to determine the molecular structures as the
reaction proceeds on a subpicosecond time scale. To achieve
this, the authors used gas phase time-resolved X-ray diffraction
(TRXD), with the CHD held in a gas bulb at very low pressure.
This work was able to achieve a 100 fs time resolution. Two
diffraction orders were observed and simulated with high-level

theoretical calculations of the trajectories. The experimental
data act as constraints on the computational data.229,230

Because the ring opening leads to significant changes in the
terminal C−C distances, the two diffraction orders were
sufficient to show the ring opening. Even so, many of the bond
parameters with smaller changes could not be resolved. Higher
time resolution experiments, using both electron and X-ray
probe pulses, are in progress. It is clear that the femtosecond-
TRX experiments will soon provide a complete atomic
description of this ring-opening reaction.

4. BREAKING THE PICOSECOND BARRIER TO
ATOMICALLY RESOLVED DYNAMICS

As discussed in the introduction, the key enabling technology
was the development of high brightness electron sources to get
around problems associated with the need to phototrigger the
reaction dynamics of interest and the generally irreversible
nature of photochemical processes. The other essential issue is
to use peak intensities of the pump pulse that are low enough
to avoid multiphoton absorption that leads to ionization
artifacts and loss of information on the initial state preparation.

Figure 15. Potential energy landscape relevant to the formation of HT
(see text). The schematically represented probability density
distribution and potential energy curve of HT in its ground state,
denoted with light blue and thick black solid lines, respectively,
demonstrate the nonequilibrium nature of the reaction product. The
increased probability densities in the vicinity of the classical turning
points indicate the dominance of a near-cZc conformation, and the
refined cZc-type molecular structure shown at one of the turning
points is the statistical average, nonequilibrium structure obtained at t
> 400 ps. Equilibrium structures of the cZc, cZt, and tZt conformers of
HT are shown in pale colors. An isocontour plot of the ab initio
potential energy surface V = V(ϕ1,ϕ2) restricting the two internal
rotational motions ϕ1 and ϕ2 in HT is shown at the upper-right.
Possible trajectories leading to a time-averaged structure with a
considerable cZc character are drawn with a white solid line.
Reproduced with permission from ref 199. Copyright 2005 Wiley-
VCH.
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Due to velocity mismatch problems, save with relativistic
electron sources, the highest time resolution is attained using
solid state samples or with the use of recently developed
nanofluidics for the study of solution phase dynamics.
Typically, the experiment needs on the order of 10−100
diffraction patterns with integrated detection on the order of
104 to 108 electrons depending on the complexity of the
molecular system and unit cell (small molecule/unit cell to
proteins) for sufficient SNR. Condensed phase samples need to
be approximately 100 nm thick (for 100 keV electrons). This
nanoscale thickness to avoid multiple electron scattering is
highly nontrivial to prepare and only in limited supply. It
becomes immediately apparent that it is the irreversible nature
of the excitation process and strict requirements on the sample
that are the biggest barriers to attaining atomic movies of
reaction dynamics. There is no circumventing the sample
requirements, and there are precious few samples that meet the
additional requirements of barrierless photochemistry to track
the key modes directing the reaction. The development of
sufficiently bright electron sources to literally light up atomic
motions in a single shot, to use the smallest amount of sample
possible, solved these problems and can be viewed as the
turning point that enabled atomically resolved dynamics.

4.1. Development of Ultrabright Femtosecond Electron
Sources

Given the above sample limitations, it is clear that sufficient
spatial resolution to resolve atomic positions and sufficient time
resolution (100 fs time scale) to track the motions in time are
not enough. In addition, one needs a sufficiently large number
of electrons per pulse to attain atomic structures in a single
shot. As discussed above, reaching the necessary source
brightness is problematic considering the inherent electron−
electron repulsion. Furthermore, it is imperative that the pulse
duration, temporal instrument response function, and t = 0
position be fully characterized to achieve the highest possible
time resolution. This information effectively gives the shutter
speed for image capture and allows each frame in a movie to be
properly stitched together with the correct timing to capture
the causally correlated atomic motions.
Once the brightness requirement was realized, daunting

questions and challenges became apparent. How to generate
electron pulses of ∼10 kA/cm2 peak current density on target
with sufficient spatial coherence (≥1 nm) to enable near-single
shot atomically resolved structures? How to fully characterize
the electron probe pulses to determine the true time resolution
at the sample position (with <100 μm accuracy due to the
rapidly changing electron pulse profile) and sub-100 fs time
resolution? Initially, there was no detector fast enough for the
given beam parameters to make such measurements. Then
there is the related question of how to determine the t = 0
position between the laser excitation and electron probe pulse.
The time origin is needed to synchronize the “movie” to
correlate the temporal response and, equally important, provide
essential information to correct for time jitter between the laser
excitation and electron probe pulses. In addition, there are
outstanding challenges with respect to samples, which is the
ultimately limiting factor. How to fabricate samples sufficiently
thin for electron transmission near the single elastic scattering
limit that give high quality diffraction patterns? Since most
chemistry occurs in the liquid state, is it even possible to obtain
100 nm thin liquid pathlengths to open up the study of solution
phase chemistry? The liquid phase is generally thought to be

the unique domain of X-ray scattering. There are equally
important problems related to surface chemistry and
heterogeneous catalysis. The extremely large scattering cross
section of electrons make them the preferred probe of surface
structure. However, low-energy electrons are generally needed
to confine the observable to the surface plane. Brightness again
becomes a major issue as the preparation of surfaces is very
involved, and there is limited surface area. It is becoming
abundantly clear that electron brightness is an essential
consideration to open up all aspects of chemistry to atomic
inspection as illucidated in Figure 3.
The above challenges all need to be taken in the context that

sample limitations are the biggest challenge for this class of
experiments, especially for solid state samples, which inherently
give higher spatial resolution (assuming high quality crystals).
Only in the case of gas phase studies is the sample not the
limiting factor. For proper calibration and to state the problem
succintly, one needs approximately a 100 fold more sample
than for typical crystallography experiments and sample
thickness must be on the order of 100 nm (to 1 μm in the
case of relativistic electrons). These requirements should give
some calibration to the importance of source brightness. In all
applications, it is better to use the brightest electron or X-ray
source possible.
As will be seen below, all of the above listed technical

challenges have now been solved.
High Brightness, Nonrelativistic Electrons. As discussed

in the introduction, the key turning point in source develop-
ment came from an effectively exact numerical solution to
electron pulse propagation at the targeted bunch density for
near single shot conditions.47 Referring back to Figure 4, the
rapid evolution in the electron pulse parameters at relatively
high bunch density is apparent. There are two solutions that
jump out at you. One solution is to make the electron gun as
compact as possible (Figure 4A schematic). The other is to
deliberately exploit the remarkable linear chirp that naturally
develops with nonrelativistic electrons (see Figure 4B, T = 2
ns). This calculation showed that it was possible to generate
near perfect linear chirp without significant loss in transverse
coherence or spatial resolving power, at the critical electron
densities needed for single shot structure determination. A
linear chirp is the simplest time-dependent spatial correlation to
invert for pulse compression. This work stimulated a large body
of theoretical studies on electron source coherence and
experimental studies that have borne out these findings, as
well as bridge this study to the large body of work done in
particle physics for accelerator design.231−234 We now have very
accurate numerical and analytical theories for calculating the
electron pulse propagation dynamics, as well as experimental
methods for full characterization of the electron pulses and t =
0 position. This development was essential to advancing
electron source brightness.
The first three technical challenges have been met. On the

basis of the theoretical modeling, it was possible to reach a
good compromise in electron pulse parameters to open up
atomically resolved structural dynamics in the critical 100 fs to
1 ps time window to directly observe atomic motions. The first
machines to break the picosecond barrier used compact
electron gun designs.28,51,53,235 This concept is now capable
of <100 fs instrument response functions with up to 109

electrons/cm2 per pulse on target with sufficient transverse
coherence to study unit cells up to 5 nm.50 This instrument
concept can be improved by at least another order of
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magnitude in brightness with improvements in photocath-
odes59 and is currently on par with other source concepts with
respect to resolving structural dynamics for small unit cells (<5
nm).
The next major advance in electron gun designs exploited the

linear chip to compress the pulses. There are a number of
possible electron optical systems that could compensate this
chirp.55,56,236−239 A particularly elegant solution for high
brightness, based on the findings of ref 47 calling for hybrid
dc-pulse compression schemes, was developed by the Luiten
group using a radio frequency (rf) cavity to compress the
pulse.56,240 This hybrid dc-rf electron gun concept is similar to
ref 238 for few femtoseconds pulse generation with the
important difference that it was designed for high bunch charge
parameters targeting the 100 fs time window. In principle, this
concept enables an increase in the electron bunch density by an
order of magnitude over the compact gun design for beam
conditions where the pulse broadening in the acceleration
region (limiting factor for compact gun concepts) can be
compensated. However, phase jitter between the rf and the
excitation pulse used to trigger the structural dynamics has
limited the instrument response time to a few hundred
femtoseconds,57,240,241 so the effective increase in brightness
over compact gun designs is only attained with some form of
jitter correction. On the basis of this work, an rf pulse
compression system has been developed at the University of
Toronto with a magnetic lens system to provide the needed
spatial coherence at the sample position and spatial point
spread function at the detector plane. The electron pulse
propagation dynamics and phase jitter for this system have been
fully characterized,241 and the first results capturing atomic
motions in the 100 fs time domain utilizing the rf pulse

compression concept have been demonstrated.35,57 The use of
a zero jitter photoswitched streak camera has recently been
demonstrated for time stamping and correcting the rf jitter to
30 fs.58 This electron source concept is now capable of
capturing even the fastest nuclear motions with single shot
capabilities. The evolution in electron source technology is
shown in Figure 16 to give some idea of the scale of the
instrumentation and degree of sophistication. The overall trend
has been to higher electron energies to increase the sample
penetration depth to open up access to more systems and
shorter pulses.
The current electron source technology has not reached its

ultimate limit. The electron source brightness is determined by
the source emittance (eqs 1 and 2). The closer the photon
energy for photoemission is to the workfunction threshold for
photoemission, the lower the transverse energy spread; or
equivalently, the lower the emittance, the brighter the source,
and the better the spatial-temporal coherence (eq 3). What are
the fundamental limits to electron source temporal brightness?
This question is really pertaining to the size of the object or
complexity of the object to be imaged. As discussed above, in
terms of following dynamics on the 1 nm scale pertinent to
most organics systems, the compact electron gun is already
operating effectively at the space charge limit to the bunch
charge density. This limit delineates the onset to rapid
Coulombic repulsion in the transverse direction and transverse
emittance growth. With this qualification, the question reduces
to whether the source brightness can approach similar charge
densities for the study of systems as large as proteins. In other
words, can the emittance be reduced to enable sufficient spatial
coherence at optimal beam parameters for maximum bunch
charge density? This question has been addressed using

Figure 16. (a) The first time-resolved electron diffractometer at Moscow State University.21 (b) The 3rd Generation Compact Electron Gun (30 kV
electron energies) at the University of Toronto, which was the first to achieve sub-picosecond atomically resolved structural changes. For scale, the
dimensions are roughly the size of a soccer ball. (c) The 4th Generation Compact Electron Gun (60 kV, UToronto) resolved the fastest structural
transitions at the time (e.g., < 200 fs nonthermal driven motion of Bi).33 Reproduced with permission from ref 247. Copyright 2011 IOP Publishing.
(d) Femtosecond Electron Diffraction Camera (FEDCAM, 300 kV) at the Max Planck Institute for The Structure and Dynamics of Matter,
Hamburg.50 The size is comparable to a Transmission Electron Microscope.
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threshold photoionization of Rydberg states of ultracold atoms
to serve as a highly coherent electron source, with a very nice
account of these fundamental limits for nonrelativistic electron
regimes.60,242−246 As bright as the electron sources are now, it
should be possible to further increase the electron source
brightness with respect to spatial resolution by at least 2 orders
of magnitude. The ultracold atom sources are rapidly
developing toward this aim. In parallel, there are very low
emittance photocathodes being developed that have a factor of
>10 lower emittance and with cooling could be further reduced
to potentially compete with the ultracold atoms sources.59

Relativistic Electrons. The high-energy physics commun-
ity has a long history in developing low-emittance electron
sources for applications in particle physics and X-ray
generation.248 However, the potential for using electrons for
directly studying structural dynamics was not appreciated until
femtosecond electron diffraction studies of strongly driven
phase transitions28 demonstrated the importance of high bunch
charge electron pulses to overcome sample limitations. The
relativistic electron gun designs typically employ rf cavities to
generate extraction fields that are an order of magnitude larger
and correspondingly brighter than possible with DC extraction

fields used for the current generation of nonrelativistic electron
guns.
The first demonstration of a relativistic electron source for

possible application in femtosecond diffraction studies was by
Hastings et al.249 They showed a static diffraction pattern of
polycrystalline Al obtained with a single subpicosecond electron
pulse (2.9 pC, 5.4 MeV). This work was followed up by
Musumeci et al. with a 3.5 MeV source to show single shot
capabilities.250 The time resolution was limited to 800 fs by rf
timing jitter that can be improved by using actively phase
stabilized rf, deflecting cavities, or time-stamping methods with
time resolution now approaching 10 fs.69,251−254 Tanimura and
co-workers introduced a projector lens system after the sample
similar to that used in commercial TEMs for diffraction mode
imaging. The quality of the diffraction pattern is dramatically
improved with time resolution estimated to be on the order of
100 fs.255

The above sources do not take full advantage of the reduced
longitudinal space charge broadening within the relativistic
regime (all electrons travel near the speed of light). The
residual chirp imposed by the rf acceleration needs to be
compensated to reach the ultimate brightness. The relativistic

Figure 17. Relativistic electron gun for atomic exploration (REGAE). (a and b) The transverse spatial coherence and longitudinal profile (10 fs),
respectively, at the sample position. The transverse coherence is sufficient for protein systems. (c) Diffraction as a function of sample thickness for
polycrystalline Al. Samples for low Z such as organic systems can now be studied up to 1 μm thickness. Adapted with permission from ref 69.
Copyright 2015 The Royal Society of Chemistry. (d) Photograph of REGAE with various elements labeled. For scale, the distance from the rf cavity
to the sample chamber is approximately 5 m. Adapted with permission from ref 2. Copyright 2014 Annual Reviews.
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electron gun for atomic exploration (REGAE) developed in
Hamburg in collaboration with DESY has solved this last hurdle
to the highest possible time resolution. This system is unique in
that it includes an rf rebunching cavity as a key design feature
that compresses the electron pulses down to the 10 fs regime,
with transverse coherence (>10 nm) sufficient for protein
studies.69 This development represents more than order of
magnitude increase in time resolution and temporal brightness
over previous work. This electron source concept uses the
highest extraction field possible before excessive dark current
and as such represents the ultimate limit to electron bunch
density with current photocathodes.
This system is shown schematically in Figure 17. It produces

well-resolved diffraction from samples on the order of a micron
thick. The increased penetration depth associated with
relativistic electrons opens up solution phase studies. In
addition, the fact that the electrons are moving close to the
speed of light eliminates velocity mismatch and loss of time
resolution for gas phase studies. The user facilty at SLAC256 has
recently demonstrated 100 fs time scale resolution in the study
of I2(g) excitation

155 and direct observation of the excited state
vibrational wavepacket. This work highlights the ability to
resolve nuclear probability distributions for bound states, as
previously demonstrated for reaction photoproduct distribu-
tions127,133 (e.g., see Figure 11).
The main attraction of relativistic electron sources is the

increased penetration depth for a given system and atomic
scattering factors that enable the use of thicker samples,
approaching micron dimensions. This latter feature makes
relativistic sources comparable to femtosecond X-ray studies in
terms of sample requirements with respect to using samples
thin enough to avoid peak power limits and maintain 10%
excitation levels to get above background.

4.2. Realization of Atomically Resolved Reaction Dynamics:
Imaging Chemistry in Action

The simple process of melting, albeit under strongly driven
conditions, was the first structural transition studied with
sufficient diffraction orders to fully resolve atomic motions on
the subpicosecond time scale required to catch the primary
motions involved in the structural transition.28 This study
involved the solid to liquid phase transition of Al in which the

time resolution captured atomic motions faster than collisional
processes could wash out the details. The importance of having
sufficient diffraction orders is clear: if one examines only one
order, it is not possible to dinstinguish nonthermal from
thermal channels. The experimental results are summarized in
Figure 18 with the real space transform and reconstructed first
frames of this movie in Figure 19. It is important to note that
the 600 fs time resolution of this experiment was determined
using a zero jitter streak camera after the sample and back
projection to the sample position. This time resolution was
essential to distinguish a very controversial point about possible
nonthermal melting in Al,258 which is an fcc lattice with no
strong e−e correlations that would change upon excitation. By
examining in detail the different diffraction orders, it was shown
that the melting process was purely thermally driven, under the
conditions of homogeneous nucleation.28,235 This conclusion
was subsequently confirmed.259 As is apparent from Figure 18,
the dramatic lattice collapse occurs within 1 ps (between 2.5
and 3.5 ps), which from simple speed of sound considerations
indicates that the nucleation sites are limited in size to the order
of 10 atoms (i.e., the length scale of the collapse of a unit cell
within the solid state). The large amplitude atomic motions are
outside the bound state of the lattice so that this observation
witnesses the nearly simultaneous breaking of bonds as the Al
lattice literally shakes itself apart. As a nice story of how basic
science can lead to important real life applications, this new
insight led to the development of a novel concept for
completely avoiding run away nucleation growth and associated
shock wave damage for laser surgery, finally achieving the
fundamental (single cell) limit to minimally invasive surgery,
without scar tissue formation.260−262

Subsequent work in the area has focused on photoinduced
phase transitions. These include strongly driven phase
transitions involved in nonthermal melting that create states
of warm dense matter, to relatively weak perturbations of
strongly correlated electron−lattice systems that give rise to
interesting collective phenomena.33,34,263−265 By comparison,
the first atomic movie depicted in Figure 18, in which bond
breaking and increased rms motions to overcome the shear
barrier to formation of the liquid state is reminiscent of the
grainy early Deguerre type photographs. The quality of the
diffraction increased dramatically to the point of generating

Figure 18. (a) The first time points for the strongly driven phase transition of polycrystalline Al. At 500 fs, it is clear the system is still in the fcc
lattice, with a rapid rise in lattice temperature and reduced lattice coherence as evidenced by the reduced intensities in the diffraction at higher q due
to the Debye−Waller effect at t = 1.5 ps. The lattice clearly collapses to a disordered liquid between 2.5 to 3.5 ps. (b) An atomic perspective of
melting. The real space transform by which one sees the large amplitude motion of the corner atoms relative to the origin (i.e, the loss of the shear
barrier to these large amplitude motions with the onset of melting). Adapted with permission from ref 2. Copyright 2014 Annual Reviews.
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patterns comparable to those obtained with high coherence
TEM static sytems with the important distinction of femto-
second high brightness sources.34,255 Full atomic resolution
with 100 fs time resolution is now possible, yielding subtle
details of electron−electron correlation effects leading to
intriguing collective effects.
In parallel, there has also been remarkable progress with table

top femtosecond laser generated X-ray plasma source that
through a series of innovative developments by the Elsaesser
group involving the use of very thin Cu targets, X-ray collection
optics, and use of thick polycrystal samples to increase
diffraction efficiency have been able to resolve structural
changes on the 100 fs time scale with as few as 1000 X-ray
photons/pulse.266 Recall the lower scattering cross section of
X-rays. This source is effectively >106 lower brightness in terms
of scattering efficiency (per unit length of sample) relative to
the electron sources discussed above. The use of powder
diffraction was explicitly used to give all crystal orientations,
which greatly increases data collection efficiency. The most
relevant study with this approach was the work on the ionic
crystal, ammonium sulfate, (NH4

+)2SO4
2−.266,267 It was possible

to resolve changes in the electron density corresponding to a
previously unknown concerted electron/proton transfer proc-
ess. The excitation strategy in this case involved a nonresonant
3 photon process using 400 nm excitation (or 9 eV) to obtain a
more uniform excitation within the relatively thick crystals (250
μm) that better matched the X-ray probed volume. The peak
power needed to get sufficient absorption to see structural

changes above background in the diffraction pattern was on the
order of 1 TW/cm2 (in the probed region), which is in the
multiphoton ionization regime. The observed fraction of unit
cells undergoing this effect was estimated from the diffraction
to be more than an order of magnitude larger than the number
of photons absorbed, taking into account the full crystal
thickness sampled by the X-ray probe. There must be a highly
nonlinear process involved. It was proposed that a very rapid
energy loss of the 3-photon (9 eV) excited electrons occurs to
create hot polar phonons that in turn drive proton motion
coupled to electron transfer from the sulfate anion as an
explanation for the effect. There could be other explanations.
For example, the ionization threshold of anions is generally less
than 9 eV, and for the SO4

2− anion it is on the order of 6 eV for
ammonium sulfate crystals268 or a nonresonant 2 photon
process such that multiphoton ionization may well dominate
the excitation process. An alternative explanation is that the
laser field drives the electrons photoionized from the sulfate
anion to give impact ionization to amplify the effect. The laser
field is 1/3 the value leading to plasma formation typically at 10
TW/cm2 via impact ionization, so this is a distinct possibility.
In either mechanism, the process is a kind of chemistry in that
charge is transferred; however, it does not involve localized
anharmonic motions along a reaction coordinate that can be
extended to understand reaction mechanism. In similar fashion,
the bond breaking observed in Al discussed above is not
chemistry per se but a collective solid state effect. One of the
limitations in using this source technology to the study of
chemical reaction dynamics is the requirement of multiphoton
excitation for uniform excitation of thick crystals, which
requires high peak powers to obtain a sufficient fraction excited
to get above background scatter, as emphasized above. This
requirement invariably leads to multiphoton ionization or other
collective processes unrelated to the chemistry of interest. The
work on the spin transition in Fe(II)-tris(bipyridine) ([Fe-
(bpy)3]

2+) is another example using multiphoton nonresonant
excitation (2-photon at ∼1 TW/cm2) with the same
approach.269 This work found a highly delocalized restructuring
of the lattice involving up to 30 ([Fe(bpy)3]

2+) and
counterions, based again on the X-ray inferred fraction of
unit cells involved in the structural changes relative to the
fraction excited. This extensive restructuring was interpreted as
lattice repolarization to stabilize the associate metal-to-ligand
charge transfer character of the excited state. This work has
since been repeated using very thin crystals and 1-photon
resonant excitation at low peak powers into the well-defined
excited state at this transition.270 In contrast, this latter study
found that the molecular dynamics are not delocalized but
rather highly localized and virtually identical to that observed in
solution for definitively localized molecular dynamics. This
finding indicates that the use of nonresonant multiphoton
excitation led to photoionization processes in which case the
extended lattice restructuring is understandable. This finding
further underscores the importance of using 1-photon resonant
transitions to well-defined states using samples thin enough to
maintain peak power levels below ionization thresholds. This
problem also pertains to recent XFEL studies, which used ∼
TW/cm2 excitation conditions within the X-ray probed region
to get sufficient changes in diffraction (re: shot to shot
variations and partials),72,73 which brings to question the nature
of the excited state and relevance to the photochemistry of
interest. The main point to make here is that the laser-based X-
ray sources have achieved 100 fs time resolution to structural

Figure 19. Dark panels showing diffraction are FT-filtered
experimental data with the real space transform shown as the color-
coded radial plots (see Figure 18b for spatial positions). The time
course and representative atomic positions shown in the gray scale
lattices. Top frame is the cold Al lattice before excitation, followed by
time points showing from 500 fs, 1.5 ps in descending order showing
increased lattice motion, to the final frame showing formation of liquid
Al at 3.5 ps. Reproduced with permission from ref 257. Copyright
2004 University of Toronto.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00770
Chem. Rev. XXXX, XXX, XXX−XXX

AK

http://dx.doi.org/10.1021/acs.chemrev.6b00770


dynamics.266,267 With further scaling in laser power, the source
brightness should be sufficient to enable the use of 1-photon
resonant excitation processes with thin enough samples to
avoid peak power and multiphoton problems. In this limit, this
laser based X-ray source concept will open up femtosecond
structural studies of a wide class of materials.
From a chemistry point of view, the first molecular reaction

captured with sufficient space-time resolution to follow the key
reaction modes was the ring-closing reaction in the diarylethene
system using femtosecond electron diffraction.35 The excitation
exploited 1-photon resonances to well-defined excited state
surfaces (see Figure 2b for molecular structures of reactant/
product and potential energy surface). This system, like
cylohexadiene, represents an important class of reaction
mechanisms. As opposed to bond dissociation, this system
involves bond formation and as such provides an important
construct for understanding bimolecular processes leading to
collision complexes and bond formation. It is the specific
molecular structure of the diarlylethene construct that
maintains the proper spatial relationship and minimizes
entropic terms, to the attainment of the transition state for
bond formation. This molecular moiety was developed through
the pioneering work of Irie and colleagues271 to create
photochromic switches. From a sample perspective, it is quite
demanding to obtain sufficient number of 100 nm thin single
crystal samples with sufficient surface area for typical laser
excitation beam sizes. This seemingly trivial technical detail is
actually the most challenging problem to overcome in
extending femtosecond electron diffraction studies to the

study of chemical reaction dynamics. In this respect, the
reversibility of photochromic systems offers the prospect of
signal averaging the same site to increase SNR and image
contrast. The photoinduced ring-closing/opening reactions of
diarylethenes are considered to be one of the most robust
classes of photochemistry, capable of undergoing over 104

photochromic cycles. This system undergoes relatively small
changes in unit cell in switching between ring open
(transparent, open state) to ring closed (opaque, closed
state), which helps conserve the crystal structure. In this
manner, the crystal strain upon photocycling is relatively small,
which avoids strain induced lattice distortion and enables more
photocycles. The integrated change in volume, small as it is, still
leads to interesting actuator applications. Diarylethenes are
considered to operate at the ultimate limit to photoreversible
systems, essential to practical applications for photochromic
switches. However, the changes in optical density only require a
very small fraction of the total crystal for this function. As
shown experimentally, at the high excitation fraction needed for
femtosecond electron diffraction to get above background
(10%), even this system was limited in photocycles due to the
competing nonradiative relaxation processes and accumulated
heating effects.35,272 It was only possible to extend the number
of photocycles to a few hundred by using an excitation pulse
followed by light tuned to the photoproduct to drive the
reverse process and avoid the buildup of lattice strain past the
critical point. Even with this increased number of sampling
events, the time to ensure complete photorecovery limited the
repetition rate to 0.1 Hz. Therefore, the SNR was greatly

Figure 20. Femtosecond Transient Absorption Spectroscopy of single crystal diarylethene. (a) Femtosecond transient absorption spectrum of
diarylethene ring closing dynamics out to 50 ps to cover the full range of motions and vibrational relaxation. (b) Short time dynamics in which a
200−300 fs component is observed in the excited state dynamics, which can be assigned to low frequency flexing/torsional motion of the backbone
of the molecular moiety to bring the labile carbon atoms into close proximity for wave function overlap. (c) Expanded view of the formation of the
ring-closed photoproduct, which has a maximum at 635 nm. There is continuous relaxation to the photoproduct state with time constants on the
order of 5 ps as shown in (d). The slightly longer time constant at the photoproduct maximum is attributed to additional vibrational cooling.
Adapted from ref 272. Copyright 2011 American Chemical Society.
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limited by the laser noise in this sampling frequency range. The
photorecovery step can be made to occur at much faster rates
using higher intensity recovery pulses but this pumps more heat
into the crystal. The low thermal conductivity of organic
systems poses another limit, on the order of 10−100 Hz
sampling, to avoid thermal accumulation and strain effects on
the diffraction. There is a trade off in photorecovery rate and
thermal effects on the crystal strain and diffraction quality. The
required low-frequency sampling rate imposed by either
thermal or photorecovery rates clearly demonstrates that this
class of experiments requires high brightness sources to follow
reaction dynamics in organic systems.
The exploration of the diarlyethene system, enabled by the

high electron source brightness, is an important step toward
understanding chemistry from a new perspective. First, it is an
example of an electrocyclization reaction with conserved
stereochemistry, a general reaction mechanism exploited in
chemistry to create specific 3D architectures. Second, the
process involves bond formation. As such, this particular
reaction is a classic example of what would normally be a
second-order, collision-mediated reaction. The fact that the
reactive moieties are constrained by the intramolecular coupling
and has withdrawing groups to soften a key double bond to
guide the bond formation on the excited state surface is a
brilliant synthetic strategy employed by Irie and colleagues.271

The photophysics of the excited state processes of the
diarylethene system had been characterized in the solution
phase to help identify the reaction dynamics. But it was not
known in the crystalline state. This situation reflects the general
situation in that photochemistry is often not well-characterized
in the solid state. Most femtosecond spectroscopy has been

conducted on solution phase systems for the ease of sample
preparation and replacement. It is, however, essential for all
solid state photochemistry of interest to determine the excited
state dynamics using femtosecond single crystal transient
absorption spectroscopy. These studies should be the first
step in any considered problem. The structural dynamics
observed using either electron or X-ray probes must match the
spectroscopically observed components to ensure that the
excitation processes involve the same states and to properly
correlate the quantum state dynamics to the structural
dynamics. This combined spectroscopic and structural
information gives the full picture of both electronic and
nuclear degrees of freedom. Femtosecond spectroscopic studies
of single crystals are a nontrivial exercise due to sample damage
issues that limit repetitive sampling and background scatter
from imperfect optical surfaces. Apart from the work of Poulin
et al. using an echelon for single shot dynamics with
subpicosecond time resolution,273 the work of Jean-Ruel et al.
opened up the study of molecular reaction dynamics in single
crystals. Rather than using an echelon that effectively gives
multiple pulses with fixed multiple time delays, it is possible to
exploit the same sample preparation methods for electron
diffraction studies (i.e., use multiple positions within a single
crystal and multiple crystals to generate a database of thousands
of shots to collect the dynamics with signal-to-noise rivaling
solution phase studies).270,272 Again, these studies determine
the excited state dynamics to ensure that the induced
photochemistry is occurring from well-defined excited states
and initial conditions. This experimental approach needs to be
adopted universally both to characterize the operating excited
state dynamics and to fully characterize the power dependence

Figure 21. Femtosecond Electron Diffraction Studies of Diarylethene. (a−c) Static diffraction from different crystal orientations (assigned in
comparison to calculated diffraction from the known structure with R factors of ∼20%). (d−f) Differential diffraction patterns following UV
excitation to close the ring, after full relaxation for the same crystal orientations shown in (a−c). (i−k) Corresponding calculated differential
diffraction pattern for comparison, based on theoretically calculated changes in structures explicitly including the details of a singly excited molecule
embedded within the ground state molecules forming the unit cell (see h). The number of photocycles in which visible light was used to regenerate
the initial structure was limited to the order 100 to ensure reproducible signal contributions (g). Reproduced from ref 35. Copyright 2013 American
Chemical Society.
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to avoid multiphoton absorption and ionization artifacts. The
optical studies illustrating the operating dynamics are shown in
Figure 20.
There is a clear relaxation component on the order of 200−

300 fs with the final ring-closing process occurring within 5 ps.
The fast relaxation component matches the 1/2 period of the
lowest frequency 55 cm−1 molecular backbone torsional mode
involving rotation of the thiophene rings, as determined from
DFT calculations. With a vector analysis of the relative motions,
this mode would bring the two labile carbons into closer
proximity for the conrotatary motion involved in the ring
closing. However, the magnitude of the motion of this principal
mode and the coupling to other modes resulting in the final
bond formation can not be determined from the optical data.
These studies do, however, provide the operating dynamics on
the excited state surface. Equally important, the optical studies
enable a laser titration of the power dependence of the
response to ensure the excitation is free from nonlinear
multiphoton processes. This power dependence is required for
structural dynamics as there is always a temptation to use the
highest possible excited state fraction (vide supra). In the
diarylethene case, the peak power was kept at approximately 1
GW/cm2 to avoid this problem.
The femtosecond electron diffraction studies that followed

used, for the first time, the rf pulse compression electron pulse
source for studying structural dynamics. This source generated
high temporal brightness electron pulses with pulse durations
less than 100 fs, transverse coherence of ∼1 nm, with up to 105

electrons per pulse (200 μm beam diameters). The operational
time resolution was approximately 200 fs due to timing jitter,
and the dynamics did not require time stamping methods to
attain higher time resolution to resolve the primary motions.
The key results are shown in Figures 21−23 with an account of
the methodology used to assign the structural changes. This

work exploited time-dependent ab initio calculations using a
hybrid imbedding method with different levels of ab initio
theory for the reactive site and surrounding spectator
molecules, developed by the Morrison group to specifically
take into account the lattice.274 The lattice forms the
intermolecular bath or solvent for the reaction and is comprised
of unexcited molecules. The overall treatment involves time-
dependent ab initio theory at the CASSCF level to properly
deal with the breakdown in the BO approximation at the
reactive crossing and DFT is used to treat the surrounding
lattice with respect to structural minimization to obtain the
lattice relaxation dynamics along the reaction coordinate.
The key motions involve an initial 300 fs relaxation

component as observed in the femtosecond transient
absorption spectroscopy (TAS) studies followed by slower,
few picosecond components for different relative atomic
motions. Earlier theoretical calculations predicted motions of
the ring deformation on this time scale as part of the repulsive
potential in the excited state to explain the efficiency of the
bond formation and cyclization in diaryl systems.101 Given the
highly truncated moiety to approximate the diarlyethene
system, the exact magnitudes and even pathways are not
well-defined at this level of approximation. The femtosecond
electron diffraction studies were able to resolve the 100 fs time
scale, initial, inertial motions of the labile carbons with the
softening of the CC bond linking the rings to increase the
wave function overlap for bond formation (see inset to Figure
22d for a representative example of the diffraction dynamics).
The observed dynamics are in perfect agreement with the
optical studies, as a necessary condition for ensuring the excited
state dynamics are occurring within the linear regime for
excited state preparation. The low-frequency flexing of the
molecular moiety coupled to torsional motions of the
thiophene rings is the key mode that directs the system to

Figure 22. Femtosecond Electron Diffraction Studies of Diarlyethene. Time-resolved relative changes in diffraction intensity following
photoexcitation for selected reflections. (a−d) Dynamics of Bragg peaks (5 1 −6), (5 −1 −2), (2 0 −2), and (2 0 −4), respectively, averaged from a
total of 18 samples. The subpicosecond dynamics are shown in the inset (d) for the (2 0−4) reflection, clearly correlating the fast initial component
observed in the femtosecond transient absorption studies to specific atomic motions. Reproduced from ref 35. Copyright 2013 American Chemical
Society.
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the seam in the reaction coordinate. This displacement brings
the two central carbon atoms involved in bond formation and
cyclization into wave function overlap. One can now see how
this process occurs sufficiently fast to block possible opposing
torsional motions that would destroy the conserved stereo-
chemistry for this process and any prospect of photo-
reversibility.
The implicated low-frequency mode is spatially delocalized

over the entire molecule. How does the displacement of this
mode lead to the highly localized motions needed to close the
ring? This question has merit as it is not possible to formulate a
simple picture for the motions involved or which modes may be
most strongly coupled to the reaction coordinate given the
strong degree of nonadiabatic vibrational couplingan
important lesson to come from the theoretical calculations of
model systems for this problem.
Femtosecond electron diffraction studies answered this

question. Indeed, there was a surprise, a common occurrence
when observing such many body systems at the atomic level of
detail. The results show that rather than going through what
would be considered the classic transition state (which involves
a barrier in the excited state surface as shown in Figure 2B from
theoretical calculations of the excited state potential), there are
higher frequency motions that couple the excited state surface
to the ground state of the ring-closed photoproduct state. Using
a combination of experiment and the level of theory discussed
above, it was possible to cast out from the diffraction data a
series of localized rotational motions that mix to produce the

ring-closed form (Figure 23). The modeled trajectories and
corresponding calculated diffraction patterns were compared
through a Pearson correlation analysis (section 2.9, eq 71) to
assign the specific structural changes in which convergence was
found. Here the problem is not to determine an unknown
structure but rather to take a known initial structure and from
the diffraction data project out the pathways to the product
structure. The information content in diffraction is enormous in
comparison to integrated intensity values measured in
spectroscopic measurements, which provide solely a single
constraint and are not directly related to structure. Including all
orientations and time points, there are hundreds of diffraction
orders with necessarily spatially connected changes in intensity
with time. The role of high level ab initio theory is essential as it
provided the constraints in the relevant nuclear configuration
space to find crystal orientations and provide a greatly reduced
subset of solutions for the reaction dynamics. As discussed
above, theoretical treatments of the isolated diarylethene ring
closing, using a truncated molecular model, predicted a
repulsive displacement (see Figure 2B) with the system moving
toward a minimum in the excited state surface involving a
displaced conical intersection in the reaction surface with a
small barrier to ring formation. The predicted repulsive motion
on the 100 fs time scale along the reaction coordinate was born
out by the experiment, and the key mode directing the ring
closing (c in Figure 23) could be assigned, in approximate
agreement with theory given the truncated nature of the model
used. It was found with a high degree of confidence that the

Figure 23. Ring Closing Reaction for Diarylethene. (a−d) These are the 4 key modes found to fit the diffraction data to greater than 92% accuracy
based on a Pearson correlation analysis. The main mode giving rise the fast initial motion in the repulsive excited state surface is mode (c), which
creates a dynamic evolving potential gradient that drives the other modes. These motions are largely thermally populated by rapid IVR and undergo
uncorrelated motion with respect to each other to give the closed ring form. (e) Comparison of the final photoproduct structure (red) obtained from
the displacement of just these 4 modes in relation to the best theoretically calculated structure for the fully relaxed ground state ring closed form
(blue). These motions clearly capture most of the important dynamics. (f) Net motions from ring open (black) to ring closed (red) based on the
experimental results. Reproduced from ref 35. Copyright 2013 American Chemical Society.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00770
Chem. Rev. XXXX, XXX, XXX−XXX

AO

http://dx.doi.org/10.1021/acs.chemrev.6b00770


slower dynamics involve up to 3 highly localized torsional
motions (Figure 23, panels a, b, and d), in addition to the low-
frequency torsional and deformation mode involving the
thiophene rings. It is these modes that ultimately close the
ring through a continuous relaxation process. There was,
however, no well-defined intermediate structure indicative of a
barrier in the excited state. It needs to be stressed here that the
structural dynamics measurements are in excellent agreement
with the femtosecond spectroscopic results and provide the
missing structural information to explain the reaction pathways
and associated dynamics. The effective continuous motions on
the few picosecond time scale can be viewed as uncorrelated
motions under a weak driving force without any specific
intermediate. These motions were not specifically predicted
from the theoretical calculations but were determined from
diffraction data using the theoretical input as constraints.
This experiment was able to observe the formation of a

chemical bond in which the hundreds of degrees of freedom
condensed to just 4 key modes that led to cyclization. This
observation of an extremely fast conversion of fluctuations to
localized torsions explains how the stereochemistry is
conserved. If there was one well-defined minimum or a
distribution of minima then the system could thermally, via
barrier crossings, explore the landscape and reach other spatial
relationships with different rotations along the central axis. This
exploration of nuclear configuration phase space would wash
out the stereochemistry. However, the low-frequency deforma-
tion mode drives the system to a CI position in which the two
labile carbon atoms can form a bond. In turn, this creates
additional forces that lead to relatively rapid, localized, torsional
motions at the central carbon bridge points. There are no
significant minima or barriers leading to long-lived intermedi-
ates. The process is continuously driven to the closed ring form.
This same coupling of vibrational modes and orchestrated
localized motions at the point of bond formation would be
expected as well for thermally driven cyclization along the
ground state potential. We now see clearly how this process
works. This point could have been conjectured, but the time
scales involved and the coupling of delocalized modes and
positions of the localized torsions provides new insight into
controlling stereochemistry.
The ultrafast nature of the electrocyclization process, the

snapping of the bond into place to close the ring, clearly
separates the possible modes that are involved and highlights
the importance of sufficient space-time resolution to connect
the initial low-frequency mode to the localized torsion
coordinates. See Movie S1 to get a better impression of the
motions involved. This atomic level view of the cyclization
process gives a remarkable perspective of chemical action
leading to an enormous reduction in dimensionality of complex
many body systems in the transition state region. It also
highlights the key modes that are involved in directing this
process and conserving stereochemistry that will help guide
intuition in formulating new synthetic strategies.
The next system, within a systematic study of different

reaction mechanisms, was ethylenedioxytetrathiafulvalene
(EDO-TTF).36 This system undergoes a charge order phase
transition in which thermally accessible configurations at higher
temperature lead to electron transfer between thio-ring
moieties to convert an organic system from an insulator to a
metal. It is formally an intermolecular electron transfer process
in the spirit of Figure 1. The “solvent” or bath in this case is the
surrounding lattice molecules. Inspection of the changes in

structure between the insulating and metallic structures would
lead one to predict that the dominant mode coupled to the
charge redistribution (intramolecular and intermolecular
reorganization) would be the flattening of the slightly puckered
rings at low temperature that would increase wave function
overlap and lead to the formation of a conduction band. Given
the near degeneracy of the orbitals at different positions of the
EDO-TTF molecules within the lattice, it is possible to
photoinduce the electron transfer process. The subsequent
changes in structure that stabilize the electron redistribution
were thought to involve a highly collective effect in which a very
small fraction of intermolecular electron transfer processes
would trigger the phase transition from insulating to
metallic.275 This concept was based on the changes in optical
properties monitored in reflection that appeared to be very
similar to the high-temperature metallic phase. These studies
used bulk crystals which, due to the extremely high absorption,
necessitated time-resolved changes in reflectivity. The absorp-
tion cross sections can not be well-characterized in reflection
without taking into account the entire complex dielectric
response over a large wavelength range. It was believed the
process involved very few excited sites within the lattice, and
the effect was likened to a domino effect in restructuring the
lattice. It is critical to know the degree of lattice excitation.
Again, the ability to measure the femtosecond transient
absorption spectra in the 100 nm thin crystals, as prepared
for electron diffraction, enabled a determination of the fraction
excited under the same conditions.36 These studies demon-
strated that the structural changes involved with the photo-
induced charge transfer were in fact localized, or molecular,
rather than a long-range collective effect. The structural changes
stabilizing the change in electron distribution truly represents
an intermolecular electron transfer process.
This picture was further reinforced by femtosecond electron

diffractrion studies that give a direct observation of the
structural changes accompanying the photoinduced electron
transfer. The study again used the same rf pulse compression
system discussed above for generating the femtosecond
electron pulses. With this high brightness electron source, the
quality of the diffraction data was extraordinary, with hundreds
of diffraction orders, well beyond 0.2 Å in a single shot. To put
this degree of reciprocal space in context, with X-ray sources, it
is typical to only be able to observe well-resolved diffraction
orders out to 1.5−2 Å−1 for complex organic crystals to remain
marginally at atomic resolution (taken to be 2 Å). The
diffraction for this system is more than an order of magnitude
better and translates to exceptionally high spatial resolution.
Here it must also be emphasized that these experiments were
conducted at the same excitation levels as the optical
experiments for direct comparison and to ensure low enough
peak power to rule out multiphoton absorption artifacts. The
quality of the differential diffraction patterns (with and without
excitation) in light of the very low lattice excitation (<10%) is
further testimony to the importance of using high brightness
electron sources.
The structural dynamics were determined by creating a basis

of possible atomic motions connecting the initial and final
structures using the well-characterized structures for the
insulator and metallic phases. The static differential diffraction
pattern can be obtained for this reference by simply scanning
the temperature across the charge order phase transition. With
this information, it is possible to interpolate the possible atomic
motions. The atomically resolved reaction dynamics were

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00770
Chem. Rev. XXXX, XXX, XXX−XXX

AP

http://pubs.acs.org/doi/suppl/10.1021/acs.chemrev.6b00770/suppl_file/cr6b00770_si_001.avi
http://dx.doi.org/10.1021/acs.chemrev.6b00770


determined using a Pearson correlation analysis (eq 71) of
possible trajectories connecting the structural end points. From
an exhaustive basis, this approach found convergence to a set of
modes involving the displacement of just three key modes. All
the dynamics, involving over 280 different nuclear degrees of
freedom or dimensions (including intermolecular reorganiza-
tion), could all be fit to three reduced reaction coordinates.
Most interesting, these coordinates themselves were highly
correlated, implying that the slowest mode was dominating the
coupling and renormalizing the potential energy surface. This
statement is based on the argument that the slow modes cannot
respond fast enough to changes in potential energy surface that
might arise from the displacement of higher frequency modes.
The effective frequency of the slow mode is too low to be
coupled and fully correlated to a higher frequency mode. The
dominant mode was assigned to be the motion of the PF6

−

counterion, which has a large mass and is only spatially bound
by an electrostatic potential. In retrospect, this observation
makes sense as the photoinduced charge transfer leads to the
formation of a very large local electric field, which would
Coulombically couple to the counterion. Given the highly
polarizable nature of the EDO-TTF moiety and dipole
moment, the change in counterion position renormalizes the
potential energy surface for the other modes involved. One of
the key modes was indeed the flattening of the EDO-TTF rings
for increased wave function overlap of the ring-centered π
orbitals. This overlap is augmented further by the sliding
motion of the rings or center of mass. It was surprising that the
counterion motion had such a large effect on the molecular
positions. The motion of the counterion is reminiscent of an
elephant moving into a crowded room: everyone gets out of the
way into new positions (with the floor curving under the weight
to further influence positions). In a similar vein, as the PF6

− is
displaced, the change in potential energy surface leads to
atomic motions driven by changes in local field and associated
steric effects of the PF6

− movement. This system has a very
complex potential energy surface with contributions from the
highly charged ionic environment and high polarizability
contribution from the organic molecules within the lattice.
The observation that the counterion plays such an important,
even dominant role, in directing the lattice repolarization along
the electron transfer reaction coordinate could not have been
predicted in advance. The important role of the counterion in
this class of “organic salts” in affecting material properties has
been speculated as there has been a correlation in the onset of
superconductivity in these materials.276 We now see the effect
directly at the atomic level of detail (Movie S2). This
experiment gives a direct observation of the reaction forces
from the time-dependent velocity of the reduced effective
masses of the involved modes, of which the motion/mass of the
counterion is very well-defined. Thus, these observations
provide a robust test for theory, particularly with respect to
examing the role of the counterion in affecting charge
distributions and material properties.
The most dramatic example of a molecular movie is the

recent work on the photoinduced charge transfer process in the
organo-metallic system Me4P[Pt(dmit)2]2 (Me4P = tetrame-
thylphosphonium, dmit = 1,3-dithiol-2-thione-4,5-dithiolate) or
Ptd(mit)2 for short.37 This system undergoes a charge
separation phase transition similar to EDO-TTF. The photo-
induced charge transfer process occurs through a metal-to-
metal charge transfer band and thus represents a metal-to-metal
electron transfer process, albeit involving the Pt dimer pairs.

This reaction again is in the spirit of Figure 1a, except now the
bath is not a liquid but a well-defined lattice to enable a direct
observation of the “solvent” coordinate in electron transfer. The
system is comparable to ionic solutions but without the broad
inhomogeneous distribution of possible intermolecular solva-
tion configurations in a liquid that would blur out the details.
As discussed in the introduction, electron transfer represents
one of the simplest reactions with no bonds made or broken.
The reaction involves only intramolecular and medium
repolarization in stabilizing the change in electron distribution.
Analogous reactions such as homogeneous electron transfer
between iron centers in solution phase (Figure 1A) serve as
central concepts for understanding the very large range of
homogeneous electron transfer processes that define redox
chemistry and electron exchange involved in electrochemistry.
As with EDO-TTF, the highly ionic character of the lattice is

prone to changes in charge distribution that drive interconver-
sion between competing stability points in the lattice potential.
Previous optical studies have speculated that the optically
excited system relaxes into a so-called hidden phase, a
metastable state corresponding to the high-temperature
phase. The ability to excute femtosecond transient absorption
studies of single crystals under the same conditions as the
electron diffraction studies was essential to correlating the
excited electronic state dynamics to the structural dynamics.
The optical excitation into the metal−metal charge transfer
band, upon medium repolarization, traps the structure in the
metastable state. This process involves a localized transition
that should be viewed as an intermolecular charge transfer
process. The very important feature of this work is that the unit
cell has dimensions up to 3.7 nm, which puts it on par with
proteins. This work would not have been possible without the
increased electron source brightness. In this case, the electron
source was based on a compact electron gun concept to avoid rf
timing jitter and complexity yet achieve similar temporal
brightness. The gun design was pushed to the physical limit by
going to a lens configuration after the sample for the smallest
possible propagation distance from the photocathode to the
sample while still retaining sufficient transverse coherence for
high-quality diffraction from such a large unit cell.49,51,52 This
work was also the first to find a model-independent solution to
invert the diffraction data to real space without the need to use
theoretical constraints. Instead, the systems own, known,
constraints were used to solve the phase problem (section
2.9, eqs 72−78).
The photoinduced motions are those coupled to the charge

transfer coordinate and stabilize the charge-separated state. The
atomic movie capturing these events is stunning. Rather than
describe specific details, it is best to observe the femtosecond-
resolved structural changes directly. Movie S3 is derived from
experimental diffraction data in which the atomic positions
were determined using the new inversion method described
above in eqs 72−78. It is important to emphasize that this
atomic movie of a metal-to-metal electron transfer process does
not rely on a model for refinement. As discussed above, the
differential detection of structural changes is different than
trying to solve an unknown structure from diffraction data. The
known initial structure and conserved bond angles and rational
progression of motions from reactant to product states
provided enough constraints to give a unique inversion to
real space. There was no need for simple models or theory for a
refinement step, which may lead to unintended bias in the
reconstruction. The known initial structure and conserved
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nuclear coordinates serve mathematically as phasing centers to
provide enough information for a unique inversion to real
space. This movie comes directly from the data and as such is
the first full atom-resolved chemical reaction. Both the spatial
and the temporal resolution were sufficient to capture the
primary femtosecond (100 fs) time scale motions governing the
dynamics.
The human brain is extremely good at seeing spatial

correlations in time as part of rationalizing causal connections.
This ability makes movies a particularly powerful means to
convey concepts. To not introduce any bias, the atomic
positions are presented in the movie as starlike objects on a
night sky. The electron transfer involves two asymmetric Pt
dimers. One can literally see them oscillate by eye. This motion
is equally apparent in the raw data, which illustrates the
outstanding signal-to-noise of these experiments. The main
point is that the motions could have been any out of a large
number of possible motions. But the movie shows that there
are only a few dominant motions involved. These motions are
most readily observable from the time-correlated movement of
atoms as seen in the movie but are also readily observable in the
few time frames shown in Figure 24. Since this is an electron
transfer process, there will be both intramolecular and
intermolecular reorganization (medium repolarization) to
stabilize the new electron distribution. Thus, there are
effectively 1000’s of degrees of freedom in this problem, taking
into account minimally a single unit cell for the intermolecular
contribution to the reaction coordinate. A more detailed
analysis of the motion found that there are principally 6 modes,
not 1000’s. Within all the different possible nuclear motions
coupled to the electron transfer step, the fact that only a few
modes dominate the reorganization can be readily understood
by the degree of change in electron density at the given sites.
The largest changes occur at the Pt metal centered orbitals. The
fact that the Pt motions are the dominant motions involved in
stabilizing the charge separation can clearly be seen by eye.
The different classes of motions can be quantified in terms of

the space-time evolution as shown in Figures 25 and 26. The
SNR was sufficient to enable resolving changes as small as 0.01
Å, which is a testimony to the brightness and stability of the
table top compact electron source used for this study. Here it is
equally noteworthy to point out that this spatial resolution is
comparable to uncertainty-limited rms zero-point motions for
small Z atoms. This resolution limit is sufficient to follow even
relatively small changes in reorganization energy and is
sufficient to track all of the key motions leading to relaxation
along reaction coordinates. For example, the net displacement

of the central carbon atoms involved in the primary step of
vision, as exhibited in the photoisomerization of rhodopsin, is
0.1 Å.9 This implies that a resolution on the order of 0.01 Å, as
accomplished here, will be needed. In the present case, the
resolved motions involve Pt atoms with large Z, which greatly
increases the scattering cross section. This scattering center
increases the contrast, but the spatial resolution is determined
by the crystal quality. Differences in overall diffraction efficiency
or scattering cross sections can be compensated for by going to
thicker crystals, up to the limit imposed by multiple scattering.
The real limit in spatial resolution is the crystal quality and how
far, in reciprocal space, the diffraction reaches. This work
illustrates that it is possible to resolve motions as small as 0.01
Å to capture all relevant motions involved in chemical
processes. With the advances in diffraction analysis and new
means to prepare crystals82 giving far more sampling events, it
is likely that full atom-resolved dynamics at this same resolution
limit can be achieved for all classes of systems. We are now at
the fundamental space-time resolution limit needed for
studying photoinduced chemical reactions.
The above discussion highlights three molecular reactions

where it has been possible to observe an enormous reduction in
dimensionality in ever increasingly complex systems to just a
few key modes. There are numerous other systems that are
nearing completion with respect to their story (classic I3

−

reaction, ring opening of spyrooxazine, metal ligand charge

Figure 24. Atom Resolved Dynamics of Photoinduced Electron Transfer for Ptd(mit)2. Raw differential diffraction data is shown in the upper panels.
Lower panels direct transform to real space using eqs 72−78 in which the relative atomic motions are visible on 100 fs time scales, depicting both the
intramolecular and intermolecular reorganization stabilizing the photoinduced metal-to-metal electron transfer. Adapted with permission from ref 37.
Copyright 2015 American Association for the Advancement of Science.

Figure 25. Six main classifications of motion undergoing reorganiza-
tion at both intramolecular and intermolecular level subsequent to
photoinduced metal-to-metal electron transfer for the organometallic
system Pt(dmit)2. Reproduced with permission from ref 37. Copyright
2015 American Association for the Advancement of Science.
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transfer in Fe organometallics, and coupling nuclear motion to
electron spin). In all cases, we see the structural transitions
involve primarily a few key modes. This is the “magic” of
chemistry. During barrier crossing from one stable structure to
another, the normal modes become strongly coupled with the
lowest frequency, largest amplitude motions, and correspond-
ingly most strongly damped modes directing the transition. The
lowest-frequency modes lie within the highest spectral density
of states with the highest degree of mixing with bath
modes.11,12,103 The quantum mechanics of the process is such

that the anharmonic coupling between the high-frequency and
low-frequency modes within a normal mode basis leads to
interference and the creation of localized motions.2 It is the
anharmonicity of the potential that defines the localization of
the fluctuations. The observation of local modes in high
overtone IR spectra is a beautiful example of this effect.10,277,278

The key point is that this mixing of low-frequency and high-
frequency modes leads to the localized motions we call
chemistry.

Figure 26. Quantitative analysis of the 6 key classifications of motions involved in reorganization coupled to metal-to-metal electron transfer of the
Pt dimers, corresponding to the specific motions shown in Figure 25, a−f correspond chronologically to the different motions 1−6 shown in Figure
25. There are two assymetric Pt dimers, which are colour coded to depict the different motions of the 4 Pt atoms (see ref 37 for details). Adapted
with permission from ref 37. Copyright 2015 American Association for the Advancement of Science.
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This enormous reduction in dimensionality to a few key
modes emerges from the relatively simple physics depicted in
Figure 2a, which makes chemical reaction mechanisms robust.
Strictly speaking, these observed reaction mechanisms pertain
to the solid state in which the surrounding lattice will impose
different barriers to motions along the reaction coordinate say
than different lattices or solution phase. The effect of the
surrounding lattice will affect the potential energy surface and
time scale for the observations, but it is not expected to change
the modes involved for a particular molecular system. The
effect of the surrounding bath is largest on reactions involving
large amplitude motions such as isomerization. Here, for
example, the viscosity of the solvent for solution phase
processes can retard motion along the torsional coordinate
for isomerization. However, the reaction forces still act to
displace the same modes, independent of the bath. As a case in
point, photoisomerization of retinal in the rhodopsin family of
proteins, in which the protein is the bath, involves the same
modes as the solution phase and very similar time scales (bond
elongation and torsional motion).43 The biggest effect will be
for cases where the reaction coordinate is primarily determined
by the bath as in electron transfer processes (Figure 1a) where
intermolecular reorganization (medium repolarization) deter-
mines the barrier to charge transfer and dominates the reaction
energetics. In this case, the reaction process and specific
motions are largely determined by the bath. The dominant
modes involved in photoinduced charge transfer process for
EDO-TTF and Pt(dmit)2 illustrate this point, with the largest
motions involving predominantly intermolecular couplings,
distinct to the particular system. Here the bath is the reaction
coordinate, yet there are clearly some motions more strongly
coupled than others (e.g., Pt−Pt distances for Pt(dmit)2 and
motion of the PF6

− counterion for EDO-TTF). Effectively, we
observe directly the bath coupling for a well-defined bath
configuration. In the case of solution phase charge transfer
processes, the same physics will be operating but there will be a
distribution of possible nuclear configurations. The specific
modes will also differ, depending on the solvent, just as for
these two solid state examples. Generally, the most polar
highest frequency modes are expected to dominate the
dynamics as shown in Figure 1a for librational-type motions.
This aspect has been well-established.7 It is the specific
amplitudes of these overdamped bath modes and effect on
the potential energy surface for charge transfer that will be
extremely interesting to probe with the next generation of
experiments exploiting nanofluidics, as discussed below, to
access the solution phase reaction dynamics with electron
probes.
Given the very different many-body potentials of different

molecules, if it was not for the occurrence of the localization to
a few key modes, every molecule would be a new adventure.
Chemists have found empirical rules for different reaction
mechanisms, lending themselves to “named” reactions. The
intuition that experience has built up over time has been based
primarily on the rearrangement of closed shell electron
configurations (Lewis diagrams) to try to understand changes
in charge density. It is understood that the spatial distribution
of electron density depends on the specific details of the
molecule and that this approach just identifies possible changes
in electron distribution. However, this exercise by definition
takes a highly localized view of the forces controlling the
reaction. There are also mechanisms proposed for the various
reactions that form the toolkit of synthetic chemistry, often

based on an exhaustive series of synthetically designed probes
of reaction outcomes. The proposed mechanisms involve
concepts based on changes in electron density and steric factors
but ultimately involve interconnected static structures of the
reactant and product in which highly localized motions are
invoked for the reaction pathway. The fact that this approach
works, and has largely shaped the tools used by synthetic
chemists, implies that there is something rather profound that
has been discovered empirically using primarly synthetic
methods to tackle reaction mechanisms. With the relatively
recent advances in computational power, this exercise has been
complemented by quantum chemistry calculations to better
approximate transition state structures. However, as discussed
above, the many-body potential involves strong nonadiabatic
coupling to nuclear motions and the present theory is not
capable of accurately dealing with this problem for systems of
chemically interesting scales.
For the first time, we are able to directly observe the far-

from-equilibrium motions that lead to chemical reactions. We
can now observe directly this marvelous reduction in
dimensionality that has been previously surmised. These
experiments will build upon a base that has the potential to
change how we think about chemistry. One can foresee the day
when we discuss reaction modes associated with certain groups
and directly use a dynamic basis to think and construct
chemical pathways. In the end, all chemistry is dynamic.

4.3. Alternative Electron Imaging of Reaction Dynamics:
Rydberg Spectroscopy: Looking from the Inside Out

The discussion to this point has focused on the interaction of
free space electrons propagating in nonrelativistic or relativistic
regimes to image molecular dynamics in the gas phase or
condensed phases. The Coulomb interactions between the
traveling electron and the complex electrostatic potential of a
molecule cause phase shifts in the wave function of the passing
electron. In electron diffraction, these phase shifts are projected
onto the distant detector and observed as a diffraction pattern.
An alternative approach in using electron wave functions to

observe structural molecular dynamics involves bound electrons
that orbit molecular ion cores in Rydberg states. Just like freely
traveling electrons, the stationary wave functions of the
Rydberg electrons experience phase shifts that arise from
Coulomb interactions with all nuclei and electrons of the
molecular system. Consequently, the binding energy of a
Rydberg electron (i.e., the energy with which the electron is
bound to the molecular ion core) is dependent on the
molecular structure as shown in Figure 27.279−282 The
measurement of Rydberg electron binding energies can
therefore be used as a form of structural spectroscopy. Because
the orbital periods for Rydberg states with modest quantum
numbers are much shorter than typical time scales of chemical
dynamics, the Rydberg spectroscopy can be implemented in a
time-resolved manner.
The electronic spectroscopy of Rydberg states lends itself to

the measurement of structural dynamics because the
dimensions of Rydberg orbitals exceed those of typical
molecules. Consequently, the method can be applied equally
to large and small molecules.281 Since the number of Rydberg
states is governed by basic quantum mechanics of angular
momentum states, the complexity of the spectra does not scale
with the size of the molecule. Rydberg states are possible for
molecules with positive ion cores (i.e., neutral or positively
charged molecules). This is because any net positively charged
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molecular ion core exerts a Coulomb attraction to a negatively
charged electron that supports Rydberg orbits. Chemical
bonding is not necessary to affect the Rydberg electron binding
energies: even for weakly bound van der Waals clusters, the
effect of a neighboring cluster molecule can be on the order of
0.5 eV,283 which is easily observed spectroscopically.284

While in some molecules, the low n Rydberg states mix with
valence states, well-defined Rydberg series start often at n = 3.
The effect of structural changes on the Rydberg electron
binding energies at such low quantum numbers are large, so
that the spectral resolution attainable with femtosecond lasers is
sufficient to record even subtle changes. Isomeric forms of
molecular structures have been resolved,281,285,286 and even
conformeric structures can be separated based on their specific
binding energies.287 This has made it possible to observe the
kinetic reaction sequences288,289 and dynamical motions290,291

of flexible molecular systems on the complex landscape of
conformeric rearrangements.
The Rydberg electron binding energies depend on the

distribution of charges in the ion core. Consequently, it has
been possible to identify and even select the center of charge in
molecules that support two ionization sites.292 By following the
time evolution of the Rydberg electron binding energy, the
reaction of a molecule between different charge states can be
observed.293−295 Figure 28a illustrates the signatures of
dynamic conformeric motions and charge delocalization on
the example of N,N,N,N-tetramethylethylenediamine.296 The
molecule can be in a charge-localized structure or in a charge-
delocalized structure. The latter has a symmetric geometrical
structure with the charge split evenly between the two
equivalent nitrogen atoms of the tertiary amine groups. There
are several nonequivalent charge-localized structures, which can
be identified by comparing the observed binding energies to
values computed using self-interaction corrected DFT
theory.283 Laser excitation prepares the molecule in one of
the charge-localized structures, but dynamical motions on the
subpicosecond time scale quickly move the system from the
Franck−Condon region/geometry to other parts of the
potential energy surface belonging to the localized charge

states. Some of these structures are indicated in Figure 28b. For
the charge to delocalize, a suitable molecular geometry needs to
be found. It is the stastical fluctuations of the nuclei and
ensuing rearrangement of electrons slaved to this nuclear
motion that drives the system to the more stable geometry. As
discussed above, it is the sampling of nuclear configurations
that determine the operating times scales as is amply
demonstrated in these studies. This places the charge
delocalization reaction on a picosecond time scale.
The investigation of charge delocalization dynamics is useful

because laser excitation prepares molecules in nonequilibrium
states. Consequently, the dynamical motions and approach to
equilibrium not only reveal structural dynamics of the molecule
but also thermodynamic parameters such as the relative energy
differences between different charge states. These advances
have recently been used to test different computational
codes.297 It is anticipated that close interaction of experiment
with theory will enable the development of advanced
functionals that better describe molecular systems with charge
delocalization possibilities.
One important reason that the Rydberg spectroscopy can so

successfully investigate subtle changes in molecular structure,
conformeric dynamics, and charge delocalization is that the
spectra are only marginally sensitive to vibrational excitation.

Figure 27. Binding energy of a Rydberg electron (i.e., the energy
difference between the vacuum level and the Rydberg orbital) is
sensitive to the structure of the molecular ion core because the
interactions between the Rydberg electron and the nuclei and
electrons of the ion core lead to phase shifts that depend on the
position of the elementary particles. Adapted from ref 281. Copyright
2005 American Chemical Society.

Figure 28. (a) The time-dependent Rydberg electron binding energy
spectrum of N,N,N,N-tetramethylethylenediamine. Four distinct peak
positions are labeled as 1 through 4: three are in the high binding
energy region and reflect charge-localized states; one is at lower
binding energy and reflects a charge-delocalized state. (b) The centers
of the deconvoluted peaks with higher binding energy (blue ◇ and
line) and lower binding energy (green □ and line) are identified as
localized and delocalized charge states, respectively. The geometrical
molecular structures, numbered 1 to 4, give rise to spectral peak
positions as labeled in part (a). Molecular structures are identified by
gauche (G) and trans (T) positions for the rotations about single
bonds. Reproduced from ref 296. Copyright 2015 American Chemical
Society.
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This is because in most molecules, the potential energy surfaces
of the Rydberg states are very similar to those of the ion, so that
the entire Franck−Condon envelope is within a narrow spectral
bandwidth. As a result, ionization transitions from Rydberg
states are measured as well-localized peaks even in systems
where valence electronic transitions are broadened by extensive
vibrational congestion.298,299 Because Rydberg ionization
spectra can also be measured at atmospheric pressure, it has
been possible to apply the method to investigate transient
radicals in flames. A recent study monitored the spatial
distribution of methyl radicals in a variety of flames.300

Finally, it should be mentioned that there are other means
for using internally generated electrons for probing molecular
structures on femtosecond time scales. With the advent of
attosecond spectroscopy, it is possible to use correlations in
high harmonic generation with respect to the generated
harmonic profile to image the electronic wave function.44

There are multiple interference terms such that this approach
relies heavily on theory to make the connection to structure.
Similarly, the use of high harmonic generation using phase-
locked frequency combs can be used to drive photoelectron
emission at energies in the 100 eV range, effectively producing
probe electrons internally from the molecule itself with Å
wavelengths. This experimental approach, dubbed laser-induced
electron diffraction (LIED)44,301 is similar to Rydberg spec-
troscopy in its use of internal electrons in the molecular
reference frame to probe molecular structure. The difference is
the much higher energy of the electrons involved in LIED and
much shorter probe wavelength. In this case, the observable is
sensitive to vibrations and correlated nuclear motions. The
ensuing electron scattering is conceptually similar to electron
diffraction with free electron sources as discussed above. The
energy range is nearly identical to low energy electron
diffraction (LEED). The major difference of LIED from
LEED using free-space electrons is that the spatial coherence
of the source is not an independent variable that can be fully
characterized. There are numerous scattering source terms and
e−e correlation effects in the photoemission step that makes
this analysis reliant on theory to interpret the scattered electron
distribution and connect to structural changes. The level of
theory needed, and the nonlinear scaling of scattering terms
with increasing number of atoms in terms of interpreting the
electron scattering, will likely limit this method to small
systems. Nevertheless, there are beautiful depictions of
correlated atomic motions in response to changes in electron
distribution that can now be directly tracked. The major
advantages of LIED are that it is completely background free
and its extraordinary time resolution. The major disadvantage is
that the measurement requires high fields that will strongly
perturb the molecular dynamics of interest, which may limit it
to the study of photoionization phenomena rather than
chemical processes. As a case in point, the most recent
example of observing multiphoton ionization and proton
dissociation for acetylene (double ionization state) illustrates
the dynamics that can be followed.302 This experiment involves
multiple interference terms to infer proton motion. The same
processes involved in chemical reactions, such as keto−enol
tautomerization, can be imaged with free space electrons
without the strong field perturbation needed to generate the
electron source term for the imaging and are directly relevant to
the photoinduced chemistry. The unique feature of the
attosecond approach is that it opens up the study of high
field interactions with the prospect of control of electron

dynamics. In this respect, LIED and other attosecond methods
provide an additional proving ground for the development of
scaleable time-dependent ab initio theory that will complement
related efforts in directly observing atomically resolved reaction
dynamics using high brightness free space electrons for imaging
chemistry.

5. SUMMARY AND FUTURE OUTLOOK
The above discussion provides an overview of the enormous
progress that has been made from the very first studies of
reactive intermediates using structural probes, to the recog-
nition of the importance of brightness for higher spatial and
temporal resolution, to the first atomically resolved reaction
dynamics, namely bond formation involved in electrocylization
with conserved stereochemistry and intermolecular electron
transfer. New analysis procedures have enabled direct inversion
of reciprocal space diffraction to real space, giving the first, fully
atomically resolved “movie” of a chemical reaction (Figures
24−26). In all cases, we have witnessed the collapse of the
nearly innumerable possible nuclear configurations intercon-
necting structural changes to a few key modes. It is this
enormous reduction in dimensionality at reaction saddle points
that makes chemistry a transferable concept in terms of
manipulating molecular structures. The generalized reaction
mechanisms that have been found empirically using synthetic
chemistry approaches can now be rationalized in this context.
To be clear, the concept of specific reaction modes that
propagate systems through barrier crossing regions has long
been speculated. The major advance made now is that we can
see these motions directly and confirm that this is indeed the
mechanism that was missing to explain the general trends in
chemistry. Moreover, the specific correlated motions or modes
involved could not be determined a priori as the degree of
anharmonic coupling in barrier crossing regions can not be
projected from the equilibrium structural information on either
the reactants or the products. The direct observation of these
motions now allows us to categorize chemical reactions by
reaction modes, a dynamical basis. The use of particular
blocking or leaving groups undoubtedly involves similar
fluctuations (reaction modes) that are most strongly coupled
to the reaction coordinate in generating seams between
reactant and product surfaces. The molecular moiety being
manipulated simply provides the bath for the thermal
fluctuations driving these modes, creating dynamic pathways
between stable minima. It is the extremely strong anharmo-
nicity of the many-body potential in the saddle point region
that ultimately couples the particular atomic motions and leads
to this reduction in dimensionality, giving rise to generalized
reaction mechanisms.
The importance of this advance in conceptualizing chemistry

needs to be emphasized in that the systematic displacement of a
few key reaction modes provides a highly simplified basis by
which one can better reconstruct the nuclear configuration at
reaction saddle points (i.e., one should be able to more
accurately and in some cases intuitively predict the structure of
the transition state region). This ability in turn translates to
means to control barrier heights by varying substituents with
different charged groups, polarities, and polarizabilities to create
potential gradients to both spatially direct these motions and
affect the energetics for enhanced control over the desired
chemistry. The development of a reaction mode basis to
categorize chemistry will provide the needed integration of
structure and dynamics to go beyond present depictions of
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reaction mechanisms based on static structures and arrow
pushing exercises to rationalize electron redistribution for
proposed reaction pathways. The key reaction mode basis will
consist of few enough modes that it should lend itself readily to
conceptualzing reaction mechanisms well beyond the present
methods of planning reaction routes using static structures.
Simply put, the chemists’ collective gendanken experiment

has been realized. This achievement was accomplished through
a number of important technological advances. Foremost
among them was the dramatic increase in source brightness for
the direct imaging of atomic motions. This breakthrough came
from an effectively exact solution to the coupled equations of
motions of sufficient electron bunch density for single shot
structure determination that laid the foundation for further
improvements. There were also important developments in
fully characterizing the electron beam spatial and temporal
coherence. These advances have enabled the spatial resolution
of motions involved in reaction dynamics as small as 0.01 Å,
which is comparable to zero-point motions. Thus, the goal of
spatially resolving chemically relevant atomic motions has been
reached. Nevertheless, further improvements are possible. The
electron-scattering process enables a direct determination of the
nuclear probability distribution for which the centroids could
be determined to beyond 10−3 Å. This resolution has already
been achieved with long integration measurements in the
determination of bond lengths using gas phase electron
diffraction. Further increases in source brightness and sample
delivery methods will allow the attainment of similar spatial
resolution. In this limit, the spatial resolution of the reaction
dynamics will then correspond to relative changes in the
energetics (i.e., direct determination of the reaction energetics),
approaching the resolution of spectroscopic observables.
A further important driver for increased source brightness is

the need to study larger systems. How far can the concept of
key reaction modes and reduced dimensionality be pushed?
How does it scale with complexity and number of degrees of
freedom? Chemical strategies exist to organize matter on the
nanoscale in order to create active materials. To study such
problems relevant to the current state of chemistry implies
probing molecular reaction dynamics of larger molecular
systems, up to the kDa scale. Ultimately, one would like to
go even beyond this lengths scale, to the level of proteins, to
understand how biological systems transduce chemical energy
toward specific functions in order to guide the scaling of
chemistry to larger organizational principles.
The required increase in source temporal brightness will

come from increases in the transverse coherence of electron
sources. New photocathode materials give high quantum yields
for photoemission with over an order of magnitude reduction
in the transverse energy spread over conventional photo-
cathodes (20 meV relative to 200 meV). Another factor of 10
can be gained by going to lower temperatures.59 Alternatively, it
is possible to use ultracold atoms as electron sources to reach
even colder electron distributions.242 Overall, there is
potentially an increased gain in electron source brightness
with respect to spatial resolution by over 2 orders of magnitude.
In addition to these developments, new data analysis methods
are forthcoming in which more information can be extracted
per scattering event. These methods are only now possible with
the recent developments in detector technology. With the new
direct electron detectors, it is possible to detect single electrons
with nearly 100% quantum efficiency, with SNR ratios of better
than 10:1 for single electron detection, and with virtually no

detector or read-out noise. This development means that every
readout count is real signal and not noise. This development
means that very high level correlation methods using
intrinsically conserved quantities and causal relationships can
be used to extract the maximum information from the scattered
electron distributions. It should be possible to attain the same
spatial resolution with 10× fewer electrons and potentially even
fewer for image reconstruction of structural changes. In
addition, there is the distinct possibility of new technologies
to enable going from single shot atomic resolution in a
stroboscopic fashion stitching together a movie frame (time
point) by frame, to single-shot atom-resolved full movies with
10 fs time resolution. There have been a number of proposals
to use streaking methods to project the time variable on an
orthogonal direction in the detector plane to collect in “movie
mode” to achieve this goal. There are presently geometric
limitations in sampling reciprocal space and congestion in the
diffraction images. New methods of reconstruction of the
atomic structure from the known time projection have solved
this problem and will enable the use of longer electron pulses
for orders of magnitude more electrons or increased effective
imaging brightness.303 Taking all these factors into account, the
ability to spatially resolve chemical reactions in the next few
years will soon be advanced to the true quantum limit for
space-time imaging chemistry with an overall improvement in
image contrast that would otherwise require more than 103

more electrons based on present approaches. Here, quantum
limit refers to the uncertainty principle spatial resolution to
time-dependent nuclear probability distributions. The future of
this field will be bright indeed.
What are the grand challenges in the field of atomically

resolved reaction dynamics? One important consideration is the
phototrigger step in collecting reaction dynamics. There are
very few systems that can be optically prepared on barrierless
excited state potentials as required to observe the reaction
modes. New methods are needed to drive chemical processes
along ground state potential energy surfaces. This could involve
rekindling efforts in laser selective chemistry or introducing
new means of creating reactive conditions, for example using
hot electrons rather than photons to trigger reactions.304

Alternatively, methods to create extreme states of matter to
explore new regimes of chemistry might open up a new
window. The fundamental time resolution and sensitivity limits
are interesting questions to ponder. Could we achieve sufficient
sensitivity to directly image changes in electron density on the
attosecond time scale (the time scale of the electron motion)?
This purely electronic contribution to the time-dependent
structure factors would be much smaller than the net
displacement of electron density with atomic motions. If
sufficient sensitivity and temporal resolution could be achieved,
we could directly image excited state wavepackets and ponder
anew about the absorption of a photon in the creation of
superposition states and ensuing mapping onto potential
energy surfaces. From the above discussion, the new analysis
methods and increasing temporal brightness should make this
possible.
The fundamental time resolution limit in this regard is an

important question. There are proposals using single electron
approaches to reach the attosecond regime while reducing time
jitter to a few femtoseconds.254 Such pulses have been
demonstrated using femtosecond laser pulsed modulation of
electron energies followed by compression to create micro-
bunch trains of electron pulses.305 There is also evidence for
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attosecond electron pulse trains exploiting the modulation of
ultrashort electron pulses with optical nearfields.306 These
microbunch structured pulse trains are not presently suitable
for direct imaging applications but serve as proof of principle
with respect to pulse duration. Is it possible to push electron
pulse durations below 1 fs with sufficient brightness and
accurate timing? In principle, such studies can be conducted in
the case of diffraction of isolated relativistic electrons scattered
with a characteristic time of τ = Dnucl/c = 10−22 − 10−23 s. Very
similar intrinsic time scales hold for nonrelativistic electrons
with energies above 100 keV. Only relativistic electrons can be
compressed to pulse durations below 1 fs with sufficient
spatially extended compressed zones to place a sample and
sufficient brightness to become a general observation tool.
There are means to use harmonics to reduce the pulse duration
below 1 fs with sufficient brightness.61 Timing jitter on this
scale is a challenge. Nevertheless, one can imagine directly
observing the process of creating excited state superposition
states with shaped light. For understanding chemistry, the
biggest contribution will be to image electron distributions
associated with conical intersections. There have been
important predictions involving purely quantum effects at
conical intersections that such observations would test. At the
CI, one would directly observe the breakdown of the Born−
Oppenheimer approximation and the entanglement of electron
and nuclear degrees of freedom along the reaction coordinate.
This information is important to all chemical reaction dynamics
that necessarily involve a transition between different electronic
surfaces. These and related studies could lead to major
advances in the theory to treat reaction dynamics from first
principles. If the source stability and theoretical methods for
image reconstruction and refinement can become robust
enough to separate nuclear and electronic effects on the
structure factors then this possibility could well be realized.
This specific point is covered in a recent theoretical treatment
of diffraction in the presence of few cycle femtosecond pulses,
near field limits to the ionization of graphene as an ideal test
system for this concept.307

One of the largest problem areas relates to the samples. This
reflects in part the above point about phototriggering chemical
processes. It would be desirable to expand the sample base to
probe different aspects of chemical processes. The targeted
synthesis of molecular systems poised to undergo a particular
reaction of interest might help. Crystal engineering methods
could create the necessarily thin samples on the nanoscale that
enable the use of electron probes. This statement also pertains
to the study of isolated molecular reaction dynamics in the gas
phase where one can foresee the use of molecular cluster
methods to build up well-defined bath conditions to probe
different aspects of solution phase reactions. The density of
such systems is generally low so that increased source
brightness will again be important to open up this window of
gas phase/molecular cluster reaction dynamics. It will be
interesting to observe the redistribution of energy through
nonradiative relaxation directly into the surrounding bath
molecules, which currently is probed by observing the dynamics
of fragmentation of solvent molecules. We could, in principle,
observe this directly. The real challenge is to extend the field to
in situ studies of homogeneous solution phase chemistry. To
this end, new nanofluidic cell technologies have been developed
to realize stable liquid pathlengths as thin as 50 nm within
UHV environments.308 This development has enabled solution
phase studies, but the background scatter from the liquid host

medium still masks the small diffraction changes of interest.
Here, the new methods for data analysis with differential
detection will play an essential role. To date, only X-ray
diffraction studies have been conducted in this domain and only
for the few systems where sufficiently high solubility keeps the
solvent contribution sufficiently small to be factored out of the
data.309 Electrons can now equally probe solution phase
reaction dynamics; however, the problem of dynamic back-
ground scattering from the very solvent needed to probe
solution phase chemistry will remain a limiting factor.
Finally, heterogeneous chemistry, relevant to applications in

catalysis, is an extremely important area for exploration. There
has been great progress in developing femtosecond reflected
high-energy electron diffraction (RHEED) for surface studies
and LEED approaches using nanotips for the shortest
propagation distances possible to maintain time resolu-
tion.310−313 These studies have revealed very interesting
cooperative surface effects. In terms of surface chemistry, the
main challenge is the irreversible nature of surface reaction
dynamics. So far, only reversible processes have been studied in
reflection and with low brightness LEED sources to avoid
space-charge broadening. For all potential probes of reaction
dynamics, the study of surface chemistry using well-defined
surfaces under UHV conditions will remain one of the most
demanding problems, since even fewer molecular states are
probed than in the gas phase and there is no possibility for
rapid sample exchange. The problem is even more pronounced
as the requirement for exciting at least 10% of the surface sites
to get above background, with the typically small absorption
cross sections of surface adsorbates, will lead to the
requirement of excitation conditions in excess of 100 GW/
cm2 for 100 fs time resolution and associated excitation pulses.
This peak power leads to multiphoton ionization, as discussed
above, and selective localization of the created charge states in
the surface plane. The presence of the charge states changes the
surface structure, independent of any presumed excited state
dynamics. This makes surfaces very sensitive to charging effects.
This issue and effect on diffraction has been discussed in the
context of early studies using RHEED geometries to study bulk
structural changes.314,315 The neglected issue in this discussion
is that the generated surface field not only will affect electron
scattering (potential for diffraction artifacts) but also will affect
the surface structure and potential energy surface (surface state
artifacts). The surface selective nature of RHEED and LEED
makes these probes particularly prone to any surface charging
effects. As an extra consideration, new means of regenerating
the reactive surface need to be developed to enable some
degree of repetitive sampling the same surface region to enable
the use of low excitation to avoid peak powers leading to
ionization. Alternatively, model systems using nanoparticles
that exploit the same surface chemistry but with large surface
areas could provide sufficient number of shots and signal
collection to retrieve the structural dynamics.
The great hope for this field is that new means of sample

preparation will enable the study of a broad variety of chemical
reactions in a systematic fashion, to enable the conceptualiza-
tion of chemistry based on reaction modes, and to inspire new
thinking about how to direct chemical processes. Existing
sample constraints will, in all likelihood, only permit the study
of a select few reaction mechanisms such as the electro-
cyclization reactions in relation to bond formation, unim-
olecular dissociation and isomerization, and intra/intermolec-
ular electron/proton transfer. These are only a small subset of
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the total pool of chemical reaction mechanisms. Most of those
cannot be directly probed as the overall mechanism involves
multiple steps with long-lived intermediates (which will still be
of great interest), and it will not be possible to capture the key
reaction modes for each step. Theory will play an ever-
increasing role in developing a reaction mode basis. With the
extremely detailed, atomically resolved reaction dynamics at
ever improving space-time resolution, it is expected that
concurrent advances in theory will lead to a better under-
standing of the dynamics. In particular, based on the observed
distillation of N-body problems to a few key reaction modes, it
will be possible to rigorously determine the minimum construct
needed to model the reaction of interest. It should be kept in
mind that atomically resolved reaction dynamics is exactly the
observable needed to test theoretical predictions. For the most
part, theoretical calculations have focused on spectroscopic
observables where the accuracy needed in calculating the
electronic state energies is quite high. For casting out a reaction
mode basis, one only needs to approximate the spatial
distribution of forces correctly, as errors in the energetics will
likewise affect all competing channels for nuclear rearrange-
ments and energy redistribution. As long as the relative
magnitudes of barrier heights and spatial distribution of forces
is approximately correct, the correlated atomic motions
undergoing the largest displacements and largest coupling to
the reaction coordinate should be relatively correct in relation
to other competing channels. In this case, it should be possible
to go to much larger systems with ab initio methods to develop
a generalized reaction mode basis and fully exploit the single,
most important, insight coming from atomically resolved
reaction dynamics.
The Chemists’ Gedanken experiment has been realized, and

the basic strategy employed by synthetic chemists has
fundamentally been born out. There is an enormous reduction
in dimensionality that occurs in the barrier crossing region that
leads to strong anharmonic coupling between high and low
frequency modes within a normal mode basis. This quantum
interference leads to preferential motion along a few reduced
reaction coordinates. We can now directly observe these far-
from-equilibrium motions and categorize chemistry in terms of
a power spectrum of reaction modes. It is this reduction in
dimensionality that makes chemical reaction mechanisms
transferrable to seemingly arbitrarily complex (large N)
systems, up to molecules as large as biological macromolecules
(N > 1000). Chemistry involves key reaction modes, and we
now have a new way to reformulate the classic thought
experiment using an experimentally derived dynamic mode
basis to further refine chemical intuition that has served
chemistry so well.
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