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I. MODEL AND FIT OF THE DATA

As described in the article, the measured difference scattering signal is modelled as

∆Smodel(Q, t) = α(t)∆Sstr.(Q, t) + ∆Ssolvent(Q,t) (S1)

where ∆Sstr.(Q, t) = ∆Ssolute(Q, t) + ∆Scage(Q), arising from the structural response of the

system, and ∆Ssolvent(Q,t) = ∆T(t)∂S(Q)
∂T

∣∣∣∣∣
ρ

+ ∆ρ(t)∂S(Q)
∂ρ

∣∣∣∣∣
T

, describing the changes in X-ray

scattering arising from the temperature increase and the density changes of the bulk solvent.
In this expression, α represents the excitation fraction and ∆T and ∆ρ the increase in solvent
temperature and density, respectively.
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A. Bulk solvent contributions

Fig.S1(a) shows the solvent contributions to the difference scattering signal: ∂S(Q)
∂T

∣∣∣∣∣
ρ

and

∂S(Q)
∂ρ

∣∣∣∣∣
T

from [1, 2]. Fig. S1(b) shows ∆T and ∆ρ obtained as a function of time when

using the expression in Eq. S1 to fit the experimental data presented in the article (Fig.2
(a)). We note that the solvent contribution to the recorded difference scattering signal
is completely dominated by the change in scattering arising from the temperature increase,
while the contribution from density changes is found to be negligible (less then 0.025 kg·m−3).
Therefore, only the former was used in the analysis (Eq.6).

Figure S1. a: Measured solvent differentials for water describing the change in difference scattering

signal arising from change in temperature (blue) and density (magenta), from [2]. b: Fit results

for ∆T and ∆ρ obtained when fitting Eq. S1 to the experimental data in Fig.2(a).

B. Structure and excitation fraction

The scattering signal from the solute molecule (Eq.3) is calculated through the Debye
equation:

S(Q) =
N∑
i

|fi(Q)|2 + 2
N∑
i<j

fi(Q)fj(Q)sin(Qrij)
Qrij

(S2)

where N is the number of atoms in the molecule, fi(Q) the atomic form factor for atom i

and rij describe the inter-atomic distances [3].

As discussed in our previous work [4], a strong correlation is often found between the
excitation fraction and the magnitude of the structural changes when expressions such as
Eq. S1 are used to fit the acquired difference signals. In the present analysis, the simultaneous
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determination of both the excitation fraction α and the structural parameter dCo-N in Eq.6
is significantly improved by assuming the temporal profile of α (Eq.7) and simultaneously
optimizing the excited-state molecular structure in a ‘global’ framework that includes all
time delays in the structural analysis [5].

With respect to Eq.7 in the main text, the full expression used to describe the temporal
evolution of the the excitation fraction is:

α(t) =
∫ +∞

−∞

1
σIRF
√

2π
e

−(t−y)2

2σ2
IRF H(y − t0)Ae−

y−t0
τ dy (S3)

where σIRF is the width of the Gaussian IRF, A and τ are the amplitude and the lifetime of
the exponential function, describing respectively the initial amplitude (excitation fraction)
and subsequent decay of the bond-elongated excited state, t0 is the starting point of the
exponential decay and y is the integration variable.

Fig.3 of the main article shows the changes in the axial Co-N distance after photoexcita-
tion. The time evolution of this parameter is well described by two oscillations superimposed
on an exponential decay, all convoluted with the Gaussian IRF of width σIRF:

∆dCo-Naxial(t) = IRF(σIRF, t)⊗ [Ee−
t−t0
τR +B1e

− t−t0
τO cos(2π(t− t0)

T1
+ f1)+

+(1− e−
t−t0
τO )B2 cos(2π(t− t0)

T2
+ f2)] ·H(t− t0) (S4)

=
∫ +∞

t0

1
σIRF
√

2π
e
− (t−y)2

2σ2
IRF [Ee−

y−t0
τR +B1e

− y−t0
τO cos(2π(y − t0)

T1
+ f1)+

+(1− e−
y−t0
τO )B2 cos(2π(y − t0)

T2
+ f2)]dy

where E and τR are the amplitude and the lifetime of the exponential decay, B1, T1 and f1

are, respectively, the amplitude, the period and the phase of the first oscillation, and B2, T2

and f2 are, respectively, the amplitude, the period and the phase of the second oscillation.
τO is the dampening time of the first oscillation as well as the grow-in time of the second one,
and y is the integration variable. The best-fit parameters obtained by fitting this expression
to ∆dCo-Naxial are reported in Table S1. The (adjusted) R2 is found 0.88. We note that E
describes the difference between dCo-Naxial of the bond-elongated excited state at time zero
and the average value of the same quantity after 2 ps. This latter value for dCo-Naxial is
interpreted as the axial Co-N bond length of the HS structure and used in the fit of the long
time range dataset (Section V).
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σIRF (ps) 0.05 (fixed)

t0 (ps) -0.01 (fixed)

E (Å) 0.014 ± 0.002

τR (ps) 0.7 ± 0.1

B (Å) 0.03 ± 0.01

τO (ps) 0.4 ± 0.1

T (ps) 0.33 ± 0.03

f (a.u) - 4.4 ± 0.4

B2 (Å) 0.002 ± 0.003

T2 (ps) 0.23 ± 0.01

f2 (a.u) 0.7 ± 0.7

Table S1. Fit results (95 % confidence bounds) after fitting the expression in Eq. S4 to

∆dCo-Naxial(t) (Fig.3).

C. Bulk solvent kinetics

Fig. S2 shows the temporal evolution of ∆T(t) (black points). The data are described
through the expression:

∆T(t) = IRF(σIRF, t)⊗H(t− t0)
N∑
j=1

γj(1− e
− t−t0

τj ) (S5)

=
∫ +∞

t0

1
σIRF
√

2π
e
− (t−y)2

2σ2
IRF

N∑
j=1

γj(1− e
− y−t0

τj )dy

where σIRF is the width of the Gaussian IRF, γ and τ are the amplitude and the lifetime
of the N exponential functions and H is the Heaviside step function centered at t0. Fig. S2
shows a comparison between using a single (N=1) or a double (N=2) exponential function
to describe the short time range dataset and we find that the latter better describes the
time evolution of ∆T in the first hundreds of femtoseconds. A single exponential grow-in is
used to fit the long time range measurements (see Fig. S8). The parameters obtained for
both datasets are reported in Tab. S2.
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short time range long time range

σIRF (ps) 0.05 (fixed) 0.05 (fixed)

t0 (ps) -0.01 (fixed) -0.01 (fixed)

γ1 (K) 0.05 ± 0.2 /

τ1 (ps) 0.01 ± 0.9 /

γ2 (K) 0.8 ± 0.3 0.84 ± 0.02

τ2 (ps) 3.5 ± 0.8 4.0 ± 0.6

Table S2. Fit results (95 % confidence bounds) after fitting the expression in Eq. S5 to ∆T(t) both

in the short (Fig.S2) and the long (Fig. S8(b)) time range.

Figure S2. Time evolution of the temperature increase ∆T of the bulk-solvent modelled as a single

(dashed blue) or a double (red) exponential grow-in (Eq. S5).

D. Error estimates

As utilized in our previous analysis of XDS data and described in detail in [4], the
difference signal ∆S is known to be varying only slowly as a function of Q. We estimate
the noise for each ∆S(Q,t) point from the high frequency fluctuations present in an interval
around that point. Specifically, for every data point Qp in the Q-range (with a total number
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of N = 500 points), we fit a third-order polynomial to ∆S in a 50-point Q-interval around
Qp and estimate the noise σ at Qp as the standard deviation of the residuals between data
and polynomial fit in this interval.

The ‘global’ fitting procedure was implemented in Matlab®, utilizing constrained mini-
mization of the standard χ2 estimator:

χ2(α, dCo-Naxial,∆T) =
( N∑
p=1

(∆S(Qp)model −∆S(Qp)meas.)2

σ(Qp)2

)
· 1
N − P − 1 . (S6)

where P is the number of free parameters.
The uncertainty estimates for dCo-Naxial and ∆T for each time point were calculated from

the Hessian matrix returned by Matlab®. In the representation shown in Fig. 3 of the main
article, dCo-Naxial was smoothed by a 4-point nearest neighbour filter (∼100 fs), reducing
the estimated uncertainty on each point by a factor of two. The uncertainty on the initial
excitation fraction A in Eq.7 was estimated as follows. A was allowed to range freely with
the remaining fit parameters locked to their best-fit value, thus producing a 2D ∆Smodel(Q,t)
matrix for each value of the free parameter from which an average χ2 could be computed
by direct comparison with the measured data set through Eq. S6. These χ2(A) curves were
converted to a (relative) likelihood distribution L(A) through L = exp(−χ2/2) [5]. L(A)
was subsequently fitted with a Gaussian, and the error estimated as the σ of this Gaussian
function [4].

II. ANISOTROPIC SIGNAL ∆Sani.(Q,T) AND ESTIMATE OF σIRF

Fig. S3(a) shows the anisotropic contribution (∆Sani.) to the total difference scattering
signal, with the isotropic part (∆S) shown in Fig. 2 and analysed in the main text. The two
contributions were extracted from the 2D difference scattering patterns as detailed in [6].
As the excitation of the solute molecules have very little or no polarization dependence, the
anisotropic component of the difference scattering signal arises from the almost instantaneous
transient response of the water molecules to the electric field of the laser pulse (Kerr effect).
The very fast nature of this response [7] allows us to use it to estimate the time resolution
of the experiment. The response is found to be well described by the convolution of an
exponential decay with a Gaussian IRF, and by fitting this model to the data we find σIRF

= 0.05 ± 0.03 ps and t0 = -0.01 ± 0.03 ps (see Fig. S3(b)). These values are assumed to
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describe the IRF for the experiments presented in this work, and were kept fixed throughout
the analysis described in the main text.

Figure S3. a: Anisotropic difference scattering signal ∆Sani.(Q,t). b: Averaged value of ∆Sani. in

the interval 1.8 Å < Q < 2.1 Å, where the scattering signature of the transient alignment of water

molecules with the polarized laser pulse appears is most dominant. The expression in Eq. S3 is

used for the fit.

III. SVD ANALYSIS

Fig. S4(a) shows the difference scattering signal ∆SSolv-subtr. obtained after subtracting the
(fitted, see above and main text for details) solvent contribution from ∆S (Q,t) (Fig.2). It is
dominated by the negative feature at low-Q, signature of the expansion of the Co-N bonds.
Fig. S4(b, c and d) show the main results of a Singular Value Decomposition (SVD) of this
signal. As indicated by the relative magnitude of the singular values shown in Fig. S4(b), a
single component dominates the signal. This component and its amplitude as a function of
time are shown in Fig. S4(c) and Fig. S4(d), respectively.

With respect to the latter, the time evolution arises from both the structural dynamics
and the kinetics of the bond-elongated state. Fig.S5 shows that, up to 0.5 ps, this time
evolution is well-described by a grow-in exponential function followed by an oscillation, all
broadened by the IRF:

Vmodel
1 (t) = IRF(σIRF, t)⊗ [R(1− e−

t−t0
τG ) +O cos(2π(t− t0)

T
+ f)] ·H(t− t0) (S7)

=
∫ +∞

t0

1
σIRF
√

2π
e
− (t−y)2

2σ2
IRF [R(1− e−

y−t0
τG ) +O cos(2π(y − t0)

T
+ f)]dy
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Figure S4. a: ∆SSolv-subtr. : difference scattering signal obtained by subtracting ∆Ssolvent from the

experimental data. b-d: Results of a SVD analysis of the data in a. ∆SSolv-subtr. = U · S · VT. b:

The singular values of the diagonal Si,i. c: Q-profile of the first component ( U1 · S1,1 ·max(V1)).

d: Temporal evolution of the first component (S1,1 ·V1), smoothed by a 3-point nearest neighbour

filter (∼75 fs).

where R and τG are the amplitude and the lifetime of the exponential, and O, T and f the
amplitude, the period and the phase of the oscillation, respectively, and y is the integration
variable. The values of both the fixed variables and the obtained parameters are reported in
Tab. S3. The rise time of the structural signal is found to be 0.06 ps ± 0.01 ps and the phase
shift of the oscillation, which has a period of ∼0.33 ps, is found to be 0.08 ps ± 0.02 ps.
This is interpreted as an indication of the presence of one (or more) intermediate state(s)
before the (electronic) population of the bond-elongated state, as further discussed in the
main text.
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σIRF (ps) 0.05 (fixed)

t0 (ps) -0.01 (fixed)

R (a.u.) 0.91 ± 0.03

τG (ps) 0.06 ± 0.01

O (a.u.) 0.09 ± 0.06

T (ps) 0.33 (fixed)

f (a.u.) 1.5 ± 0.4

Table S3. Fit results (95 % confidence bounds) after fitting the expression in Eq. S7 to the

(normalized) amplitude of the first component after a SVD of ∆SSolv-subtr. (Fig. S5).

Figure S5. Temporal evolution of the (normalized) amplitude of the first component obtained from

a SVD analysis of ∆SSolv-subtr. (Fig. S4). We interpret this as the signal arising from primarily

the change in the structure of the solute. The black line represents a fit to the data, utilizing

a IRF-broadened exponential grow-in function with lifetime of 0.06 ps ± 0.01 ps followed by an

oscillation of 0.33 ps period and with a 0.08 ps ± 0.02 ps phase shift.

IV. FOURIER TRANSFORM OF THE OSCILLATORY STRUCTURAL SIGNAL

Fig.S6(a) shows the temporal evolution of the structural contribution (red line) to the
measured ∆S (see Fig. S4). This temporal evolution is described by a broadened exponential
decay (black line). The residuals (blue line) between the data and the fit are here referred
to as the oscillatory structural signal (OSS). Fig.S6(b) shows the Fourier Transform of the
OSS for t > 0.3 ps: two main peaks are found at ∼0.23 ps and ∼0.34 ps. The inset of Fig.3
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Figure S6. a: Amplitude of the first SVD component of ∆SSolv−subtr (see Fig. S4) as a function

of time (red). This represents the time evolution of the structural signal. An exponential decay

broadened by a Gaussian function (black) is fitted to the data. Difference (blue) between the

structural signal and the exponential fit. We refer to this as the oscillatory structural signal (OSS).

b: Fourier Transform (FT) of the OSS for t > 0.3 ps, with the two main peaks at 220 fs and 340

fs.

in the main article shows the time dependent FT of the OSS obtained by sliding a 2 ps Hann
window starting from a central value of 0.6 ps up to a central value of 2 ps.

V. LONG TIME RANGE MEASUREMENTS

Fig. S7(a) shows the isotropic difference scattering signals ∆S(Q, t) measured for time
delays up to 20 ps. This dataset was binned in ∼300 fs bins, with 400 images in each bin.
The following model was used to fit the data at each time delay:

∆Smodel(Q, t) = α(t)∆Sstr.(Q) + ∆T(t)∂S(Q)
∂T

∣∣∣∣∣
ρ

(S8)

with α and ∆T as free parameters and ∆Sstruc. calculated from the structure of [Co(terpy)2]2+

2 ps after the photoexcitation (as obtained from the analysis of the short time range dataset).
This model can describe the data at all time delays, as indicated by the low residuals in
Fig. S7(b). The time evolution of the kinetic parameters, α and ∆T are reported in Fig. S8.
A single exponential decay is used to fit the excitation fraction α after 2 ps (i.e. after
the excited-state structure has relaxed), and a lifetime of 6.8 ps ± 0.8 ps is found. The
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temporal evolution of the temperature increase is well-described by a single exponential
grow-in function (Eq. S5) and the obtained parameters are reported in Tab. S2.

Figure S7. a: Measured difference scattering signal (∆Smeas.(Q, t)) of photoexcited [Co(terpy)2]2+

in aqueous solution (long time range dataset). b: Residuals obtained by subtracting the model

(Eq. S8) from the experimental data.

Figure S8. Kinetics obtained from the fit of the long time range dataset. a: Evolution of α, the

magnitude of the structural component observed in the difference scattering signal (blue points).

After 2 ps, it is well-described by an exponential decay with lifetime of 6.8 ps ± 0.8 ps (black

line), interpreted as the lifetime of the bond-elongated HS excited state. b: Time evolution of the

temperature increase ∆T of the solvent (red points). The temperature increase is well described

by an exponential grow-in with a time constant of 4.0 ps ± 0.6 ps (Eq. S5).
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VI. MD SIMULATIONS AND RDF ANALYSIS

The LS and HS structures of [Co(terpy)2]2+ were solvated in a cubic box (50 Å size) of
water molecules using the TIP4P-Ew potential [8]. The bond lengths of the solute molecule
were constrained and MD trajectories were calculated with OPLS2005 force field parame-
ters [9] and a Nose-Hoover thermostat at 300 K [10]. The Radial Distribution Functions
(RDFs) of the solute-solvent atom pairs were sampled in 0.1 Å radial bins and over 2000
individual simulation time steps over a total time interval of 2 ns. Fig. S9 shows the radial
distribution functions (RDFs) g(r) of the oxygen (O) and hydrogen (H) atoms with respect
to the Co atom, r being the distance from the Co, and the coordination number cn(r), the
number of oxygens/hydrogens contained in a sphere of radius r, for both the LS and HS
states of solvated [Co(terpy)2]2+. The first peak in the RDFs represents the first solvation
shell. By inspection of gCoO(r) in Fig. S9(a), we note that the first peak slightly shifts (∼0.1
Å) towards smaller r values, decreases in amplitude and broadens upon the LS → HS spin
transition on the Co centre. Considering the first minimum in the RDFs to be the limit
of the first solvation shell, in the LS state it is found at 5.9 Å and, at this value, cn(r)
is found to be ∼12 for both spin states. Similar considerations for gCoH(r) are shown in
Fig. S9(b). This observation indicates that, upon the expansion of the Co-N bonds, the
water molecules on average come closer (∼ 0.1 Å) to the Co-center but their total number
in the first solvation shell remains constant. Finally, Fig. S9(c) shows that, relative to the
H, the O come slightly closer to the positive Co centre in the HS spin with respect to the
LS spin, representing a general rotation of the water molecules upon the spin transition.

VII. ENERGETICS

The laser pump energy absorbed by the solute molecules and the subsequent temperature
increase of the solvent due to non-radiative relaxation of the solute can be estimated from
experimental parameters, as detailed in [1]. Given a square X-ray spot size of dX-ray = 50 µm,
a path length (through the 45 ◦ tilted liquid sheet) of l = 140 µm and a sample concentration
of c = 20mM, the number of molecules NV in the probed volume can be calculated as:

NV = c ·NA · d2
X-ray · l = 4.2 · 1012
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Figure S9. a-b: LS and HS RDFs g(r) of the water oxygen (a) and hydrogen (b) atoms with

respect to the Co atom (solid line, left y-axis) and coordination number cn(r) (dashed lines, right

y-axis) c: ratio of the Co-H to the Co-O coordination number in the LS and HS state, describing

the orientation of the water molecules with respect to the Co center.

where NA is Avogadro’s number. Given an excitation fraction of 34 %, as found in our
analysis, the number of excited molecule is then:

Nexc. = 0.34 ·NV = 1.4 · 1012.

By assuming a linear regime such that each of these molecules absorbed one 530 nm photon
(2.3 eV per photon), the energy per unit volume released to the solvent after non-radiative
decay of the solute species would be:

Edep. = Nexc. · 2.3 eV
(50 cm)2 · l

= 1.5 J/cm3.
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The specific heat capacity of water is Cp = 4.18 J· cm−3 · K−1 and the average temperature
change in the volume probed by the X-ray would then be expected to be:

∆T = Edep.

Cp

= 0.38 K

which is lower than the 0.84 K found from the analysis of the experimental dataset (Tab. S2).
This we interpret as an indication that multi-photon excitation of the sample (solute and
solvent) may be present and should be taken into account in the analysis. That such higher-
order processes appear to be active is not surprising, as the excitation laser intensity is quite
high. Given a laser pulse length of 70 fs and a laser pulse energy of 70 µJ focused on a spot
of diameter of d = 150 µm (FHWM), the peak irradiance will be 3.5 TW/cm2.

In order to further investigate the robustness of the results presented in the main article
in the presence of multi-photon absorbtion, a second dataset with significantly lower laser
power, 20 µJ ( i.e. at a peak irradiance of 1 TW/cm2), was subjected to the same analysis
as that presented in the main text (Eq.5). For this dataset, we find an excitation fraction of
19 % and a 0.2 K temperature increase, as shown in Fig.S10(a). From the same energetics
calculations as above, a temperature increase of 0.2 degrees indicates that the 20 µJ data
set represents the response in the linear, one-photon excitation regime. Fig.S10(b) shows
that the Co-N bond length dynamics results obtained from the analysis of the 20µJ dataset
are essentially the same, but with more noise, than those obtained from the 70µJ dataset
and presented in the main article.

As discussed in detail in our previously published LCLS studies, the presence of multi-
photon excitation can result in very significant local heating of the solvent [11]. This may
in turn lead to a breakdown in the assumption that the changes in scattering due to the
temperature response of the aqueous solvent can be well described by a single, linearly
scaled solvent differential. However, as also described in our recent work [11], the model
describing the changes in solvent scattering can be readily extended to include a second-
order term ∂2S (Q)

∂T2

∣∣∣∣∣
ρ

which can be obtained from either MD modelling or from experiments

[12]. Including this contribution in the full model, we found that it contributed at most 5
% of the measured difference signal and it was found to have no discernible impact on any
of the results presented in this work. Including the second order solvent differential in the
analysis of the 20 µJ indicated no contribution.
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Figure S10. a: Time evolution of the temperature increase of the bulk-solvent after photoexcitation

of the sample with a 20 µJ (red) or a 70 µJ (black) laser pulse. b: Time evolution of the changes

in the Co-N bond length distance from the ground to the excited state after after photoexcitation

with a 20 µJ (red) or a 70 µJ (black) laser pulse.

VIII. DFT CALCULATIONS

The DFT calculations were carried out with the ORCA program package [13, 14], utilizing
the gradient-corrected BP86 exchange correlation functional [15, 16] in combination with the
TZVP basis set. Solvent effects were approximated by the application of the conductor-like
screening model (COSMO) using the relative permittivity of water (ε = 80.4). Vibrational
frequencies were calculated as second derivatives of the electronic energy, and were all found
to be positive, confirming that the optimized geometries at the BP86/TZVP level correspond
to true minima of the corresponding potential energy surfaces (PES). Movie S1 shows the
breathing mode of the HS state of [Co(terpy)2]2+, using the vectors and the frequency (92
cm−1) obtained from DFT calculation. From the same calculation, Movie S2 shows the
’pincer-like’ mode found at 146 cm−1.

IX. EXPERIMENTAL SETUP AND DATA REDUCTION

The 20 mM aqueous solution of Co(terpy)2Cl2 was prepared according to the procedure
given in [17]. Fig.S11 shows the absorption spectrum of [Co(terpy)2]2+Cl2 in water. For
the experiment, the solution was pumped through a sapphire nozzle producing a 100 µm
flat liquid sheet flowing in the vertical direction and inclined at 45◦ to the (nearly) collinear
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Figure S11. UV-Vis absorption spectrum of [Co(terpy)2]2+ in water.

co-propagating laser and X-ray beams. The flow rate (ca. 1 mm/ms) was sufficient to fully
replace the sample between successive X-ray pulses at the 120 Hz repetition rate of the LCLS
facility. The laser system produced 70 µJ pulses at 530 nm with 70 fs pulse width (FWHM)
and 7.5 nm bandwidth (FWHM). It was focused onto a 150 µm diameter spot (via a CaF2

lens with 750 mm focal length). The 8.3 keV X-ray probe pulses (with ∼1012 photons/pulse
on average) were focused to a (50 µm)2-size square spot and overlapped with the pump
laser at the sample position. The laser excited the sample synchronously for every probing
X-ray pulse, except for every 5th pulse, where the laser beam was dropped before the sample
position, so that the static structure of the sample with only ground state species present
could be repeatedly measured during the sequence of pump-probe XDS measurements. The
acquired 2D scattering patterns were corrected for artefacts due to X-ray pulse energy and
intensity shot-to-shot jitter following the procedure described by van Driel et al. [18]. The
patterns were then corrected for X-ray polarization, solid-angle and absorption through
the liquid sheet. The radially integrated scattering signal from each pattern was scaled to
the total 1D scattering signal calculated in electron units for a liquid unit cell, which, in
the present experiment, consists of one solute molecule, 2777 water molecules and two Cl
atoms. The full Q range [0.5 - 3.5] Å−1 was used as scaling interval and the so-obtained
scaling factor was then used to scale each 2D pattern. Individual 2D difference scattering
images were obtained by subtracting the laser-off from the laser-on scattering patterns. In

18



order to extract the temporal behaviour during a time-delay scan between laser and X-ray
pulses, the time-corrected images (using the XPP timing tool [19]) were sorted into ∼23
fs wide bins with 600 difference scattering patterns being averaged in each. 1D isotropic
and anisotropic difference scattering signals were extracted from each of these averaged 2D
difference patterns. For the set of measurements described here, the relative intensity of the
difference signal was on the order of 0.1 % of the total scattering signal.
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