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New validation of global, nonlinear, ion-scale gyrokinetic simulations (GYRO) is carried out for
L- and I-mode plasmas on Alcator C-Mod, utilizing heat fluxes, profile stiffness, and temperature
fluctuations. Previous work at C-Mod found that ITG/TEM-scale GYRO simulations can match
both electron and ion heat fluxes within error bars in I-mode [White PoP 2015], suggesting that
multi-scale (cross-scale coupling) effects [Howard PoP 2016] may be less important in I-mode than
in L-mode. New results presented here, however, show that global, nonlinear, ion-scale GYRO
simulations are able to match experimental ion heat flux, but underpredict electron heat flux (at
most radii), electron temperature fluctuations, and perturbative thermal diffusivity in both L- and I-
mode. Linear addition of electron heat flux from electron scale runs does not resolve this discrepancy.
These results indicate that single-scale simulations do not sufficiently describe I-mode core transport,
and that multi-scale (coupled electron- and ion-scale) transport models are needed. A preliminary
investigation with multi-scale TGLF, however, was unable to resolve the discrepancy between ion-
scale GYRO and experimental electron heat fluxes and perturbative diffusivity, motivating further
work with multi-scale GYRO simulations and a more comprehensive study with multi-scale TGLF.

I. INTRODUCTION

With a new generation of fusion devices on the horizon,
the need for steady state scenarios operating with high
energy confinement, but low impurity confinement (to
avoid fuel dilution and radiative losses), is apparent. The
I-mode [1] is a high energy confinement regime of plasma
operation that is regularly obtained on the Alcator C-
Mod tokamak [2]. I-mode plasmas have electron and ion
temperature pedestals similar to those of H-mode, but
have a density pedestal similar to L-mode. I-mode plas-
mas achieve energy confinement times comparable to or
exceeding H-mode, without as strong of a confinement
time degradation with increased input power. Despite a
natural lack of ELMs [3], I-mode does not suffer from H-
mode-like impurity accumulation, even in a metal-walled
machine such as Alcator C-Mod [4Hg].

I-mode is generally run with the ion B x VB drift away
from the active X-point (unfavorable VB drift), which
enables more robust access to the I-mode confinement
regime [5]. I-mode appears in a power window between
L-mode and H-mode, and it has been found that this
power window opens up significantly at higher magnetic
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field [7]. Alcator C-Mod can operate between 2.1 and 8
T. I-mode is accessible below 3 T, but even small power
increases generally lead to an H-mode transition. The
operating window is much wider at 5.4 T (C-Mod’s stan-
dard field), and no I-H transitions have been observed at
8T, even with full input power [7]. Despite this smaller
operating window at lower magnetic field, I-mode has
also been observed on both ASDEX Upgrade [8, 9] and
DIII-D [10].

The properties of I-mode outlined here make it quite
a favorable candidate for an operating regime on future
fusion devices, such as ITER or another high field burn-
ing plasma experiment. For this reason, it is vital to
understand the core transport in I-mode plasmas (both
experimentally and with models) and, in doing so, en-
able accurate predictions for future devices. Significant
progress has been made in recent years toward validating
gyrokinetic and gyrofluid models in L- and H-modes, but
relatively little work has focused on I-mode (see [II] for
experimental work and [I2] for comparisons with gyroki-
netic simulations). This paper focuses on validation of
the gyrokinetic model as implemented in the code GYRO
[13] in L- and I-mode plasmas, as well as making com-
parisons between experiment and the reduced gyrofluid
model TGLF [14].

This validation study is further motivated by the rela-
tively recent discovery of the importance of ‘multi-scale’
effects in gyrokinetic simulations [I5]. To date, most
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work with gyrokinetic validation has utilized ‘ion-scale’
simulations, which capture the effects of long-wavelength
(kops < 1.0) turbulence such as the ion temperature gra-
dient (ITG) mode and the trapped electron mode (TEM),
ignoring contributions from electron scales (kgps > 1.0)
such as the electron temperature gradient (ETG) mode.
We define ky as the poloidal wave number and ps =
s/, as the ion gyroradius evaluated with the ion sound

speed (where ¢ = /T./m; is the ion sound speed and
Q.,; = eB/m, is the ion gyro-frequency).

Recently however, it has been demonstrated that one
cannot simply add the effects of the two single scale sim-
ulations linearly in many plasma conditions, and that
cross-scale coupling between the different types of tur-
bulence plays an important role in the overall plasma
dynamics [IEHIS]. Proper characterization of these ef-
fects requires ‘multi-scale’ simulations (with realistic elec-
tron mass), which simultaneously capture electron and
ion scales. It has been shown that in an Alcator C-Mod
L-mode plasma the inclusion of multi-scale effects can re-
solve discrepancies between values of ion heat flux, elec-
tron heat flux, and perturbative thermal diffusivity from
experimental measurements and those calculated from
ion-scale GYRO simulations [16].

Unfortunately, these multi-scale GYRO simulations
are incredibly computationally expensive, requiring
around 100 million CPU hours for a validation study.
Due to these massive resource requirements, the present
study will use ion-scale GYRO simulations for the gyroki-
netic validation study, and then will investigate multi-
scale effects with the TGLF gyrofluid code, which has
recently been tuned to take these into account [19].

The remainder of this paper is organized as follows.
Section [[I] will outline the experimental methods used
in this validation study, as well as present some of the
important measurements made in both L- and I-mode.
Section [[I] then describes the global, nonlinear, ion-scale
GYRO simulations performed as part of this study and
compares the GYRO results to the experimental mea-
surements. Section [[V] investigates the possible impact
of multi-scale effects on the plasmas described in this
study through comparisons with TGLF simulations. Fi-
nally, Section [V] discusses the implications of the results
of this validation study, both for the comparison of L-
and I-mode plasmas and the validation of GYRO and
TGLF, and presents open questions to motivate further
research in this area.

II. EXPERIMENTAL METHODS AND
RESULTS

A. Machine and Diagnostics

Alcator C-Mod is a high field (2.1 - 8.0 T), high perfor-
mance, compact (a =0.22 m, R = 0.67 m), diverted toka-
mak with high-Z plasma facing components [2]. All of
the experimental data discussed in this paper was taken
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FIG. 1: Time traces of RF power, central electron
temperature, edge electron temperature, and line
averaged density for the shot analyzed in this study.
The L-mode period of the shot analyzed here is
highlighted in blue. The I-mode period of interest is
highlighted in red.

from a single discharge (shot 1120921008), which under-
goes a transition from L-mode to I-mode. The plasma
parameters are: n, = 0.7 — 0.8 - 1020m =3, I, =11MA,
B; = 5.4T, and qg95 = 3.2. This shot was run with the ion
B x VB drift away from the active X-point (unfavorable
VB drift). In addition to ohmic heating, auxiliary ion
cyclotron range of frequency (ICRF) heating is applied,
initially at 1.6 MW, and then stepping up to 3.5 MW,
which initiates the transition to I-mode (moderate power
for Alcator C-Mod operation).

Only times when the plasma was in a stationary L-
mode or stationary I-mode were analyzed. The energy
confinement time was approximately 30 ms (Hog o =
0.65) in L-mode and 40 ms (Hog 2 = 0.95) in I-mode
in this discharge, so the analysis periods span multiple
energy confinement times in both regimes. Time traces
of this discharge are shown in Figure [T}

This particular discharge was designed to have a clean
transition from L-mode to I-mode in the same plasma
and to include the large range of diagnostics required for
proper power balance calculation and comparison to gy-
rokinetic simulation. Electron temperature profiles were
measured with a grating polychrometer (GPC) electron
cyclotron emission (ECE) diagnostic [20]. Thomson scat-
tering also measured the electron temperature profile, as
well as the electron density profile [21I]. Ion temperature
profiles and the toroidal rotation were measured with a
high resolution x-ray crystal spectrometer (XRCS) [22].

Electron temperature fluctuations were measured with
a correlation electron cyclotron emission (CECE) ra-
diometer, described in [23] and [24]. Tunable bandpass
filters and a small beam spot size allow the CECE diag-



nostic on C-Mod to measure local turbulent fluctuations
below kgps < 0.3 in the region between r/a = 0.7 and
r/a = 0.9 in a wide variety of plasma conditions. Three
pairs of two channels measure fluctuations at different
radial locations simultaneously.

For the purposes of this study, 150 ms of time averaging
was used for both the L-mode and I-mode portions of
the shot in question. This was done both to allow for
sufficient signal to noise ratio for the CECE diagnostic,
and to improve the fidelity of temperature, density, and
rotation profiles for input to TRANSP and GYRO. For
the remainder of this paper, the L-mode portion will refer
to the time range from 0.85 to 1.00 s. Similarly, the I-
mode portion will refer to the time range from 1.15 to
1.30 s. These time ranges were chosen such that they
were relatively close temporally, to minimize unintended
changes in plasma parameters, but also such that both
time periods were fairly steady in time.

Magnetic field, plasma current and the go5 were very
steady through the transition from L-mode to I-mode.
The density did slightly rise with the increase in RF
power, as seen in Figure |1, which must be kept in mind
when examining diagnostic data. This relatively small
change in density is not uncommon in I-mode (due to
the RF power increase), and is entirely distinct from the
sharp rise in density associated with the transition to
H-mode.

B. Analysis Methods and Experimental Results

Power balance analysis for the above plasma was per-
formed with the TRANSP code [25]. Input profiles
of electron and ion temperature, electron density, and
plasma rotation were measured with the diagnostics de-
scribed above, and fits to the temperature and density
profiles are shown in Figure Also shown in Figure
are the relevant turbulence drive terms, the normalized
temperature and density gradients. TRANSP then takes
these and other inputs, and solves for the power balance
equilibrium of the shot in question.

This study will focus primarily on the radial region
well outside of the sawtooth mixing radius (r/a > 0.6)
and inside of the edge-pedestal region (r/a < 0.9), as is
indicated on the profiles shown in Figure 2] Evolution of
the electron temperature profile tends to be dominated
by the sawteeth inside of the sawtooth mixing radius. In
addition, careful fits of the edge profiles are required for
adequate analysis of transport in the edge, and since this
study focuses primarily on core transport, such fits were
not performed. Such edge analyses have been carried out
in the past, such as in [4].

The next section will show the heat fluxes calculated
with TRANSP, and will compare them to the results of
GYRO simulations.

Uncertainties on the turbulence drive terms were ap-
proximately 22% for a/Lr., 40% for a/Ly;, and 30% for
a/Lye over the analysis region, calculated from diagnos-
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FIG. 2: Input profiles for TRANSP and GYRO
analysis. In all plots, L-mode is blue and I-mode is red.
Fits to the electron temperature, ion temperature, and

electron density are shown on the left. Uncertainty is
represented by the shaded regions around each curve, in
the same color as the curve. The green highlighted
region is the radial range in which detailed transport
analysis is performed. The right plots display a/Lre,
a/Ly;, and a/L,,. (turbulence drive terms) in the radial
range from p; = 0.60 to 0.90 (the region highlighted in
green on the left).

tic and time uncertainty. In addition, uncertainties on
all input profiles were propagated through the governing
equations of TRANSP in order to obtain the uncertain-
ties displayed on the heat flux profile outputs.

Even before a detailed quantitative analysis, the pro-
files shown in Figure[2imply some qualitative differences
between turbulence in L- and I-modes. Generically, one
sees that all three turbulence drive terms plotted here
(a/Lre, a/Ly; and a/Lye), decrease from L- to I-mode.
Further analysis also shows that the turbulence suppres-
sion term (Ygx p) increases (see Table . These two ef-
fects combined suggest that turbulence should decrease
in the core of I-mode compared to that in L-mode. In
order to measure this turbulence, this study will utilize
the CECE diagnostic described above.

The CECE diagnostic data is analyzed using relatively
standard time history analysis techniques, which are out-
lined in [26]. The coherence, vy, between neighboring ra-
diometer channels is calculated and then used to calcu-
late the temperature fluctuation level of the plasma at
that location, T'/T.

We define the coherence as the cross-spectral den-
sity function normalized by the two autospectral density
functions (see page 147 of [26]):
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where Gy is the cross-spectral density function be-
tween channels x and y, and Gj; is the autospectral den-
sity function of channel i.

The total temperature fluctuation is then:

T Buig /f2
T Bir Jy, Vaydf (2)

where By, is the signal bandwidth (fo — f1), Brr is
the intermediate frequency bandwidth (the bandwidth of
the bandpass filters used in the CECE system), and f;
and fy define the frequency range over which to inte-
grate the coherence. This is equivalent to Equation 7 in
[27], rewritten in terms of ~y,, instead of the cross-powers
and auto-powers separately. See [28] and [29] for earlier
derivations of this and the following formulae.

We note here that both plasma time periods under con-
sideration here are optically thick [30] at all three radial
locations, and so the fluctuations in the CECE output
can be interpreted as electron temperature fluctuations.

As described in [23] 24] 27, 28], there exists an in-
strumental sensitivity limit for CECE diagnostics. This
equation places a limit on T'/T below which temperature
fluctuations cannot be differentiated from thermal noise.
This limit is given by:

T 1 2By 3)
T llimit \/N B[F
where
N = 2B,;qAt (4)

Again, By is the IF bandwidth and By is the signal
bandwidth. In addition, B,;q is the video bandwidth
(the bandwidth of the digitized signal) and At is the
measurement time window. This instrumental sensitivity
limit is based on thermal noise inherent in the plasma
(photon statistics).

In addition to the instrumental sensitivity limit, there
also exists a statistical sensitivity limit, which is inherent
in the statistical techniques used here (the integration of
coherence). This limit is described on page 333 of [26] as
the bias error. The limit is:

T B f2
Tl >\ 52 [ o000 )
where:
1
b(f) = ;d(l —V2y)? (6)

in which ny4 is the number of independent ensemble
averaging windows.
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FIG. 3: CECE temperature fluctuation spectra. (a)
shows the fluctuation spectrum for L-mode and (b)
shows I-mode. The three colors are three radial
locations in the plasma. Blue is p; = 0.80, green is
pt+ = 0.84, and red is p; = 0.89. Uncertainty is
represented by the shaded region around each line,
calculated from page 334 of [26].

It is the larger of the two sensitivity limits that deter-
mines the smallest measurable temperature fluctuation.
Both of these limits depend on the time period over which
the measurement is performed, and can be decreased by
expanding this period. This study, however, was con-
strained in the time period due to the desire to look at
an L-mode and an I-mode in the same discharge (shot-
to-shot comparisons introduce other possible difficulties).
For the parameters of this study, the instrumental sensi-
tivity limit is 0.24%, while the statistical sensitivity limit
is 0.69%. Therefore only measured temperature fluctu-
ations above 0.69% are reported to be true temperature
fluctuations.

The fluctuations from the L- and I-mode time periods



Location | L-mode % I-mode %
pe =0.80| 0.85% | <0.69%
pt = 0.84 1.14% < 0.69%
pe = 0.89] 1.36% 0.83%

TABLE I: Total electron temperature fluctuations
measured with CECE in L- and I-mode plasmas at
three radial locations. Uncertainty of +0.2% (0.2

percentage points of % ). Sensitivity limit is 0.69%.
Coherence is integrated from 0 to 200 kHz in L-mode
and 300 to 500 kHz in I-mode.

of the shot analyzed in this paper are shown in Figure
The calculated T'/T values for each of the three radial
locations at which measurements were made in both L-
and I-mode are collected in Table [[I This data reveals
that the fluctuations decrease at all three radial locations
(p+ = 0.80, 0.84, and 0.89, where p; is the square root
of the normalize toroidal flux) after the transition from
L-mode to I-mode. In the two inner radii, the signal
drops below the sensitivity limit, described above, in I-
mode. This decrease in turbulence at all radii in this
region is consistent with the decrease in turbulence drive
terms and increase in suppression, as shown in Figure
and is also consistent with previous work [IT], 12]. The
turbulent spectra shown here will be compared to the
results of gyrokinetic simulations in the next section.

Finally, the electron perturbative thermal diffusivity,
xEert, of the plasma was measured via the partial saw-
tooth heat pulse propagation method [31I]. The pertur-
bative thermal diffusivity differs both in definition and
value (in many plasmas) from the power balance thermal
diffusivity, xZ'? [32]. The power balance thermal diffu-
sivity governs the steady state transport of heat through
the plasma, and is defined as:

PB __ Qe
Xe = L VT, (7)

where Q. is the electron heat flux, VT, is the electron
temperature gradient, and n. is the electron density [32)].
Note that later in this paper, the subscript e may be
dropped, but all diffusivities refer to electron thermal
diffusivities.

On the other hand, the perturbative (also called in-
cremental in some literature) thermal diffusivity governs
the propagation of heat pulses and is defined as [32]:

pert _ i aQE
© ne OVT,

(®)

This definition reveals that x?¢"* is related to the pro-
file stiffness of the plasma, where stiffness is the incre-

mental change in flux for an incremental change in gra-
dient, above the critical gradient [33].

In order to measure the perturbative thermal diffusiv-
ity, heat pulses generated by the partial sawtooth crash
are tracked as they propagate radially outward in the
plasma on the various channels of an ECE diagnostic.
The use of partial sawteeth avoids contamination of the
heat pulse data with the ‘ballistic effect’ that affects
full sawtooth-generated heat pulses [34]. The pertur-
bative thermal diffusivity is then calculated using the
“Extended-Time-to-Peak” method [35], 36]. This relates
the perturbative diffusivity to the velocity of the peak of
the heat pulse, as well as the decrease in amplitude of
the heat pulse as it moves radially outward.

The values of perturbative diffusivity measured with
this method are inherently a radial average over the re-
gion in which the heat pulse propagates. For the study
here, this is in the region between r/a = 0.64 and 0.84.
This radial range was chosen to avoid the region too close
to the partial sawtooth mixing radius, while also ensur-
ing sufficient signal-to-noise ratio, as the heat pulse mag-
nitude is too small near the pedestal to make reliable
measurements of the pulse propagation.

For the plasma presented here, the measured pertur-
bative thermal diffusivity was x2°'* = 4.0 & 0.6m?/s in
L-mode and x?¢"* = 4.3+0.9m?/s in -mode. While these
values are the same to within experimental uncertainty
for this plasma, past work has revealed that I-mode gen-
erally has a higher perturbative diffusivity than L-mode
[31].

This does not contradict the fact that I-mode is a
high confinement regime, since the perturbative diffu-
sivity measures profile stiffness, not the overall confine-
ment. The power balance diffusivity is lower in I-mode
than in L-mode (xY2 = 1.4 £ 0.4m?/s in L-mode and
xFB =1.040.3m?/s in I-mode), though again, not quite
outside of uncertainty. Even though I-mode is a high con-
finement regime (Hyg 2 = 0.95), one would not expect
the factor of 2 decrease that one observes in xI'B after
the transition from L-mode to H-mode. xIZ depends
inversely on density and H-mode tends to have a strong
density increase while I-mode does not [12].

III. COMPARISON TO NONLINEAR GYRO
RESULTS

This section compares experimental ion heat flux, @;
(from TRANSP), electron heat flux @), (from TRANSP),
electron temperature fluctuations (from CECE) and per-
turbative thermal diffusivity, x2"* (see Equation |8 from
partial sawteeth), to global (r/a = 0.65 - 0.9), nonlin-
ear, ion-scale GYRO simulations. After presenting these
comparisons, this section will summarize the conclusions
that one can draw from these results.

GYRO is an Eulerian gyrokinetic code exhibiting high
physics fidelity [I3]. All inputs to the simulations were
obtained directly from experiment. These simulations



TABLE II: A list of GYRO parameters for the initial
(final) simulations are shown for the L- and I-mode
plasmas. If no final simulation value is indicated, it is
identical to the initial value. Values are shown at
r/a = 0.8, though they vary throughout the global
simulation domain. a/Ly, was adjusted down by 1% in
L-mode and down by 29% in I-mode at this radius to
match ion heat fluxes (within the experimental
uncertainty of 40%).

L-mode I-mode
r/a 0.8 0.8
ne(1020m=3) 0.94 1.14
T. (keV) 0.76 1.26
a/Ln 1.67 0.97
a/Lr, 5.81 3.60
a/Lz, 4.79 (4.75)[3.18 (2.27)
a/Lz,,, |4.79 (4.75)|3.18 (2.27)
Ti/T. 1.12 0.83
no /e 0.758 0.830
NImp/Ne 0.018 0.015
Zeg 3.90 2.70
Vei (a/cs) 0.29 0.13
Ro(r)/a 3.05 3.05
A=dRo(r)/dr | -0.08 -0.11
q 1.92 2.03
§=r dln(q)/dr 2.13 2.13
K 1.30 1.30
sg=r dln(k)/dr 0.27 0.30
§ 0.20 0.21
ss=r dé/dr 0.46 0.50
vExB (a/cs) 0.0009 0.0524
Yo (a]cs) 0.006 0.405
P =ps/a 0.0022 0.0028
ajcs (us) 0.91 1.17

included three kinetic species (gyrokinetic ions and im-
purities, and drift-kinetic electrons), realistic geometry
with Miller parameterization, rotation effects (including
E x B shear), electron-ion and ion-ion collisions, and elec-
trostatic turbulence (electromagnetic effects are ignored
due to the very low § of this plasma). The simulation box
size was approximately 105 by 120 ps in the radial and
binormal directions, and included 28 toroidal modes and
approximately 500 radial grid points (for a grid spacing of
~ 0.25p5). These simulations captured long wavelength
turbulence (ITG/TEM) up to kgps of approximately 1.3.

A summary of the inputs to GYRO at r/a = 0.8 for
both L- and I-mode is given in Table [}

In order to perform global simulations using the GYRO
code, benign buffer regions were employed. For the sim-
ulations reported here, these buffers were approximately
13 (8) ps wide on the inner (outer) regions of the I-
mode simulation and approximately 11 (8) ps wide for
the L-mode simulation. Default values for the buffer re-
gion sources were used, with the source annihilation rate,
Vsource = 0.1¢s/a. For more details on the buffer regions,
see [37].
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FIG. 4: Linear growth rate analysis of turbulent drive
terms in L-mode. At long wavelengths, ITG dominates,
while at short wavelengths ETG is unstable. Analysis
results shown from r/a = 0.8. Similar results for I-mode.

To determine the dominant turbulent drive terms, lin-
ear growth rate analysis was performed, the results of
which are shown in Figure [4f for L-mode (I-mode results
are similar). At long-wavelengths, the ITG mode is dom-
inant, which implies that a/Ly; is the dominant turbu-
lence drive term in this regime. In order to obtain ion
heat flux-matched simulations, the experimentally mea-
sured a/Ly; was varied within the diagnosed experimen-
tal uncertainty (40%) to match the power balance value
of the ion heat flux. As will be discussed later, it may be
that in future validation studies, multiple input param-
eters will need to be varied simultaneously, but limited
computational resources make variation of only the dom-
inant drive term most economical. This method is con-
sistent with past validation studies of gyrokinetic codes
on Alcator C-Mod, where ITG is typically dominant in
most L-, I, and H-mode plasmas [I1], 12} 15} 38 [39].

Once ion heat flux-matched simulations were obtained,
scans of a/Lr. enabled the measurement of the pertur-
bative thermal diffusivity, calculated with Equation [§]

While particle transport was not the focus of this
study, analysis was performed for both the L- and I-
mode plasmas considered here. Following the approach
outlined in [40], two trace (0.0001n.) impurity species
(Z=18, A=40) were introduced into the ion heat flux-
matched global simulations, and the impurity diffusion
and convection were extracted. Similar levels of diffu-
sion, convection, and peaking were found over the simu-
lated radial region in both L- and I-mode, consistent with
measured impurity confinement times in L- and I-mode
[1]. More detailed comparison between experimental par-
ticle transport levels and simulation will be addressed in
future work, and must take into consideration recent ad-
vances in the techniques for constraining experimental
measurements of the diffusive and convective transport
coefficients [41].
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FIG. 5: Comparison of experimental electron and ion
heat fluxes to GYRO results in the L- and I-mode
periods. Ion heat flux is shown on the left, electrons on
the right. L-mode is shown on the top in blue, I-mode
on the bottom in red. Experimental uncertainty is
represented by the shaded regions. Global GYRO
results are shown in black, with uncertainty represented
as a shaded region. Local GYRO shown in gray.

A. Power Balance

The first comparison between experiment and GYRO
is the electron and ion heat fluxes, characterizing the
plasma power balance. The heat flux comparison is
shown in Figure [}] The experimental heat fluxes in the
figure are from TRANSP output and are represented in
blue for L-mode and red for I-mode. The GYRO results
are shown in black. Shaded regions represent uncertain-
ties.

Figure[5|reveals that the GYRO simulations are able to
match the ion heat flux within experimental uncertain-
ties throughout the radial range of the global simulation
in both L- and I-mode. In contrast, GYRO robustly un-
derpredicts the electron heat flux at all radii in L-mode.
In I-mode, GYRO underpredicts the electron heat flux
between r/a of 0.65 and 0.8, but is able to match the ex-
perimental values within uncertainty between r/a of 0.8
and 0.88.

As an additional check of the accuracy of these global
simulation heat fluxes, local nonlinear GYRO simulations
were performed at various radii within the global radial
range, and exhibit excellent agreement (within 10%) with
the global results. Results of local GYRO runs at r/a =
0.85 are shown in Figure

The systematic underprediction of electron heat flux
in Alcator C-Mod L-mode plasmas is well documented
[15, [16]. The only previous set of GYRO simulations of
I-mode plasmas in Alcator C-Mod found a similar trend

with the electron heat flux. A local simulation at r/a
of 0.6 underpredicted the electron heat flux, but a lo-
cal simulation at r/a = 0.8 agreed within experimental
uncertainty [12].

One additional source of electron heat flux is high-k
ETG turbulence, which the linear analysis in Figure []
shows to be unstable. For this reason, local nonlinear
electron-scale GYRO simulations were performed for the
L- and I-modes at r/a = 0.8. The electron-scale simu-
lation box size was approximately 9 by 6 ps in the ra-
dial and binormal directions with a grid spacing of 2p,.
These simulations captured short wavelength turbulence
(ETG) up to kgps of approximately 56. Other inputs are
the same as in Table [l

These simulations reveal that ETG drives a non-
negligible amount of electron heat flux, but that it only
accounts for approximately 10-20% of the experimental
heat flux, not nearly enough to resolve the discrepancy
between the simulation and the experiment. Specifi-
cally, in L-mode the experimental electron heat flux at
r/a = 0.8 was approximately 0.31MW/m?. The ion-
scale contribution, shown in Figure [5] was approximately
0.14MW/m?, while the electron-scale contribution to the
electron heat flux was only 0.03MW/m?2. Added linearly,
the ion- and electron-scale simulations underpredict the
experimental electron flux by more than 45% at this ra-
dius, which already has closer agreement to experiment
than most other radii. I-mode shows similar results.

As stated above, such linear addition of single-scale
simulations is generally not a valid approach to com-
bining these two scales, as cross-scale coupling can lead
to heat fluxes that differ significantly (both higher and
lower) from linear addition of two scales [I5]. The exact
results are highly dependent on the specific plasma condi-
tions and can only be assessed accurately with multi-scale
gyrokinetic simulations.

B. Fluctuations

In order to compare the experimental electron temper-
ature fluctuation spectra to the output of GYRO, one
must first apply a synthetic diagnostic to the simula-
tion results. This synthetic diagnostic accounts for the
finite spot size (assumed Gaussian with L, = 1.2ecm and
L. = 0.64cm [24]) and k-sensitivity of the physical di-
agnostic, as well as the effects of plasma rotation. In
addition, the synthetic diagnostic includes the effects of
the physical diagnostic k-spectrum sensitivity. The spe-
cific implementation of the synthetic CECE diagnostic
used in this study is described in [42].

The results of the fluctuation spectra comparison at
pt = 0.80 are shown in Figure [f] GYRO underpredicts
the electron temperature fluctuations fairly significantly
in L-mode, predicting a level below the sensitivity limit,
T/T < 0.69% (calculated by integrating over all frequen-
cies), as opposed to the experimental level of f/ T =0.83.
This is in contrast to past work with L-mode plasmas,



1.0 le=7 Ptor — 0. 80 ‘
= GYRO
= Experiment
__ 08
T
T’E, 0.6
g
8 04 Sensitivity Limit |
@
o
= 0.2
0'00 100 200 300 400 500
kHz
(a) L-mode.
1.0 le=7 Ptor — 0. 80 ‘
= GYRO
== Experiment
08 |
£
= 06
g
S 04 Sensitivity Limit |
@
e
O

0.2

0 500

FIG. 6: Comparison of experimental electron
temperature fluctuation spectra measured with CECE
to the output of GYRO in L- and I-mode. L-mode is
shown in (a) in blue, and I-mode is shown in (b) in red.
The shaded regions represent experimental uncertainty.
GYRO results are shown in black. The sensitivity limit
is shown as a dotted black line.

that showed that even when the electron heat flux was
underpredicted, GYRO still agreed quite closely with the
electron temperature fluctuation spectrum [42].

The plasma rotation was varied within the experimen-
tally measured uncertainty for the L-mode case in order
to obtain the best possible match of the spectrum shape.
As described above, this is done as part of the synthetic
diagnostic. This variation was not, however, able to ob-
tain any closer agreement with the fluctuation spectrum
than what is shown in Figure [6]

In I-mode, GYRO also predicts a fluctuation level be-
low the sensitivity limit. Since the experiment also mea-
sured a temperature fluctuation level below the sensitiv-
ity limit, the most that can be said about the I-mode is
that the GYRO results are not inconsistent with experi-
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FIG. 7: Plot of GYRO calculated electron heat flux, Q.,

against electron density, n., times electron temperature

gradient, VT,. L-mode is in blue, [-mode is in red. The
circled points are the base case ion heat flux-matched
simulations and the other points are scans of a/Lr.
around these simulations. The slope of the fit to the
GYRO results (solid lines) is the GYRO value of the
perturbative thermal diffusivity, X%y o The dotted

lines represent the experimentally measured X%e;;.

ment.

C. Perturbative Diffusivity

This study will now compare the experimental and
simulated perturbative electron thermal diffusivities. As
described above the perturbative diffusivity was mea-
sured experimentally with partial sawtooth heat pulses.
In GYRO, a/Lt. was scanned about the experimental
value, using the ion heat flux-matched simulations as
the base case. To clarify, heat pulses were not simu-
lated in GYRO. The experimental heat pulse analysis
and the a/Lr. scans performed in GYRO measure the
same physical quantity, x?¢?, albeit in very different
ways [31], 34, 43, 44].

Figure [7] shows the results of the GYRO scans. The
figure is plotted as Q. vs n. VT, in order to have the phys-
ical units of x°"*, which are m?/s. The circled points are
the ion heat flux-matched simulations, and the points to
either side are the scans in a/Ly.. The slope of the solid
line (a fit to the GYRO data) is the GYRO perturbative

diffusivity x%y po- The slope of the dotted line is the ex-

perimental perturbative diffusivity X’;;;. In other words,

if the GYRO results agreed with experiment, one would
expect the GYRO scan points to lie along the dotted line,
rather than the solid line. The figure makes clear that
GYRO significantly underpredicts the perturbative diffu-
sivity in both L- and I-mode. The comparison is shown
more quantitatively in Table [[TI}

The values of perturbative diffusivity reported in Fig-
ure[7] and Table [[T]] are radially averaged over the GYRO
simulation domain. This was done in order to match



L-mode I-mode
XS (m? /8)|x2T (m? /)
Experiment| 4.0+ 0.6 4.3+09
GYRO 0.4 1.0
TGLF 0.7 0.6

TABLE III: Comparison of experimentally measured
Xrans GYRO XZify o, and TGLF X477 - in both L-
and I-mode. All values given in units of m?/s.

most closely to the experimental measurements, which
are radially averaged over approximately the same do-
main. This is inherent in the measurement of perturba-
tive diffusivity via the propagation of heat pulses [31].

D. Summary of GYRO Results

As a brief summary of these simulation results, GYRO
is able to match the ion heat flux in both L- and I-mode
across the global simulation domain. GYRO underpre-
dicts the electron heat flux in both L- and I-mode, though
it can match the I-mode electron heat flux at the outer
radii. In addition, GYRO also underpredicts the electron
temperature fluctuation level, as measured with CECE,
in L-mode. In I-mode both the experimental measure-
ment and the GYRO prediction are below the diagnostic
sensitivity limit, so the most that can be said is that
they do not disagree. Finally, GYRO underpredicts the
perturbative electron thermal diffusivity in both L-mode
and I-mode, though the underprediction is more severe in
L-mode (approximately an order of magnitude compared
to a factor of 4).

These discrepancies between simulation and experi-
ment may seem rather severe, but past work with L-
mode plasmas revealed that multi-scale physics (the cou-
pling of electron- and ion-scale turbulence) was able to
resolve the disagreement [I5] B1]. Multi-scale simulations
of GYRO were able to simultaneously match Q;, Q., and
XPe" within experimental uncertainties for an Alcator
C-Mod L-mode plasma [15]. Unfortunately, these multi-
scale GYRO runs are incredibly computationally expen-
sive, so this study will investigate the effects of multi-
scale physics using the reduced model TGLF [14] [19].

IV. COMPARISON TO MULTI-SCALE TGLF

TGLF is a reduced transport model, originally de-
scribed in [I4], but has recently been upgraded to in-
clude the cross-scale coupling found in multi-scale gy-
rokinetic simulations [I9]. As stated above, multi-scale
GYRO is computationally expensive, requiring approxi-
mately 100 million CPU hours for a validation study [15],
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FIG. 8: Comparison of experimental electron and ion
heat fluxes to TGLF results in the L- and I-mode
periods. Ion heat flux is shown on the left, electrons on
the right. L-mode is shown on the top in blue, I-mode
on the bottom in red. Experimental uncertainty is
represented by the shaded regions. TGLF results at
three radial locations are shown as black circles.

while multi-scale TGLF runs on the order of minutes.

The TGLF simulations in this study were run with the
same experimental inputs as the GYRO simulations, but
were run locally, at r/a = 0.64, 0.74 and 0.84. In order
to be consistent with the GYRO simulations, only a/Lr;
was varied within experimental uncertainty in order to
match the experimental ion heat flux. These simulations
included heat flux contributions from kgps up to 24, and
all used the SAT-1 version of TGLF, which includes the
multi-scale effects described above [19].

As with GYRO, this section will compare the experi-
mental Q; , Q. and X" to TGLF simulations.

A. Power Balance

The TGLF heat fluxes are compared to experimental
heat fluxes in Figure Like GYRO, TGLF is able to
match the experimental ion heat flux at all radii in L-
mode. In I-mode the two inner radii are well-matched,
and there is only a slight over-prediction at the outermost
radius.

Also like GYRO, TGLF underpredicts the electron
heat flux everywhere in L-mode and everywhere except
the outermost radius in I-mode. The TGLF electron heat
fluxes are closer to experiment than those predicted by
GRYO, but they still fail to match within experimental
uncertainty.

This underprediction of electron heat flux with multi-
scale TGLF SAT-1 contrasts with previous results, where



multi-scale TGLF was able to reproduce experimental
heat fluxes in an Alcator C-Mod L-mode plasma [I9].
We note that the conditions and radial locations studied
here differ from the previous investigation. Possible ex-
planations for this discrepancy will be discussed in the
next section.

B. Perturbative Diffusivity

In exactly the same manner as with GYRO, the per-
turbative diffusivity was extracted from TGLF by vary-
ing a/ Ly, around the ion heat flux matched simulations.
This was done at all three radial locations, and then the
three perturbative diffusivity values were averaged to-
gether for comparison with experiment. The results of
these scans are shown in Table [T1l

As with GYRO, TGLF severely underpredicts the per-
turbative diffusivity in both L- and I-mode. While the
TGLF prediction in L-mode is slightly closer to experi-
ment than GYRO (75% higher than GYRO), the I-mode
prediction is actually further away. This result indicates
that even multi-scale TGLF SAT-1 is not properly cap-
turing the plasma stiffness in either L- or I-mode.

C. Summary of TGLF Comparison

As with ion-scale GYRO, multi-scale TGLF simula-
tions varying only a/Lr; were able to match the exper-
imental values of @; (with the slight exception of the
outermost radius in I-mode), but underpredicted Q. and
perturbative diffusivity in both L- and I-mode. This
result was somewhat unexpected, since past work with
GYRO simulations revealed that the inclusion of multi-
scale effects was able to resolve the discrepancy in both
Q. and the perturbative thermal diffusivity in an L-mode
plasma [I5]. Multi-scale TGLF simulating that same
plasma was able to reproduce the GYRO results [19].

V. DISCUSSION AND OPEN QUESTIONS

The results of the validation study presented here raise
important questions about the role of cross-scale coupling
and multi-scale turbulence in high performance plasmas,
as well as about current modeling capabilities.

The first of these questions asks why multi-scale TGLF
simulations do not resolve the discrepancy in electron
heat flux and perturbative thermal diffusivity between
ion-scale simulations and experimental measurements.

There are a number of possible explanations for this
discrepancy, some of which are already under investiga-
tion as part of future work. First, it is possible that the
multi-scale TGLF used in this study does not fully cap-
ture the multi-scale effects in these plasmas. In other
words, multi-scale TGLF was tuned to the results of
multi-scale GYRO for a specific L-mode plasma and the
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immediately surrounding parameter space (see [19] for
more detail on the tuning procedure). It may be that
TGLF is well tuned to multi-scale GYRO in the parame-
ter range in [15], and so was able to reproduce multi-scale
GYROQO’s results for that plasma, but does not fully cap-
ture the multi-scale effects in the parameter space of the
plasmas used in this study. Unfortunately, investigation
of this possible explanation for the disagreement between
multi-scale TGLF and experiment would require multi-
scale GYRO runs, which, as was stated above, are enor-
mously demanding in terms of computational resources.
If this is the case, then this study may help identify which
regimes of plasma operation require multi-scale GYRO
simulations, and which can be sufficiently modeled using
multi-scale TGLF.

Another possible explanation for the discrepancy is
that one must simultaneously vary multiple TGLF (or
GYRO) input parameters, rather than just a/Lp;, in
order to correctly reproduce the experimental results.
Other possible inputs that may vary are a/Lre, a/Lye,
Zerg, Te/T;, E x B shear, v, v*, etc., which each have
their own experimental uncertainty and are known to
play important roles in determining the local stability of
both ITG and TEM turbulence. These values were not
varied in this study in order to be consistent with GYRO,
where only a/Lp; varied (multi-parameter scans are pos-
sible in GYRO, but require significantly more compu-
tations resources). In general, however, it may be that
only multi-parameter scans can correctly reproduce ex-
perimental results. One must be careful that these scans
are done self-consistently (i.e. one cannot change Z.s
without also changing collisionality). This work is al-
ready in progress, and initial results are promising.

Finally, it may be that additional effects must be in-
cluded in the GYRO or TGLF simulations in order to
properly capture all of the relevant physics. For exam-
ple, several recent experiments have shown that fast ions
may have a significant impact on tokamak microturblu-
ence, and must be included in gyrokinetic simulations to
properly reproduce the experimental transport [33, 45].
It may be that the simulations described in this study re-
quire the effects of fast ions to match experimental mea-
surements. The inclusion of fast ions in gyrokinetic sim-
ulations for the L- and I-mode described here are now in
progress.

In addition to exploring the possible reasons for the
discrepancy between multi-scale TGLF and experimental
measurements described above, another avenue of explor-
ing transport in I-mode involves expansion of this study
to additional machines. To this end, a new CECE diag-
nostic has recently been installed on the ASDEX Upgrade
tokamak [46]. This diagnostic will also be able to oper-
ate as an “n-T phase” diagnostic: CECE coupled with
a Doppler reflectometer that can measure the relative
phase between density and temperature fluctuations at
the same location in the plasma [47,[48]. Future work will
involve the study of L- and I-mode plasmas on ASDEX
Upgrade and comparing experimental results to gyroki-



netic simulations with GENE. Preliminary results with
this diagnostic have shown good agreement between ex-
perimental heat flux and fluctuation measurements and
nonlinear, ion-scale GENE simulations, which is intrigu-
ing given the disagreements on Alcator C-Mod presented
in this paper. Similarly, it would also be possible to run
GENE on the Alcator C-Mod plasmas described in this
paper.

Collecting these observations, future validation work
will involve additional multi-scale GYRO runs for tun-
ing of TGLF, self-consistent variation of multiple in-
put parameters with TGLF (and possibly also ion-scale
GYRO), inclusion of additional physics in GYRO, and
expansion of this validation effort to ASDEX Upgrade
(including comparison of power balance, fluctuations,
and perturbative diffusivity).

In addition to motivating future work concerning the
specific validation results presented here, this study also
motivates further discussion and investigation of I-mode
in general. Experimentally (now that C-Mod has com-
pleted operation), it would be worthwhile to continue
to study the properties and operation of I-mode on AS-
DEX Upgrade and DIII-D, on which I-mode has already
been accessed. In addition, expansion of I-mode to addi-
tional machines, such as TCV, JET, EAST, KSTAR, and
WEST, would significantly improve our understanding of
its operation, and would enable more accurate extrapo-
lation to a future reactor. Work on these machines may
shed light on the fundamental differences between L-, I-,
and H-modes, and thereby deepen our fundamental un-
derstanding of plasma turbulence.

VI. CONCLUSIONS

To summarize how the results presented in this paper
fit into the bigger picture, past ion-scale GYRO simula-
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tions of Alcator C-Mod L-mode plasmas match experi-
mental ion heat flux, but robustly underpredict the elec-
tron heat flux and perturbative diffusivity. Past work
was able to resolve these discrepancies in L-mode, how-
ever, with multi-scale GYRO simulations. The new val-
idation work presented in this paper, using global, non-
linear, ion-scale GYRO simulations, also underpredicted
the electron heat flux and perturbative diffusivity in both
L- and I-mode, but was surprisingly unable to to resolve
these discrepancies by including multi-scale effects with
TGLF. These results motivate further work with multi-
scale GYRO simulations, more thorough investigation
with TGLF, and multi-machine comparisons of I-mode
validation.
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