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Abstract:This paper introduces and analyzes the newgrid-based tensor approach to approximate solutions of

the elliptic eigenvalue problem for the 3D lattice-structured systems.We consider the linearizedHartree–Fock

equation over a spatial L
1
× L

2
× L

3
lattice for both periodic and non-periodic problem setting, discretized in

the localizedGaussian-type orbitals basis. In the periodic case, the Galerkin systemmatrix obeys a three-level

block-circulant structure that allows the FFT-based diagonalization, while for the finite extended systems in

a box (Dirichlet boundary conditions) we arrive at the perturbed block-Toeplitz representation providing fast

matrix-vector multiplication and low storage size. The proposed grid-based tensor techniques manifest the

twofold benefits: (a) the entries of the Fock matrix are computed by 1D operations using low-rank tensors

represented on a 3D grid, (b) in the periodic case the low-rank tensor structure in the diagonal blocks of the

Fock matrix in the Fourier space reduces the conventional 3D FFT to the product of 1D FFTs. Lattice type

systems in a box with Dirichlet boundary conditions are treated numerically by our previous tensor solver

for single molecules, which makes possible calculations on rather large L
1
× L

2
× L

3
lattices due to reduced

numerical cost for 3D problems. The numerical simulations for both box-type and periodic L × 1 × 1 lattice

chain in a 3D rectangular “tube” with L up to several hundred confirm the theoretical complexity bounds for

the block-structured eigenvalue solvers in the limit of large L.

Keywords: Tensor Structured Numerical Methods for PDEs, 3D Grid-Based Tensor Approximation,

Hartree–Fock Equation, Linearized Fock Operator, Periodic Systems, Lattice Sum of Potentials, Block
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1 Introduction
Efficient numerical simulation of lattice systems for both periodic and non-periodic settings in application to

crystalline,metallic, polymer-type compounds, andnano-structures is oneof the challenging tasks in compu-

tational quantum chemistry. The reformulation of the nonlinear Hartree–Fock equation for periodic molec-

ular systems based on the Bloch theory [6] has been addressed in the literature for more than forty years.

Nowadays there are several implementations mostly relying on the analytic treatment of arising integral op-

erators [17, 23, 53]. Mathematical analysis of spectral problems for PDEs with the periodic-type coefficients

was an attractive topic in the recent decade, see [10, 19, 48] and the references therein. However, the system-
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atic optimization of the basic numerical algorithms in the ab initioHartree–Fock calculations for large lattice
structured compounds with perturbed periodicity are largely unexplored.

The real space methods for single molecules based on the locally adaptive grids and multiresolution

techniques have beendiscussed in [11, 22, 29, 56]. The grid-based tensor-structured approach for solving the

Hartree–Fock nonlinear spectral problem approximated in the basis set of localized Gaussian-type orbitals

(GTO) has been developed and proved to be efficient for moderate size molecular systems [33, 35, 41].

This paper presents the grid-based tensor approach to the solution of the elliptic eigenvalue prob-

lem for the 3D lattice-structured systems in a bounding box. We focus on the basic application to the lin-

earized Hartree–Fock equation for extended systems composed of atoms or molecules located at nodes of

an L
1
× L

2
× L

3
finite lattice, for both open boundary conditions and periodic supercell. The latter is useful

because the structure of the respective Galerkin matrix (i.e., the Fock matrix) in the presence of defects can

be treated as a small (local) perturbation to an ideally periodic system. We consider the 3Dmodel eigenvalue

problem for the Fock operator confined to the core Hamiltonian part, composed of the 3D Laplacian and

the nuclear potential operator describing the Coulomb interaction of electrons and nuclei, which requires a

sum of the total electrostatic potential of nuclei in the considered extended system. This is the typical exam-

ple of a non-trivial elliptic eigenvalue problem arising in the numerical modeling of electronic structure in

large almost periodic molecular systems. We observed in numerical experiments that there is an irreducible

difference between the spectral data for periodic and non-periodic settings.

Computation of 3D lattice sums of a large number of long-distance Coulomb interaction potentials is

one of the severe difficulties in the Hartree–Fock calculations for lattice-structured periodic or box-restricted

systems. Traditionally this problem was treated by the so-called Ewald-type summation techniques [13, 20]

combined with the fast multipole expansion or/and FFT methods [26, 47, 52], which scale as O(L3 log L),
L = max{L

1
, L

2
, L

3
}, for both periodic and box-type lattice sums. In this paper we apply the new, recently

introduced method for summation of long-range potentials on lattices [35, 38] by using the assembled rank-

structured tensor decomposition. This approach reduces the cost of summation for L × L × L lattices to linear
scaling in L, i.e. O(L).

In the presented approach the Fock matrix is calculated directly by grid-based tensor numerical opera-

tions in the basis set of localized Gaussian-type orbitals¹ (GTO) first specified by m
0
elements in the unit cell

and then finitely replicated on 3D extended lattice structure in a box [33, 37]. For numerical integration by

using low-rank tensor formats all basis functions are represented on the fine rectangular grid covering the

whole computational box, where we introduce either the Dirichlet or periodic boundary conditions.

We show that in the case of finite lattices in a box (the Dirichlet boundary conditions) the core Hamilton-

ian exhibits the C(2d + 1)-diagonal block sparsity, see Lemma 2.1. In particular, both the discrete Laplacian

and the mass matrix reveal the block-Toeplitz structure. The nuclear potential operator can be constructed,

in general, as for the large singlemolecule in a box or by replication from the central unit cell to thewhole lat-

tice. In the latter case we arrive at the block-Toeplitz structure which allows the fast FFT-based matrix vector

product.

For periodic boundary conditions (periodic supercell) we do not impose explicitly the periodicity-like

features of the solution by means of the approximation ansatz that is the common approach in the Bloch

formalism. Instead, the periodic properties of the considered system appear implicitly through the Toeplitz

or circulant block structures in the Fock matrix. In case of periodic supercell the Fock matrix is proved to

inherit the d-level symmetric block circulant form, that allows its diagonalization in the Fourier basis [14,

32] at the expense O(m2

0

Ld log L), d = 1, 2, 3, where m
0
is the number of basis functions in a reference cell

(see Lemma 3.4). In the case of a d-dimensional lattice, the weak overlap between lattice translated basis

functions leads to banded block sparsity thus reducing the storage cost. Furthermore, we introduce the low-

rank tensor structure to the diagonal blocks of the Fockmatrix represented in the Fourier space which allows

to reduce the numerical cost to handle the block-circulant Galerkinmatrix to linear scaling in L,O(m2

0

L log L),
see Theorem 3.3.

1 The GTO basis can be viewed as the special reduced basis constructed on the base of physical insight.
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The presented numerical scheme can be further investigated in the framework of the reduced Hartree–

Fock model [10], where the similar block-structure in the Coulomb term of the Fock matrix can be observed.

The Wannier-type basis functions constructed by the lattice translation of the localized molecular orbitals

precomputed on the reference unit cell can be also adapted to this algebraic framework.

The arising block-structured matrix representing the discretized core Hamiltonian, as well as some aux-

iliary function-related tensors arising, can be considered for further optimization by imposing the low-rank

tensor formats, and in particular, the quantics-TT (QTT) tensor approximation [40] of long vectors and large

matrices, which especially benefits in the limiting case of large L × L × L perturbed periodic systems. In the

QTT approach the algebraic operations on the 3D n × n × n representation Cartesian grid can be implemented

with logarithmic cost O(log n). Literature surveys on tensor algebra and rank-structured tensor methods for

multi-dimensional PDEs can be found in [12, 37, 41, 45], see also [1, 3, 16, 25, 28, 46] and [37, 54, 55] con-

cerning the low-rank decompositions in eigenvalue and electronic structure calculations, respectively. The

present paper represents the revised and essentially extended version of the previous preprint [36].

Notice that in the recent years the analysis of eigenvalue problem solvers for large structuredmatrices has

been widely discussed in the linear algebra community [2, 4, 8, 9, 21, 49]. Tensor structured approximation

of elliptic equations with quasi-periodic coefficients has been considered in [43, 44].

The rest of the paper is organized as follows. Section 2 includes the main results on the analysis of core

Hamiltonian on lattice structured compounds. In particular, Section 2.1 describes the tensor-structured cal-

culation of the core Hamiltonian for large lattice-type molecular/atomic systems. We recall tensor-structured

calculation of the Laplace operator and fast summation of lattice potentials by assembled canonical tensors.

The complexity reduction due to low-rank tensor structures in thematrix blocks is discussed, see Remark 3.5.

Section 3 discusses in detail the block circulant structure of the core Hamiltonian and presents numerical

illustrations for a rectangular 3D “tube” of size L × 1 × 1 for large L. In particular, Section 3.2 introduces

the new block structures by imposing the low-rank factorizations within multi-indexed blocks of the diag-

onalized three-level block-circulant matrix. We present a number of numerical experiments illustrating the

pollution effect on the spectrum of periodic system compared with the system in a finite box. We also demon-

strate the optimal performance for the direct FFT-based solver that implements the one-level block-circulant

matrix structure describing the L × 1 × 1 lattice systems for large L (polymer-type compounds). Appendix A

recalls the classical results on the properties of block circulant/Toeplitz matrices and describes the basic

tensor formats.

2 Elliptic Operators with Lattice-Structured Potentials
In this section we analyze the matrix structure of the Galerkin discretization for the elliptic eigenvalue prob-

lem in the form

Hφ(x) ≡ [−∆ + v(x)]φ(x) = λφ(x), x ∈ Ω ⊂ ℝd , d = 1, 2, 3, (2.1)

where the potential v(x) is constructed by replication of those in the rectangular unit cell Ω
0
over a d-dimen-

sional rectangular L
1
× L

2
× L

3
lattice in a box, such that φ ∈ H1

0

(Ω), or in a rectangular supercell Ω with

periodic boundary conditions. We focus on the important particular case of v(x) = vc(x) corresponding to

the core Hamiltonian part in the Fock operator that constitutes the Hartree–Fock spectral problem arising in

electronic structure calculations. In this case the electrostatic potential vc(x) is obtained as the large lattice
sum of long-range interactions defined by the Newton kernel.

2.1 The Hartree–Fock Core Hamiltonian in a GTO Basis Set

The nonlinear Fock operator F in the governing Hartree–Fock eigenvalue problem, describing the ground

state energy for 2Nb-electron system, is defined by

[−
1

2

∆ − vc(x) + ∫
ℝ3

ρ(y)
‖x − y‖

dy]φi(x) − ∫
ℝ3

τ(x, y)
‖x − y‖

φi(y)dy = λi φi(x), x ∈ ℝ3,
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where i = 1, . . . , N
orb

and ‖ ⋅ ‖means the distance function inℝ3 (see [30]). The linear part in the Fock oper-
ator is presented by the core Hamiltonian

H = −
1

2

∆ − vc , (2.2)

while the nonlinear Hartree potential and exchange operators depend on the unknown eigenfunctions

(molecular orbitals) comprising the electron density, ρ(y) = 2τ(y, y), and the density matrix,

τ(x, y) =
N
orb

∑
i=1

φi(x)φi(y), x, y ∈ ℝ3.

The electrostatic potential generated by the core Hamiltonian is defined by a sum

vc(x) =
M
∑
ν=1

Zν
‖x − aν‖

, Zν > 0, x, aν ∈ ℝ3, (2.3)

whereM is the total number of nuclei in the system, and aν, Zν represent their Cartesian coordinates and the
respective charge numbers.

Given a set of localized GTO basis functions {gμ} (μ = 1, . . . , Nb), the occupied molecular orbitals ψi are
approximated in the form

ψi =
Nb
∑
μ=1

Cμigμ , i = 1, . . . , N
orb
,

with the unknown coefficientsmatrix C = [Cμi] ∈ ℝNb×Norb

obtained as the solution of the discretizedHartree–

Fock equation with respect to the Galerkin basis {gμ}, and governed by Nb × Nb Fock matrix [18, 31, 60].

The stiffness matrix H = [hμν] ∈ ℝNb×Nb of the core Hamiltonian (2.2) is represented by the single-electron

integrals,

hμν =
1

2

∫
ℝ3

∇gμ ⋅ ∇gνdx − ∫
ℝ3

vc(x)gμgνdx, 1 ≤ μ, ν ≤ Nb , (2.4)

such that the resulting eigenvalue equations governed by the reduced Fock matrix, H, read

HC = SCΛ, Λ = diag(λ
1
, . . . , λN

orb

),

CTSC = IN ,

where the mass (overlap) matrix S = [sμν]1≤μ,ν≤Nb is given by sμν = ∫ℝ3 gμgνdx.
In the case of an L × L × L lattice system in a box, the number of basis functions scales cubically in L,

Nb = m
0
L3, hence the evaluation of the Fock matrix and further computations may become prohibitive as L

increases. Here and in what follows m
0
defines the number of basis functions in the unit cell. Moreover, the

numerically extensive part in the matrix evaluation (2.4) is related to the integration with the large sum of

lattice translated Newton kernels. Indeed, letM
0
be the number of nuclei in the unit cell, then the expensive

calculations are due to the summation overM
0
L3 Newton kernels, and further spacial integration of this sum

with the large set of localized atomic orbitals {gμ} (μ = 1, . . . , Nb), where Nb is of order m0
L3.

In what follows, we describe the grid-based tensor approach for the block-structured representation of

the core Hamiltonian in the Fock matrix for the lattice system in a box or in a periodic supercell. The main

ingredients of the present approach include:

(a) the fast and accurate grid-based tensor method for evaluation of the electrostatic potential vc defined by
the lattice sum in (2.3), see [35, 38];

(b) fast computation of the entries in the stiffness matrix Vc,

Vc = [vμν], vμν = ∫
ℝ3

vc(x)gμgνdx, 1 ≤ μ, ν ≤ Nb , (2.5)

by numerical grid-based integration using the low-rank tensor representation of all functions involved;

(c) block-structured factorized representation of the large and densely populated matrix Vc in the form of

perturbed multilevel block-circulant matrix; and

(d) block representation of the Galerkin matrix for the Laplacian.
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The approach provides the opportunities to reduce computational costs in the case of large L × L × L lat-
tice systems. In the next sections, we show that in the periodic setting the resultant stiffness matrix H = [hμν]
of the coreHamiltonian canbeparametrized in the formof a symmetric, three-level block circulantmatrix that

allows further structural improvements by introducing tensor factorizations of the matrix blocks. In the case

of a lattice system in a box, the block structure of H is obtained by a small perturbation of the block Toeplitz

matrix. These matrix structures allow the efficient storage and fast matrix-vector multiplication within itera-

tions on a subspace for solving the partial eigenvalue problem.

2.2 Nuclear Potential Operator for a Single Molecule

In this subsection,we describe the evaluation of the stiffnessmatrix Vc by tensor operations. It is based on the
low-rank separable approximation to the nuclear (core) potential vc(x) representing the Coulomb interaction

of the electrons with the nuclei, see (2.3). In what follows, we use the traditional notion of the so-called unit
cell which includes the reference molecule, and the supercell that is a union of replicated unit cells over an

L × L × L lattice.
In the case L = 1, we have the single (discrete) molecule embedded into the scaled unit cell Ω = [− b

2

,

b
2

]3.
In the computational domain Ω, we introduce the uniform n × n × n rectangular Cartesian grid Ωn with the

mesh size h = b/n, and define the set of tensor-product piecewise constant finite element basis functions {ψi},
which are supposed to be separable, i.e.,

ψi(x) =
d
∏
ℓ=1

ψ(ℓ)
iℓ (xℓ) for i = (i

1
, i
2
, i
3
), iℓ ∈ I = {1, . . . , n}.

Following [5, 33], the Newton kernel is discretized by the projection/collocation method in the form of a

third-order tensorℝn×n×n, defined by

P := [pi] ∈ ℝn×n×n , pi = ∫
ℝ3

ψi(x)
‖x‖

dx.

The low-rank canonical decomposition of the third-order order tensor P is based on using exponentially con-
vergent sinc-quadratures approximation of the Laplace–Gauss transform, [7, 24, 27, 58],

1

z
=

2

√π
∫
ℝ+ e
−z2 t2dt, z > 0,

which can be adapted to the Newton kernel by substitution z = √x2
1

+ x2
2

+ x2
3

. We denote the resulting R-term
canonical representation by

P ≈ PR =
R
∑
q=1

p(1)
q ⊗ p(2)

q ⊗ p(3)
q ∈ ℝn×n×n . (2.6)

We further suppose that all atomic centers are located strictlywithin subdomainΩ
0
= [− b0

2

,

b
0

2

]3 ⊂ Ω, b
0
< b,

called formation domain, and define the auxiliary (bounding) box Ω̃ ⊃ Ω, associated with the grid parameter

ñ = n
0
+ n (say, ñ = 2n), see Figure 1.

Similar to (2.6), we introduce the auxiliary “reference tensor” P̃R ∈ ℝñ×ñ×ñ, living on the grid Ωñ and

approximating the Newton kernel in Ω̃,

P̃R =
R
∑
q=1

p̃(1)
q ⊗ p̃(2)

q ⊗ p̃(3)
q ∈ ℝñ×ñ×ñ . (2.7)

The core potential vc(x) for a single molecule is approximated by a weighted sum of canonical tensors

Pc =
M

0

∑
ν=1

ZνPc,ν ≈ P̂c ∈ ℝn×n×n , (2.8)
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Figure 1. 2D unit cell Ω, formation domain Ω0, and the auxiliary bounding box Ω̃.

where the rank-R tensor Pc,ν = WνP̃R represents the single reference Coulomb potential in the form (2.7)

shifted and restricted to Ωn via the windowing operatorWν = W
(1)
ν ⊗W

(2)
ν ⊗W

(3)
ν (see [35]),

Pc,ν = WνP̃R =
R
∑
q=1

W
(1)
ν p̃(1)

q ⊗W
(2)
ν p̃(2)

q ⊗W
(3)
ν p̃(3)

q ∈ ℝn×n×n .

Here every rank-R canonical tensorWνP̃R ∈ ℝn×n×n, ν = 1, . . . ,M
0
, is understood as a sub-tensor of the refer-

ence tensor obtained by a shift and restriction (windowing) of P̃R onto the n × n × n grid Ωn in the unit cell Ω,
Ωn ⊂ Ωñ. A shift from the origin is specified according to the coordinates of the corresponding nuclei, aν,
counted in the h-units.

The initial rank bound rank(Pc) ≤ M0
R for the direct sum of canonical tensors in (2.8) can be improved

(see [35, Remark 2.2]). In the following, we denote by P̂c the rank-Rc (Rc ≤ M0
R) canonical tensor obtained

from Pc by the rank optimization procedure subject to certain threshold (in numerical tests we have Rc ≈ R).
For the tensor representation of the Newton potentials, Pc,ν, we make use of the piecewise constant dis-

cretization on the equidistant tensor grid, where, in general, the univariate grid size n can be noticeably

smaller than that used for the piecewise linear discretization applied to the Laplace operator. Indeed, the

Galerkin approximation to the eigenvalue problem is constructed by using the global basis functions (re-

duced basis set {gk}, k = 1, . . . ,m
0
), hence the grid-based representation of these basis functions can be

different in the calculation of the kinetic and potential parts in the Fock operator. The grid size n is the only
controlled by the approximation error for the integrals in (2.4) and by the numerical efficiency depending on

the separation rank parameters.

Given tensor Pc, the entries in the stiffness matrix Vc in (2.5) can be evaluated by simple tensor opera-

tions. Fixed the GTO-type basis set {gk}, k = 1, . . . ,m
0
, i.e. Nb = m

0
, defined in the scaled unit cell Ω, where

for ease of presentation functions gk are supposed to be separable. Introduce the corresponding rank-1 coef-
ficients tensors Gk = g(1)k ⊗ g(2)k ⊗ g(3)k representing their piecewise constant approximations {ĝk} on the fine

n × n × n grid. Then the entries of the respective Galerkin matrix Vc = [vkm] in (2.5) approximating the core

potential operator vc in (2.3) are represented (approximately) by the following tensor operations:

vkm ≈ ∫
Ω

Vc(x)gk(x)gm(x)dx ≈ ⟨Gk ⊙ Gm , P̂c⟩ =: Vkm , 1 ≤ k,m ≤ m
0
. (2.9)

The error arising due to the separable ε-approximation of the discretized nuclear potential is controlled

by the rankparameter Rc = rank(P̂c). Now letting rank(Gm) = 1 implies that eachmatrix element is to be com-

putedwith linear complexity in the univariate grid-size n,O(Rc n). The almost exponential convergence of the

tensor approximation in the separation rankRc leads to the asymptotic behavior of the ε-rank,Rc = O(|log ε|).

2.3 Nuclear Potential Operator for a Lattice System in a Box

Here we apply the previous constructions to the lattice structured location of nuclei. Given the potential sum

vc(x) defined by (2.3) in the scaled unit cellΩ = [− b
2

,

b
2

]3 of size b × b × b, see Figure 1,we specify the smaller

subdomain Ω
0
= [− b0

2

,

b
0

2

]3 ⊂ Ω (called the formation cell) whose interior contains all atomic centers in the

unit cell included into the summation in (2.3).
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Figure 2. 2D projection of the supercell for the 5 × 1 × 1 chain in 3D.

⋅ ⋅ ⋅

Figure 3. Example of the L × 1 × 1 chain in 3D.

Let us consider an interaction potential in a symmetric computational box (supercell)

ΩL = B
1
× B

2
× B

3
with Bℓ =

1

2

[−b
0
Lℓ − b, b0Lℓ + b]

consisting of a union of L
1
× L

2
× L

3
unit cells Ωk, obtained by a shift of the reference domain Ω along the

lattice vector b
0
/2 + b

0
k, where k = (k

1
, k

2
, k

3
) ∈ ℤ3, such that for ℓ = 1, 2, 3,

kℓ ∈ Kℓ := {0, 1, . . . , Lℓ − 1}.

In this notation the choice Lℓ = 1 corresponds to the 3D one-layer system in the respective variable as illus-

trated in Figure 3. Figure 2 represents the 2Dprojection of the 3D computational domainΩL for the L1 × 1 × 1

molecular chain with L
1
= 5. Dashed regions correspond to the overlapping parts between shifted unit cells.

Figure 3 represents the geometry of the 3D chain-type computational “tube” ΩL.

For the discussion of complexity issues, we often consider a cubic lattice of equal sizes L
1
= L

2
= L

3
= L.

By the construction, we set b = nh and b
0
= n

0
h, where themesh-size h > 0 is chosen the same for all spacial

variables.

In the most interesting case of extended systems in a box, further called case (B), the potential vcL (x), for
x ∈ ΩL, is obtained by summation over all unit cells Ωk in ΩL,

vcL (x) =
M

0

∑
ν=1

∑
k∈K3

Zν
‖x − aν − bk‖

, x ∈ ΩL . (2.10)

Note that the direct calculation by (2.10) is performed at each of L3 unit cellsΩk ⊂ ΩL,k ∈ K3

, on a 3D lattice,

which presupposes substantial numerical costs at least of the order of O(L3) per unit cell.
The fast calculation of (2.10) is implemented by using the tensor summation method introduced in

[35, 38] which can be described as follows. Let ΩNL be the NL × NL × NL uniform grid on ΩL with the same

mesh-size h as above, and introduce the corresponding space of piecewise constant basis functions of the di-
mension N3

L , where we have NL = n
0
L + n − n

0
. Given the reference tensor in (2.7), the resultant lattice sum

is presented by the canonical tensor PcL ,

PcL =
M

0

∑
ν=1

Zν
R
∑
q=1

( ∑
k
1
∈K

1

Wν(k
1
)p̃(1)
q ) ⊗ ( ∑

k
2
∈K

2

Wν(k
2
)p̃(2)
q ) ⊗ ( ∑

k
3
∈K

3

Wν(k
3
)p̃(3)
q ), (2.11)

whose rank is uniformly bounded, Rc ≤ M0
R. The numerical cost and storage size are bounded, respectively,

by O(M
0
RLNL) and O(M0

RNL) (see [35, Theorem 3.1]), where NL = O(n
0
L). The lattice sum in (2.11) con-

verges only conditionally as L → ∞. This aspect will be addressed in Section 3.4 following the approach

discussed in [35, 38].
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In the case of a lattice system in a box,we define the basis set on a supercellΩL (and on Ω̃L) by translation

of the generating basis, defined in Ω
0
for the single molecule, by the lattice vector bk, i.e.,

{gμ(x)} Ü→ {gμ(x + bk)}, μ = 1, . . . ,m
0
,

where k = (k
1
, k

2
, k

3
) ∈ K3

, assuming zero extension of {gμ(x + bk)} beyond each local bounding box Ω̃k.

The corresponding tensor representation of such functions is denoted by Gk,μ. The total number of basis

functions for the lattice system is equal to Nb = m
0
L3.

In what follows, the matrix block entries of the Nb × Nb stiffness matrix VcL , corresponding to a large

basis set on a supercell ΩL, will be numbered by a pair of multi-indices, VcL = [Vkm], where each m
0
× m

0

matrix block Vkm is defined by

Vkm(μ, ν) = ⟨Gk,μ ⊙ Gm,ν , PcL⟩, k,m ∈ K3

. (2.12)

This definition introduces the three-level block structure in the matrix VcL , which will be discussed in what

follows.

In the practically interesting case of localized atomic orbitals (AO) basis, the matrix VcL exhibits the
banded block sparsity pattern since the effective support of localized AO associated with every unit cell

Ωk ⊂ Ω̃k overlaps only a fixed (small) number of neighboring cells. We denote the number of overlapping

neighboring cells by the overlap constant L
0
. The constant L

0
measures the essential overlap between basis

functions in each spacial direction. For example, Figure 2 corresponds to the choice L
0
= 2. In the following,

we use the notation case (B) for the systems in a box, and case (P) for the periodic setting.

Lemma 2.1. Assume that the overlap constant does not exceed L
0
. Then:

(a) The number of non-zero blocks in each block row (column) of the symmetric Galerkin matrix VcL does not
exceed (2L

0
+ 1)3.

(b) The storage size is bounded by m2

0

[(L
0
+ 1)L]3.

(c) The cost for evaluation of each m
0
× m

0
matrix block is bounded by O(m2

0

M
0
RNL).

Proof. In case (B), i.e. for a system in a box, thematrix elements of VcL = [vkm] ∈ ℝNb×Nb represented in (2.9),
or in the block form in (2.12), can be expressed by the following tensor operations:

vkm = ∫
ℝ3

vc(x)gk(x)gm(x)dx ≈ ⟨Gk ⊙ Gm , PcL⟩ =: vkm , 1 ≤ k,m ≤ Nb , (2.13)

where again {gk} denotes the piecewise constant representations to the respective Galerkin basis functions.

This leads to the block representation (2.12) in terms of univariate vector operations

Vkm =
M

0

∑
ν=1

Zν
R
∑
q=1

⟨Gk ⊙ Gm, ( ∑
k
1
∈K

Wν(k
1
)p̃(1)
q ) ⊗ ( ∑

k
2
∈K

Wν(k
2
)p̃(2)
q ) ⊗ ( ∑

k
3
∈K

Wν(k
3
)p̃(3)
q )⟩

=
M

0

∑
ν=1

Zν
R
∑
q=1

3

∏
ℓ=1

⟨g(ℓ)k ⊙ g(ℓ)m , ∑
kℓ∈KWν(kℓ)p̃(ℓ)

q ⟩.

Combining the block representation (2.12) and taking into account the overlapping property

Gk ⊙ Gm = 0 if |kℓ − mℓ| ≥ L0, (2.14)

we are able to analyze the block sparsity pattern in the Galerkin matrix VcL . Given 3M
0
R canonical vectors

∑kℓ∈K Wν(kℓ)p̃(ℓ)
q ∈ ℝNL , where NL denotes the total number of grid points in ΩL in each space variable, the

numerical cost to compute vkm for every fixed index (k,m) is estimatedbyO(M
0
RNL) indicating linear scaling

in the large grid parameter NL (but not cubic).
If the row index in (k,m∗) is fixed, then item (b) follows from the bound on the total number of overlap-

ping cells Ωk in the effective integration domain in (2.13), that is (2L
0
+ 1)3, and from the symmetry of VcL .

The complexity bound in item (c) follows by the fact that the evaluation of each of m2

0

matrix elements

can be implemented in O(M
0
RNL) “rank-structured” operations.
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Figure 4. Block-sparsity in the matrix VcL , for a finite lattice L × 1 × 1 with L = 48 (left); zoom of the first 30 × 30 entries of the
matrix (right).

Figure 4 illustrates the sparsity pattern of the nuclear potential contribution VcL in the matrix H, computed

for an L × 1 × 1 lattice in a 3D supercell with L = 48 and m
0
= 4, and the overlapping parameter L

0
= 3. In

Figure 4 (right), one can observe the nearly-boundary effects due to the non-equalized contributions from the

left and from the right (supercell in a box).

Notice that the quantized tensor approximation (QTT) of canonical vectors involved inGk andPcL reduces
this cost to the logarithmic scale, O(M

0
R logNL), that is important in the case of large L in view of NL = O(L),

see the discussion in [35].

The block L
0
-diagonal structure of the matrix VcL = [Vkm], k,m ∈ K3

described by Lemma 2.1 allows

the essential saving in the storage costs.

However, the polynomial complexity scaling in L leads to severe limitations on the number of unit cells.

These limitations can be relaxed if we look more precisely on the defect between matrix VcL and its block-

circulant version corresponding to the periodic boundary conditions (see Section 3.3). This defect can be

split into two components corresponding to their local and non-local features:

(A1) The non-local effect indicates the asymmetry in the interaction potential sum on the lattice in a box.

(B1) The near boundary (local) defect effects only those blocks in VcL = {Vkm} lying in the L
0
-width of ∂ΩL.

The defect in (A1) can be diminished by a slight modification of the core potential to the shift invariant

Toeplitz-type form Vkm = V|k−m| by replication of the central unit cell to the whole lattice, as considered in

Section 3. In this way the overlap condition (2.14) for the tensor Gk will impose the (2L
0
+ 1) block diagonal

sparsity in the block-Toeplitz matrix.

The boundary effect in (B1) becomes relatively small for a large number of unit cells so that the block-

circulant part of the matrix VcL becomes dominating in relative norm as L → ∞. However, the systematic

perturbation in several eigenvalues for large values of L can be observed in the numerical tests, see Sec-

tion 3.4.

The full diagonalization for the abovementionedmatrix VcL can be prohibitively expensive. However, the
efficient storage and fast matrix-vector multiplication algorithms can be applied in the framework of struc-

tured iteration on a subspace for calculation of a small subset of eigenvalues, see [1].

2.4 Discrete Laplacian and the Mass Matrix

In the case of a singlemolecule, the Laplace operator in (2.1), (2.2) is posed in the unit cellΩ = [−b/2, b/2]3 ∈
ℝ3, subject to the homogeneous Dirichlet boundary conditions on ∂Ω. The periodic case corresponds to peri-
odic boundary conditions. Given discretization parameter n̂ ∈ ℕ, we use the equidistant n̂ × n̂ × n̂ tensor grid
Ωn̂ = {xi}, i ∈ I := {1, . . . , n̂}3, defined by the mesh-size h = b/(n̂ + 1). This grid might be different from Ωn
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introduced in Section 2.2 for representation of the interaction potential in the set of piecewise constant basis

functions (usually, n ≤ n̂).
Define a linear tensor-product interpolation operator I via the set of product hat functions,

{ξi := ξi
1

(x
1
)ξi

2

(x
2
)ξi

3

(x
3
), i ∈ I},

associated with the respective grid cells in Ωn̂. Here the linear interpolant I = I1 × I1 × I1 is a product of 1D
interpolation operators, where I

1
: C0([−b, b]) → Wh := span{ξi}n̂i=1 is defined over the set of piecewise linear

basis functions by

(I
1
w)(xℓ) :=

n̂
∑
i=1
w(xiℓ )ξi(xℓ), xi ∈ Ωn̂ , ℓ = 1, 2, 3.

Define the 1D FEM Galerkin stiffness (for Laplacian) andmass matrices A(ℓ)
, S(ℓ) ∈ ℝn̂×n̂, respectively, by

A(ℓ)
:= {⟨

d
dxℓ

ξi(xℓ),
d
dxℓ

ξj(xℓ)⟩}
n̂

i,j=1
=
1

h
tridiag{−1, 2, −1},

S(ℓ) = {⟨ξi , ξj⟩}n̂i,j=1 =
h
6

tridiag{1, 4, 1}, ℓ = 1, 2, 3.

For fixed dimension d and k ≤ d, introduce the mixed Kronecker product of matrices S(ℓ) and A(ℓ)
:

⊗(d⋎k)(S(ℓ), A(k)) = S(1) ⊗ ⋅ ⋅ ⋅ ⊗ S(k−1) ⊗ A(k) ⊗ S(k+1) ⊗ ⋅ ⋅ ⋅ ⊗ S(d).

In the following,we apply similar notationswith respect to theHadamard product ofmatrices⊙ and the usual
multiplication operation∏.

Following [34], the rank-3 Kronecker tensor representation of the standard FEMGalerkin stiffnessmatrix

for the Laplacian, A
3
∈ ℝn̂

3×n̂3
, in the separable basis {ξi(x1)ξj(x2)ξk(x3)}, i, j, k = 1, . . . , n̂, reads as

A
3
:= A(1) ⊗ S(2) ⊗ S(3) + S(1) ⊗ A(2) ⊗ S(3) + S(1) ⊗ S(2) ⊗ A(3) ≡

d
∑
k=1

⊗(d⋎k)(S(ℓ), A(k)).

In turn, the mass matrix takes the separable Kronecker product form

S
3
= S(1) ⊗ S(2) ⊗ S(3) ∈ ℝn̂3×n̂3 .

For given GTO-type basis set {gk(x) = g(1)k (x
1
)g(2)k (x

2
)g(3)k (x

3
)} define a set of piecewise linear basis func-

tions ĝ(ℓ)k := I
1
g(ℓ)k , k = 1, . . . ,m

0
, and introduce the separable grid-based approximation of the initial basis

functions gk(x):

gk(x) ≈ ĝk(x) :=
3

∏
ℓ=1

ĝ(ℓ)k (xℓ) =
3

∏
ℓ=1

n̂
∑
i=1
g(ℓ)k (xiℓ )ξi(xℓ).

Here the rank-1 coefficients tensorGk = g(1)k ⊗ g(2)k ⊗ g(3)k ∈ℝn̂
⊗3
given by the canonical vectors g(ℓ)k = {g(ℓ)k (xiℓ )},

k = 1, . . . ,m
0
, is associated with the Kronecker product of vectors, gk = vec(Gk) ∈ ℝn̂

3

. Let us agglom-

erate vectors gk, k = 1, . . . ,m
0
, in the Khatri–Rao product matrix G = G(1) ⊚ G(2) ⊚ G(3) ∈ ℝn̂

3×m
0

, where

G(ℓ) = [g(ℓ)
1

, . . . , g(ℓ)m
0

] ∈ ℝn̂×m0

, ℓ = 1, 2, 3, is constructed by concatenation of vectors g(ℓ)k . Then the Galerkin

stiffness matrix for the Laplacian and the mass matrix in the GTO basis set {Gk} can be written as

AG = GTA
3
G ∈ ℝm0

×m
0

, SG = GTS
3
G ∈ ℝm0

×m
0

, (2.15)

corresponding to the standard matrix-matrix transform under the change of basis.

Applying the above representations to the L × L × L lattice systems as described in Section2.3 leads to the

symmetric and sparse block-Toeplitz structure of the Nb × Nb Galerkin matrices with the block size m
0
× m

0

and with Nb = m
0
L3.
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Proposition 2.2. Assume that the overlap constant does not exceed L
0
. Then:

(A) The cost for evaluation of each m
0
× m

0
matrix block is bounded by O(m2

0

n̂).
(B) The number of non-zero blocks in each block row (column) of the symmetric Galerkin matrices AG and SG

does not exceed (2L
0
+ 1)3.

(C) Both AG and SG are symmetric 3-level block-Toeplitz matrices. The storage size is bounded bym2

0

(L
0
+1)3L3.

Proof. First, notice that the matrix entries in AG = {akm} and SG = {skm}, k,m = 1, . . . ,m
0
, can be repre-

sented in the product form. For example, we have

skm = ⟨S
3
gk , gm⟩ = ∏

3

ℓ=1
g(ℓ)m

T
S(ℓ)g(ℓ)k .

Combining this representation with (2.15) implies the matrix factorization

SG = GT(S(1) ⊗ S(2) ⊗ S(3))G = (G(1)TS(1)G(1)) ⊙ (G(2)TS(2)G(2)) ⊙ (G(3)TS(3)G(3)),

where ⊙ means the Hadamard product of matrices. The similar d-term sum of products representing matrix

elements akm = ⟨A
3
gk , gm⟩,

⟨A
3
gk , gm⟩ =

d
∑
p=1

∏
(d\p)(g

(ℓ)
m
T
S(ℓ)g(ℓ)k , g

(p)
m

T
A(p)g(p)k ),

leads to the d-term factorized representation of AG (say, d = 3),

AG =
3

∑
k=1

⊙(d\k)(G(ℓ)TS(ℓ)G(ℓ)
, G(k)TA(k)G(k)).

This proves the numerical cost for the matrix evaluation. Items (B) and (C) can be justified by arguments

similar to those used in the proof of Lemma 2.1.

Remark 2.3. Notice that in the periodic case, bothmatrices AG and SG possess the three-level block circulant
structure as discussed in Section 3.3 (see Appendix A for definitions).

3 Tensor Factorization Meets FFT Block-Diagonalization
There are two basic approaches to mathematical modeling of the L-periodic molecular systems composed of

L × L × L elementary unit cells [59]. In the first approach, the system is supposed to contain an infinite set of

equivalent atoms that maps identically into itself under any translation by L units in each spacial direction.
The other model is based on the ring-type periodic structures consisting of L identical units in each spacial

direction, where every unit cell of the periodic compound will be mapped to itself by applying a rotational

transform from the corresponding rotational group symmetry.

The main difference between these two concepts is in the treatment of the lattice sum of Coulomb inter-

actions, though, at the limit of L → ∞ both models approach each other. In this paper we mainly follow the

first approach with the particular focus on the asymptotic complexity optimization for large lattice param-

eter L. The second concept is useful for understanding the block structure of the Galerkin matrices for the

Hartree–Fock operator.

The direct Hartree–Fock calculations for lattice structured systems in the localizedGTO-type basis lead to

the symmetric block circulant/Toeplitz matrices, where the first-level blocks, A
0
, . . . , AL−1, may have further

block structures to be discussed in what follows (see also Appendix A). In particular, the Galerkin approxi-

mation to the 3D Hartree–Fock core Hamiltonian in periodic setting leads to the symmetric, three-level block

circulant matrix, see Appendix A.2 concerning the definition of multilevel block circulant (MBC) matrices.
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3.1 Block-Diagonal Form of the System Matrix

In this subsection, we introduce the new data-sparse block structure by imposing the low-rank tensor fac-

torizations within the diagonalized MBCmatrix in thematrix classBC(d, L,m
0
), where L = (L

1
, . . . , Ld), see

Definition A.3.

The block-diagonal form of an MBC matrix is well known in the literature, see, e.g., [14]. A diagonal-

ization of a d-level MBC matrix is based on representation via a sequence of cycling permutation matrices

πL
1

, . . . , πLd , d = 1, 2, 3, . . . . Recall that the d-dimensional Fourier transform (FT) can be defined via the

Kronecker product of the univariate FT matrices (Kronecker rank-1 operator),

FL = FL
1

⊗ ⋅ ⋅ ⋅ ⊗ FLd .

Here we prove the diagonal representation in a form that is useful for the description of tensor-based

numerical algorithms. To that end we generalize the notations TL and Â (see Appendix A.1) to the class of

multilevel matrices. We denote by Â ∈ ℝ|L|m0
×m

0

the first block column of a matrix A ∈ BC(d, L,m
0
), with a

shorthand notation

Â = [A
0
, A

1
, . . . , AL

1
−1]T ,

anddefinean |L| × m
0
× m

0
tensorTLÂ,which represents slice-wise all generatingm0

× m
0
matrix blocks in Â

(reshaping of Â). Notice that in the case m
0
= 1, the matrix Â ∈ ℝ|L|×1 represents the first column of A. Now

the Fourier transform FL applies to TLÂ column-wise, while the backward reshaping of the resultant tensor,

T�
L, returns an |L|m

0
× m

0
block matrix column. In the following we use the conventional matrix indexing

and assume that the lattice k-index runs as kℓ = 0, 1, . . . , Lℓ − 1.

Lemma 3.1. A matrix A ∈ BC(d, L,m
0
) can be converted to the block-diagonal form by the Fourier trans-

form FL,
A = (F∗L ⊗ Im

0

) bdiagm
0
×m

0

{Ā0, Ā1, . . . , ĀL−1}(FL ⊗ Im
0

), (3.1)

where
[Ā0, Ā1, . . . , ĀL−1]T = T�

L(FL(TLÂ)).

Proof. First, we confine ourselves to the case of three-level matrices, i.e. d = 3. We apply the Kronecker prod-

uct decomposition (A.2) successively to each level of the block-circulant A to obtain (see (A.3) for the defini-

tion of πL)

A =
L
1
−1

∑
k
1
=0

πk1L
1

⊗ Ak
1

=
L
1
−1

∑
k
1
=0

πk1L
1

⊗ (
L
2
−1

∑
k
2
=0

πk2L
2

⊗ Ak
1
k
2

) =
L
1
−1

∑
k
1
=0

L
2
−1

∑
k
2
=0

πk1L
1

⊗ πk2L
2

⊗ Ak
1
k
2

=
L
1
−1

∑
k
1
=0

L
2
−1

∑
k
2
=0

L
3
−1

∑
k
3
=0

πk1L
1

⊗ πk2L
2

⊗ πk3L
3

⊗ Ak
1
k
2
k
3

,

where Ak
1

∈ ℝL2L3m0
×L

2
L
3
m

0

, Ak
1
k
2

∈ ℝL3m0
×L

3
m

0

and Ak
1
k
2
k
3

∈ ℝm0
×m

0

.

Diagonalizing the periodic shiftmatrices πk1L
1

, πk2L
2

, and πk3L
3

via the 1DFourier transform (seeAppendixA),

we arrive at the block-diagonal representation

A = (F∗L ⊗ Im
0

)[
L
1
−1

∑
k
1
=0

L
2
−1

∑
k
2
=0

L
3
−1

∑
k
3
=0

Dk1L
1

⊗ Dk2L
2

⊗ Dk3L
3

⊗ Ak
1
k
2
k
3

](FL ⊗ Im
0

) (3.2)

= (F∗L ⊗ Im
0

) bdiagm
0
×m

0

{T�
L(FL(TLÂ))}(FL ⊗ Im0

),

where the monomials of diagonal matrices DkℓLℓ ∈ ℝLℓ×Lℓ , ℓ = 1, 2, 3 are defined by (A.4). The generalization

to the case d > 3 can be proven by a similar argument.
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Taking into account representation (A.7), we can describe the multilevel symmetric block circulant matrix in

form (3.1), such that all real-valued diagonal blocks remain symmetric.

The following remark compares the properties of circulant and Toeplitz matrices.

Remark 3.2. A block Toeplitz matrix does not allow explicit diagonalization by FT as it is the case for block

circulant matrices. However, it is well known that a block Toeplitz matrix can be extended to the double-

size (at each level) block circulant which makes the efficient matrix-vector multiplication possible, and, in

particular, the efficient application of the power method for finding its senior eigenvalues.

3.2 Low-Rank Tensor Structure Within Diagonalized Block Matrix

In the particular case d = 3, the general block-diagonal representation (3.2) allows the reduced storage cost

for the coefficients tensor [Ak
1
k
2
k
3

] to the order of O(|L|m2

0

), where |L| = L
1
L
2
L
3
. Introduce the short notation

Dk
L = Dk1L

1

⊗ Dk2L
2

⊗ ⋅ ⋅ ⋅ ⊗ DkdLd . Then (3.2) takes the form

A = (F∗L ⊗ Im
0

)(
L−1
∑
k=0

Dk
L ⊗ Ak)(FL ⊗ Im

0

).

For large L the numerical cost becomes prohibitive. However, the above representation indicates that the

further storage and complexity reduction can be possible if the third-order coefficients tensor A = [Ak
1
k
2
k
3

],
kℓ = 0, . . . , Lℓ − 1, with the matrix-valued entries Ak

1
k
2
k
3

∈ ℝm0
×m

0

, allows the low-rank tensor factoriza-

tion (approximation) in the multiindex k = (k
1
, k

2
, k

3
), which can be described by a number of parameters

smaller than L3.
To fix the idea, let us assume the existence of rank-1 separable tensor factorization,

Ak
1
k
2
k
3

= A(1)
k
1

⊙ A(2)
k
2

⊙ A(3)
k
3

, A(1)
k
1

, A(2)
k
2

, A(3)
k
3

∈ ℝm0
×m

0

for kℓ = 0, . . . , Lℓ − 1. (3.3)

This assumption is motivated by the existence of low-rank canonical representations for the mass and

Laplacian stiffness matrices for any d, see Lemma 3.4.

Given ℓ ∈ {1, . . . , d} and a matrix G ∈ ℝLℓ×Lℓ , define the tensor prolongation (lifting) mapping by

Pℓ : ℝLℓ×Lℓ → ℝ|L|×|L|, Pℓ(G) := (
ℓ−1

⨂
i=1

ILi) ⊗ G ⊗ (
d

⨂
i=ℓ+1

ILi). (3.4)

The following theorem introduces the newmultilevel block-circulant tensor-structuredmatrix format, where

the coefficient tensor A is represented via the low-rank factorization.

Theorem 3.3. Assume the separability of a tensor [Ak] in the k-space in the form (3.3), then the 3-level block-
circulant matrix A can be represented in the factorized block-diagonal form as

A = (F∗L ⊗ Im
0

)DA(FL ⊗ Im
0

), (3.5)

where the block-diagonal matrix DA with the block size m0
× m

0
is given by

DA = P
1
(bdiagFL

1

A(1)) ⊙ P
2
(bdiagFL

2

A(2)) ⊙ P
3
(bdiagFL

3

A(3)),

with tri-tensors A(ℓ) = [A(ℓ)
0

, . . . , A(ℓ)
Lℓ−1]T ∈ ℝLℓ×m0

×m
0 defined by concatenation of ℓ-factors in (3.3).

Proof. The diagonal blocks in (3.2) can be written in the factorized tensor-product form

Dk1L
1

⊗ Dk2L
2

⊗ Dk3L
3

⊗ Ak
1
k
2
k
3

= ((Dk1L
1

⊗ A(1)
k
1

) ⊗ IL
2

⊗ IL
3

) ⊙ (IL
1

⊗ (Dk2L
2

⊗ A(2)
k
2

) ⊗ IL
3

) ⊙ (IL
1

⊗ IL
2

⊗ (Dk3L
3

⊗ A(3)
k
3

)).
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Combining this representation with (3.2) leads to the powerful matrix factorization

A = (F∗L ⊗ Im
0

)[
L
1
−1

∑
k
1
=0

P
1
(Dk1L

1

⊗ A(1)
k
1

) ⊙
L
2
−1

∑
k
2
=0

P
2
(Dk2L

2

⊗ A(2)
k
2

) ⊙
L
3
−1

∑
k
3
=0

P
3
(Dk3L

3

⊗ A(3)
k
3

)](FL ⊗ Im
0

)

= (F∗L ⊗ Im
0

)[P
1
(
L
1
−1

∑
k
1
=0

Dk1L
1

⊗ A(1)
k
1

) ⊙ P
2
(
L
2
−1

∑
k
2
=0

Dk2L
2

⊗ A(2)
k
2

) ⊙ P
3
(
L
3
−1

∑
k
3
=0

Dk3L
3

⊗ A(3)
k
3

)](FL ⊗ Im
0

)

= (F∗L ⊗ Im
0

)[P
1
(bdiag FL

1

A(1)) ⊙ P
2
(bdiag FL

2

A(2)) ⊙ P
3
(bdiag FL

3

⊗ A(3))](FL ⊗ Im
0

),

where the tensor prolongation operator Pℓ is given by (3.4).

The expansion (3.5) includes only 1D Fourier transforms thus reducing the representation cost to

O(m2

0

d
∑
ℓ=1

Lℓ log Lℓ).

Moreover, and it is even more important, that the eigenvalue problem for the large matrix A now reduces to

only L
1
+ L

2
+ L

3
≪ L

1
L
2
L
3
independent small m

0
× m

0
matrix eigenvalue problems.

The above block-diagonal representation for d = 3 generalizes easily to the case of arbitrary dimension d.
Furthermore, the rank-1 decomposition (3.3) was considered for the ease of exposition only. For instance, the

above low-rank representations can be easily generalized to the case of canonical (CP) or Tucker formats in

the k-space (see Proposition 3.5 below). In fact, both CP and Tucker formats provide the additive structure

which can be converted to the respective additive structure of the core coefficient in (3.5).

Notice that in the practically interesting 3D case the use of MPS/TT type factorizations does not take the

advantage over the Tucker format since the Tucker and MPS ranks in 3D appear to be close to each other.

Indeed, the HOSVD for a tensor of order 3 leads to the same sharp rank estimates for both the Tucker and TT

tensor formats.

3.3 Block Circulant Structure in the Periodic Core Hamiltonian

In this section we consider the periodic case, further called case (P), and derive the more refined sparsity

pattern of thematrix VcL in (2.13) by using the d-level (d = 1, 2, 3) tensor structure in this matrix. Thematrix

block entries are numberedby apair ofmulti-indices,VcL = {Vkm},k = (k
1
, k

2
, k

3
), where them

0
× m

0
matrix

block Vkm is defined by (2.12). Figure 5 illustrates an example of 3D lattice-type structure of size 4 × 4 × 2.

Following [35], we introduce the periodic cells R = ℤd, d = 1, 2, 3 for the k index, and consider a 3D

B-periodic supercell ΩL = B × B × B, with B = b
2

[−L, L]. The total electrostatic potential in the supercell ΩL is
obtained by, first, the lattice summation of the Coulomb potentials over ΩL for (rather large) L, but restricted
to the central unit cell Ω

0
, and then by replication of the resultant function to the whole supercell ΩL. Hence,

in this construction, the total potential sum vcL (x) is designated at each elementary unit-cell in ΩL by the

same value (k-translation invariant). The electrostatic potential in each B-period can be obtained by copying
the respective data from ΩL.

The effect of the conditional convergence of the lattice summation as L → ∞ can be treated by using

the extrapolation to the limit (regularization) on a sequence of different lattice parameters L, 2L, 3L, . . . as
described in [35].

Consider the case d = 3 in more detail. Recall that the reference value vcL (x) will be computed at the

central cell Ω
0
, indexed by (0, 0, 0), by summation over all contributions from L3 elementary sub-cells in ΩL.

For technical reasons here and in the following we vary the summation index by kℓ = 0, . . . , L − 1, to obtain

v
0
(x) =

L−1
∑

k
1
,k

2
,k

3
=0

M
0

∑
ν=1

Zν
‖x − aν(k1, k2, k3)‖

, x ∈ Ω
0
.

In the following, we use the same notations as in Section 2.3. The basis set in ΩL is constructed by repli-

cation from the master unit cell Ω
0
to the whole periodic lattice. The tensor representation of the local lattice
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Figure 5. Rectangular 4 × 4 × 2 lattice in a box.

sum on the n × n × n grid associated with Ω
0
takes the form

P
Ω
0

=
M

0

∑
ν=1

Zν
L−1
∑

k
1
,k

2
,k

3
=0

R
∑
r=1

Wν(k)p̃(1)
r ⊗ p̃(2)

r ⊗ p̃(3)
r ∈ ℝn×n×n ,

where the tensor P
Ω
0

of size n × n × n allows the low-rank expansion as in (2.11) with the reference ten-

sor P̃R defined by (2.7). Here, the Ω-windowing operator,Wν(k) = W
(1)
ν(k

1
) ⊗W

(2)
ν(k

2
) ⊗W

(3)
ν(k

3
), restricts onto the

n × n × n unit cell by shifting via the lattice vector k = (k
1
, k

2
, k

3
). This reduces both the computational and

storage costs by a factor of L.
In the 3D case, we set q = 3 in the notation for multilevel block-circulant (BC) matrix, see Appendix A.

Similar to the case of one-level BC matrices, we notice that a matrix A ∈ BC(3, L,m) of size |L|m × |L|m is

completely defined by a third order coefficients tensor A = [Ak
1
k
2
k
3

] of size L
1
× L

2
× L

3
(kℓ = 0, . . . , Lℓ − 1,

ℓ = 1, 2, 3) with m × m block-matrix entries, obtained by folding the generating first column vector in A.

Lemma 3.4. Assume that in case (P) the number of overlapping unit cells (in the sense of effective supports of
basis functions) in each spatial direction does not exceed L

0
. Then the Galerkin matrix VcL = [Vkm] exhibits the

symmetric, three-level block circulant Kronecker tensor-product form, i.e. VcL ∈ BC(3, L,m
0
),

VcL =
L
1
−1

∑
k
1
=0

L
2
−1

∑
k
2
=0

L
3
−1

∑
k
3
=0

πk1L
1

⊗ πk2L
2

⊗ πk3L
3

⊗ Ak
1
k
2
k
3

, Ak
1
k
2
k
3

∈ ℝm0
×m

0

, (3.6)

where the number of non-zero matrix blocks Ak
1
k
2
k
3

does not exceed (L
0
+ 1)3. Similar properties hold for both

the Laplacian and the mass matrix.
The required storage is bounded by m2

0

(L
0
+ 1)3 independent of L. The set of non-zero generating matrix

blocks {Ak
1
k
2
k
3

} can be calculated in O(m2

0

(L
0
+ 1)3n) operations.

The generating matrix blocks {Sk
1
k
2
k
3

} and {Bk
1
k
2
k
3

} for the mass and Laplacian stiffness matrices admit
the rank-1 and rank-3 canonical separable representations, respectively.

Furthermore, assume that the QTT ranks of the assembled canonical vectors do not exceed r
0
. Then the

numerical cost can be reduced to the logarithmic scale, O(m2

0

(L
0
+ 1)3r2

0

log n).

Proof. First, we notice that the shift invariance property in the matrix VcL = [Vkm] is a consequence of the
translation invariance in both the canonical tensor PcL (periodic case), and the tensor Gk representing basis

functions (by construction),

Gkm := Gk ⊙ Gm for 0 ≤ kℓ,mℓ ≤ L − 1.

Now we need to compute

Vkm(μ, ν) = ⟨Gν(x + k) ⊙ Gμ(x +m), PcL⟩.

Since PcL is translation-invariant, we can shift x → x − k, such that

Vk,m(μ, ν) = ⟨Gν(x + k − k) ⊙ Gμ(x +m − k), PcL (x − k)⟩
= ⟨Gν(x) ⊙ Gμ(x +m − k), PcL (x)⟩,
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which gives the desired form Vm−k(μ, ν), 0 ≤ kℓ,mℓ ≤ L − 1, and further V|m−k|(μ, ν) by symmetry. This en-

sures the perfect three-level block-Toeplitz structure of VcL (compare with the case of a bounded box). Now

the block circulant pattern characterizing the class BC(3, L,m
0
) is imposed by the periodicity of a lattice-

structured basis set.

To prove the complexity bounds we observe that a matrix VcL ∈ BC(3, L,m
0
) can be represented in the

Kronecker tensor product form (3.6), obtained by an easy generalization of (A.2). In fact, we apply (A.2) by

successive slice-wise and fiber-wise unfolding to obtain

VcL =
L
1
−1

∑
k
1
=0

πk1L
1

⊗ Ak
1

=
L
1
−1

∑
k
1
=0

πk1L
1

⊗ (
L
2
−1

∑
n
2
=0
πk2L

2

⊗ Ak
1
k
2

)

=
L
1
−1

∑
k
1
=0

πk1L
1

⊗ (
L
2
−1

∑
k
2
=0

πk2L
2

⊗ (
L
3
−1

∑
k
3
=0

πk3L
3

⊗ Ak
1
k
2
k
3

)),

where Ak
1

∈ ℝL2×L3×m0
×m

0

, Ak
1
k
2

∈ ℝL3×m0
×m

0

, and Ak
1
k
2
k
3

∈ ℝm0
×m

0

. Now the overlapping assumption en-

sures that the number of non-zero matrix blocks Ak
1
k
2
k
3

does exceed (L
0
+ 1)3.

Furthermore, the symmetric mass matrix, ScL = {sμν} ∈ ℝNb×Nb , providing the Galerkin representation of
the identity operator reads as follows:

sμν = ⟨Gμ ,Gν⟩ = ⟨S(1)g(1)μ , g(1)ν ⟩⟨S(2)g(2)μ , g(2)ν ⟩⟨S(3)g(3)μ , g(3)ν ⟩, 1 ≤ μ, ν ≤ Nb ,

whereNb = m
0
L3. It can be seen that in the periodic case the block structure in the “basis-tensor”Gk imposes

the three-level block circulant structure in the mass matrix ScL ,

ScL =
L
1
−1

∑
k
1
=0

L
2
−1

∑
k
2
=0

L
3
−1

∑
k
3
=0

πk1L
1

⊗ πk2L
2

⊗ πk3L
3

⊗ Sk
1
k
2
k
3

, Sk
1
k
2
k
3

∈ ℝm0
×m

0

. (3.7)

By the previous arguments we conclude that Sk
1
k
2
k
3

= S(1)k
1

S(2)k
2

S(3)k
3

implying the rank-1 separable representa-

tion in (3.7).

Likewise, it is easy to see that the stiffnessmatrix representing the (local) Laplace operator in the periodic

setting has a similar block circulant structure,

∆cL =
L
1
−1

∑
k
1
=0

L
2
−1

∑
k
2
=0

L
3
−1

∑
k
3
=0

πk1L
1

⊗ πk2L
2

⊗ πk3L
3

⊗ Bk
1
k
2
k
3

, Bk
1
k
2
k
3

∈ ℝm0
×m

0

, (3.8)

where the number of non-zero matrix blocks Bk
1
k
2
k
3

does not exceed (L
0
+ 1)3. In this case the matrix block

Bk
1
k
2
k
3

admits a rank-3 product factorization inheriting the tri-term representation of the Laplacian.

In the Hartree–Fock calculations for lattice structured systems we deal with the multilevel, symmetric block

circulant/Toeplitz matrices, where the first-level blocks, A
0
, . . . , AL

1
−1, may have further block structures. In

particular, Lemma 3.4 shows that the Galerkin approximation of the 3D Hartree–Fock core Hamiltonian H in

periodic setting leads to the symmetric, three-level block circulant matrix structures.

Figure 6 shows the difference between matrices VcL in periodic and non-periodic cases.
Figure 7 represents the block-sparsity in the core Hamiltonian matrix of an L × 1 × 1 Hydrogen chain in

a box with L = 32 (right), and the matrix profile (left).

In the next subsection we discuss computational details of the FFT-based eigenvalue solver on the exam-

ple of a 3D linear chain of molecules.
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Figure 6. Difference between matrices VcL in periodic and non-periodic cases, L = 64.

Figure 7. Block-sparsity in the matrix VcL in a box for L = 32 (right); matrix profile (left).

3.4 Spectral Problems in Different Settings: Complexity Analysis

Combining the block circulant representations (3.6), (3.8) and (3.7), we are able to represent the eigenvalue

problem for the Fock matrix in the Fourier space as follows:

(∆cL + VcL )U = λScLU,

where U = (FL ⊗ Im)C and

∆cL + VcL =
L
∑
k=0

Dk1L
1

⊗ Dk2L
2

⊗ Dk3L
3

⊗ (Bk
1
k
2
k
3

+ Ak
1
k
2
k
3

), ScL =
L
∑
k=0

Dk1L
1

⊗ Dk2L
2

⊗ Dk3L
3

Sk
1
k
2
k
3

,

with the diagonal matrices DkℓLℓ ∈ ℝLℓ×Lℓ , ℓ = 1, 2, 3, and the compact notation

L
∑
k=0

=
L
1
−1

∑
k
1
=0

L
2
−1

∑
k
2
=0

L
3
−1

∑
k
3
=0

.

The equivalent block-diagonal form reads

bdiagm
0
×m

0

{T�
L[FL(TLB̂) + FL(TLÂ)] − λT

�
L(FL[TL Ŝ)]}U = 0.
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Figure 8.Molecular orbitals, i.e. the eigenvectors represented in GTO basis: the 4th orbital (left), the 8th orbital (right).

Matrix size Nb = m0L 512 1024 2048 4096 8192 16384 32768 65536 131072
Full EIG-solver 0.67 5.49 48.6 497.4 – – – – –
MBC diagonalization 0.10 0.09 0.08 0.14 0.44 1.5 5.6 22.9 89.4

Table 1. CPU times (sec.): full eig-solver vs. FFT-based MBC diagonalization for an L × 1 × 1 lattice system,
and with m0 = 4, L = 2p, p = 7, 8, . . . , 15.

The block structure specified by Lemma 3.4 allows to apply the efficient eigenvalue solvers via FFT-based di-

agonalization in the framework of Hartree–Fock calculationswith the numerical cost O(m2

0

Ld log L). Figure 8
visualizesmolecular orbitals on fine spatial gridwith n = 2

14

: the 4th orbital (left), the 8th orbital (right). The

eigenvectors are computed in GTO basis for an L × 1 × 1 system with L = 128 and m
0
= 4.

Remark 3.5. The low-rank structure in the coefficients tensor mentioned above (see Section 3.2) allows to

reduce the factor Ld log L to L log L (for d = 2, 3) in the cost for assembling and storage the Fock matrix. It

was already observed in the proof of Lemma 3.4 that the respective coefficients in the overlap and Lapla-

cian Galerkin matrices can be treated as the rank-1 and rank-3 tensors, respectively. Clearly, the factorization

rank for the nuclear part of the Hamiltonian does not exceed R. Hence, Theorem 3.3 can be applied in the

generalized form.

Table 1 compares CPU times in seconds (Matlab) for the full eigenvalue solver on a 3D L × 1 × 1 lattice in a

box, and for the FTT-based MBC diagonalization in the periodic supercell, all computed for m
0
= 4, L = 2

p

(p = 7, 8, . . . , 15). The number of basis functions (problem size) is given by Nb = m
0
L. We observe that the

direct diagonalization is practically limited by the lattice size L = 2

10

, while the eigenvalue problem for struc-

tured MBC matrices can be limited by only the requirements of the d-dimensional FFT in the k-space.
Figure 9 represents the spectrum of the core Hamiltonian in a box (blue line) in comparison with that in

a periodic supercell (black line) and with eigenvalues computed by the FFT-based algorithm applied to the

block-circulant matrix (red line), denoted by “b.-c.”. We consider the L × 1 × 1 lattice structure with different

numbers of cells, L = 128, 256, where m
0
= 4. The systematic difference between the eigenvalues in both

cases canbe observed evenat the limit of large L. These kinds of spectral pollution effects havebeendiscussed
and theoretically analyzed in [10].

Figure 10 demonstrates the relaxation (for increasing L) of the average energy per unit cell with m
0
= 4,

for an L × 1 × 1 lattice structure in a 3D rectangular “tube” up to L = 512, for both periodic and open bound-

ary conditions. We observe the fixed “energy gap” between the periodic and box-type systems.
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Figure 9. Spectrum of the core Hamiltonian in a box and in a periodic supercell for L = 128, 256.

Figure 10. Average energy per unit cell vs. L for an L × 1 × 1 lattice
in a 3D rectangular “tube“.

4 Conclusions
We introduced and analyzed the grid-based tensor approach to discretization and solution of the linearized

Hartree–Fock equation in ab initiomodeling of the lattice-structuredmolecular systems. We describedmeth-

ods and algorithms for banded (finite box) and block-circulant (periodic setting) structured representation

of the Fock matrix in GTO basis set (for the core Hamiltonian) and provided numerical illustrations for both

cases by implementing the algorithms in Matlab.

The sparse block structured representation to the Fockmatrix combinedwith tensor techniquesmanifest

several benefits: (a) the entries of the banded block structured Fock matrix are computed by 1D operations

using low-rank CP tensors; (b) the storage size in the case of an L × L × L lattice is reduced to O(Ld) ≪ L2d;
(c) the 3-level block-circulant Fock matrix in the periodic setting admits the low-rank tensor structure in the

coefficients tensor, thus reducing the matrix diagonalization via conventional 3D FFT to the product of 1D

Fourier transforms.

The main contributions include:

∙ fast computation of the Fockmatrix by 1Dmatrix-vector operations by using low-rank tensors associated

with a 3D spacial grid;

∙ analysis and numerical implementation of the multilevel banded/Toeplitz structure in the Fock matrix

for the system in a box, and the block circulant structure in periodic setting;

∙ establishing the low-rank tensor structure in the diagonal blocks of the Fock matrix represented in the

Fourier space, that allows to reduce the storage size and diagonalization costs to O(m3

0

d L log L);
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∙ numerical tests illustrating the computational efficiency of the tensor-structured methods applied to the

linearized Hartree–Fock equation for finite lattices and in a periodic supercell. Numerical experiments

verify the theoretical results on the asymptotic complexity estimates of the proposed algorithms.

The rigorous numerical study of the nonlinear reduced Hartree–Fock eigenvalue problem for periodic

and lattice-structured systems in a box is a subject of future research.

A Appendix

A.1 Overview on Block Circulant Matrices

We recall that a one-level block circulant matrix A ∈ BC(L,m
0
) is defined by

A = bcirc{A
0
, A

1
, . . . , AL−1} =

[[[[[[

[

A
0

AL−1 ⋅ ⋅ ⋅ A
2

A
1

A
1

A
0

⋅ ⋅ ⋅
.

.

. A
2

.

.

.

.

.

.

.
.
. A

0

.

.

.

AL−1 AL−2 ⋅ ⋅ ⋅ A
1

A
0

]]]]]]

]

∈ ℝLm0
×Lm

0

, (A.1)

where Ak ∈ ℝm0
×m

0

for k = 0, 1, . . . , L − 1 are matrices of general structure (see [14]). The equivalent

Kronecker product representation is defined by the associated matrix polynomial,

A =
L−1
∑
k=0

πk ⊗ Ak =: pA(π), (A.2)

where π = πL ∈ ℝL×L is the periodic downward shift (cycling permutation) matrix,

πL :=

[[[[[[[[

[

0 0 ⋅ ⋅ ⋅ 0 1

1 0 ⋅ ⋅ ⋅ 0 0

.

.

.

.

.

.

.
.
.

.

.

.

.

.

.

0 ⋅ ⋅ ⋅ 1 0 0

0 0 ⋅ ⋅ ⋅ 1 0

]]]]]]]]

]

, (A.3)

and ⊗ denotes the Kronecker product of matrices.

In the case m
0
= 1, a matrix A ∈ BC(L, 1) defines a circulant matrix generated by its first column vector

â = (a
0
, . . . , aL−1)T . The associated scalar polynomial then reads

pA(z) := a0 + a1z + ⋅ ⋅ ⋅ + aL−1zL−1,

so that (A.2) simplifies to

A = pA(πL).

Let ω = ωL = exp(−2πi
L ) and denote by

FL = {fkℓ} ∈ ℝL×L with fkℓ =
1

√L
ω(k−1)(ℓ−1)
L , k, ℓ = 1, . . . , L,

the unitary matrix of Fourier transform. Since the shift matrix πL is diagonalizable in the Fourier basis,

πL = F∗LDLFL , DL = diag{1, ω, . . . , ωL−1}, (A.4)

the same holds for any circulant matrix,

A = pA(πL) = F∗LpA(DL)FL , (A.5)
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where

pA(DL) = diag{pA(1), pA(ω), . . . , pA(ωL−1)} = diag{FLa}.

Conventionally, we denote by diag{x} a diagonal matrix generated by a vector x. Let X be an Lm
0
× m

0

matrix obtained by concatenation of m
0
× m

0
matrices Xk, k = 0, . . . , L − 1,

X = conc(X
0
, . . . , XL−1) = [X

0
, . . . , XL−1]T .

For example, the first block column in (A.1) has the form conc(A
0
, . . . , AL−1). We denote by bdiag{X} the

Lm
0
× Lm

0
block-diagonal matrix of block size L generated by m

0
× m

0
blocks Xk.

It is known that similarly to the case of circulant matrices (A.5), a block circulant matrix inBC(L,m
0
) is

unitary equivalent to the block diagonal one bymeans of Fourier transform via representation (A.2), see [14].

In the following, we describe the block-diagonal representation of a matrix A ∈ BC(L,m
0
) in the form that

is convenient for generalization to the multi-level block circulant matrices as well as for the description of

FFT-based implementation schemes. To that end, let us introduce the reshaping (folding) transform TL that

maps an Lm
0
× m

0
matrix X (i.e., the first block column in A) to the L × m

0
× m

0
tensor B = TLX by plugging

the ith m
0
× m

0
block in X into a slice B(i, :, :). The respective unfolding returns the initial matrix X = T�

LB.
We denote by Â ∈ ℝLm0

×m
0

the first block column of a matrix A ∈ BC(L,m
0
), with a shorthand notation

Â = [A
0
, A

1
, . . . , AL−1]T ,

so that the L × m
0
× m

0
tensor TL Â represents slice-wise all generating m

0
× m

0
matrix blocks.

Proposition A.1. For A ∈ BC(L,m
0
) we have

A = (F∗L ⊗ Im0

) bdiag{Ā
0
, Ā

1
, . . . , ĀL−1}(FL ⊗ Im

0

),

where

Āj =
L−1
∑
k=0

ωjkL Ak ∈ ℂ
m

0
×m

0

can be recognized as the j-th m
0
× m

0
matrix block in block column T�

L(FL(TL Â)), such that

[Ā
0
, Ā

1
, . . . , ĀL−1]T = T�

L(FL(TL Â)).

A set of eigenvalues λ of A is then given by

{λ | Ax = λx, x ∈ ℂLm0} =
L−1
⋃
j=0

{λ | Āju = λu, u ∈ ℂm0}.

The eigenvectors corresponding to the spectral sets

Σj = {λj,m | Ājuj,m = λj,muj,m , uj,m ∈ ℂm0

, m = 1, . . . ,m
0
}, j = 0, 1, . . . , L − 1,

can be represented in the form

Uj,m = (F∗L ⊗ Im)Ūj,m , where Ūj,m = E[j] vec[u0,m , u1,m , . . . , uL−1,m],

with E[j] = diag{ej} ⊗ Im
0

∈ ℝLm0
×Lm

0 , and ej ∈ ℝL being the jth Euclidean basis vector.

Proof. We combine representations (A.2) and (A.4) to obtain

A =
L−1
∑
k=0

πk ⊗ Ak =
L−1
∑
k=0

(F∗LD
kFL) ⊗ Ak

= (F∗L ⊗ Im0

)(
L−1
∑
k=0

Dk ⊗ Ak)(FL ⊗ Im
0

)

= (F∗n ⊗ Im)(
L−1
∑
k=0

bdiag{Ak , ωkLAk , . . . , ω
k(L−1)
L Ak})(FL ⊗ Im

0

)
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= (F∗L ⊗ Im0

) bdiag {
L−1
∑
k=0

Ak ,
L−1
∑
k=0

ωkLAk , . . . ,
L−1
∑
k=0

ωk(L−1)L Ak}(FL ⊗ Im
0

)

= (F∗L ⊗ Im0

) bdiagm
0
×m

0

{T�
L(FL(TL Â))}(FL ⊗ Im0

),

where the final step follows by the definition of FT matrix and by the construction of TL. The structure of

eigenvalues and eigenfunctions then follows by straightforward calculations with block-diagonal matrices.

This concludes the proof.

The next statement describes the block-diagonal form for a class of symmetric BCmatrices,BCs(L,m0
). It is a

simple corollary of [14] and Proposition A.1. In this case we have A
0
= AT

0

, and ATk = AL−k, k = 1, . . . , L − 1.

Corollary A.2. Let A ∈ BCs(L,m0
) be symmetric. Then A is unitary similar to a Hermitian block-diagonal ma-

trix, i.e., A is of the form
A = (FL ⊗ Im

0

) bdiag(Ã
0
, Ã

1
, . . . , ÃL−1)(F∗L ⊗ Im0

), (A.6)

where Im
0

is the m
0
× m

0
identity matrix. The matrices Ãj ∈ ℂm0

×m
0 , j = 0, 1, . . . , L − 1, are defined for even

n ≥ 2 as

Ãj = A0 +
L/2−1
∑
k=1

(ωkjL Ak + ω̂
kj
L A

T
k ) + (−1)jAL/2. (A.7)

Corollary A.2 combined with Proposition A.1 describes a simplified structure of spectral data in the sym-

metric case. Notice that the above representation imposes the symmetry of each real-valued diagonal block

Ãj ∈ ℝm0
×m

0

, j = 0, 1, . . . , L − 1, in (A.6).

A.2 Multilevel Block Circulant/Toeplitz Matrices

We describe the extension of (one-level) block circulant matrices to multilevel structure. First, we recall the

main notions of multilevel block circulant (MBC) matrices with the particular focus on the three-level case.

Given a multi-index L = (L
1
, L

2
, L

3
), we denote |L| = L

1
L
2
L
3
. A matrix class BC(d, L,m

0
) (d = 1, 2, 3) of

d-level block circulant matrices can be introduced by the following recursion.

Definition A.3. For d = 1, define a class of one-level block circulant matrices by BC(1, L,m) ≡ BC(L
1
,m)

(see Appendix A.1), where L = (L
1
, 1, 1). For d = 2, we say that a matrix A ∈ ℝ|L|m0

×|L|m
0

belongs to a class

BC(d, L,m
0
) if

A = bcirc(A
1
, . . . , AL

1

) with Aj ∈ BC(d − 1, L[1],m0
), j = 1, . . . , L

1
,

where L[1] = (L
2
, L

3
) ∈ ℕd−1. A similar recursion applies to the case d = 3.

Likewise to the case of one-level BC matrices, it can be seen that a matrix A ∈ BC(d, L,m
0
), d = 1, 2, 3, of

size |L|m
0
× |L|m

0
is completely defined (parametrized) by a dth order matrix-valued tensor A = [Ak

1
...kd ] of

size L
1
× ⋅ ⋅ ⋅ × Ld (kℓ = 1, . . . , Lℓ, ℓ = 1, . . . , d) with m

0
× m

0
matrix entries Ak

1
...kd , obtained by folding the

generating first column vector in A.
Recall that a symmetric block Toeplitz matrix A ∈ BTs(L,m0

) is defined by

A = BToepls{A0, A1, . . . , AL−1} =
[[[[[[

[

A
0

AT
1

⋅ ⋅ ⋅ ATL−2 ATL−1
A
1

A
0

⋅ ⋅ ⋅
.

.

. ATL−2
.

.

.

.

.

.

.
.
. A

0

.

.

.

AL−1 AL−2 ⋅ ⋅ ⋅ A
1

A
0

]]]]]]

]

∈ ℝLm0
×Lm

0

,

where Ak ∈ ℝm0
×m

0

for k = 0, 1, . . . , L − 1 is a matrix of a general structure (see [14]).

A matrix class BTs(d, L,m0
) of symmetric d-level block Toeplitz matrices can be introduced by the fol-

lowing recursion, similarly to Definition A.3.
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Definition A.4. For d = 1, BTs(1, L,m0
) ≡ BTs(L1,m0

) is the class of one-level symmetric block circulant

matrices with L = (L
1
, 1, 1). For d = 2we say that a matrix A ∈ ℝ|L|m×|L|m0

belongs to a classBTs(d, L,m0
) if

A = btoepls(A1, . . . , AL1 ) with Aj ∈ BTs(d − 1, L[1],m0
), j = 1, . . . , L

1
.

A similar recursion applies to the case d = 3.

A.3 Rank-Structured Tensor Formats

We consider a tensor of order d, as amultidimensional array numbered by a d-tuple index set,A = [ai
1
,...,id ] ∈

ℝn1×⋅⋅⋅×nd . A tensor is an element of a linear vector space equippedwith theEuclidean scalar product. In partic-

ular, a tensorwith equal sizes nℓ = n, ℓ = 1, . . . , d, is called an n⊗d tensor. The required storage for entry-wise
representation of tensors scales exponentially in the dimension, nd (the so-called “curse of dimensionality”).

To get rid of exponential scaling in the dimension, one can apply the rank-structured separable representa-

tions of multidimensional tensors.

The rank-1 canonical tensor A = u(1) ⊗ ⋅ ⋅ ⋅ ⊗ u(d) ∈ ℝn1×⋅⋅⋅×nd with entries ai
1
,...,id = a

(1)
i
1

⋅ ⋅ ⋅ a(d)id requires

only dn numbers to store it. A tensor in theR-termcanonical format (CP tensors) is definedby theparametriza-

tion

A =
R
∑
k=1

cku(1)
k ⊗ ⋅ ⋅ ⋅ ⊗ u(d)

k , ck ∈ ℝ,

where u(ℓ)k are normalized vectors, and R is called the canonical rank of a tensor. The storage size is bounded
by dnR ≪ nd.

Given the rank parameter r = (r
1
, . . . , rd), a tensor in the rank-r Tucker format is defined by the parame-

trization

A =
r
1

∑
ν
1
=1
. . .

rd
∑
νd=1

βν
1
,...,νd v

(1)
ν
1

⊗ ⋅ ⋅ ⋅ ⊗ v(d)νd , ℓ = 1, . . . , d,

completely specified by a set of orthonormal vectors v(ℓ)νℓ ∈ ℝnℓ , and the Tucker core tensor β = [βν
1
,...,νd ]. The

storage demand is bounded by |r| + (r
1
+ ⋅ ⋅ ⋅ + rd)n.

The remarkable approximating properties of the Tucker and canonical tensor decomposition applied to

the wide class of function-related tensors were revealed in [27, 39, 42], promoting using tensor tools for

the numerical treatment of the multidimensional PDEs. It was proved for some classes of function related

tensors that the rank-r Tucker approximation provides the exponentially small error of the order of e−αr with
r = min rℓ, where r = O(log n) (see [39]).

In the case of many spacial dimensions, the product type tensor formats provide the stable rank-

structured approximation. The matrix-product states (MPS) decomposition has been for a long time used

in quantum chemistry and quantum information theory, see the survey paper [57]. The particular case of

MPS representation is called a tensor train (TT) format [50, 51]. The quantics-TT (QTT) tensor approximation

method for functional n-vectors was introduced in [40] and shown to provide the logarithmic complexity,

O(d log n), on the wide class of generating functions. Furthermore, a combination of different tensor formats

proved to be successful in the numerical solution of the multidimensional PDEs [15, 41].
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